
The local structure of length spaces with curvaturebounded aboveBruce Kleiner�April 14, 1998AbstractWe show that a number of di�erent notions of dimension coincide for lengthspaces with curvature bounded above. We then apply this result, showingthat if X is a locally compact CAT (0) space with cocompact isometry group,then the dimension of the Tits boundary and the asymptotic cone(s) of X aredetermined by the maximal dimension of a at in X.1 IntroductionSpaces with curvature bounded above were introduced by Alexandrov in [Ale51]; see[ABN86] for a survey of developments in the subject prior to 1980. Gromov's paper[Gro87], led to an explosion of literature on singular spaces, see the bibliography of[Bal95].Examples of spaces with curvature bounded above (henceforth CBA spaces) in-clude:� Complete Riemannian manifolds with sectional curvature bounded above.� Euclidean, spherical, and hyperbolic Tits buildings, see [Tit74, Ron89, KL97].� Complexes with piecewise constant curvature. [DJ91, CD95, Ben91, BB94, �S93]construct examples with interesting geometric and topological properties.� Limits of Hadamard spaces1, such as Tits boundaries and asymptotic cones.These have a number of applications, see for example [Mos73, BGS85, KL95,KL97].�Supported by a Sloan Foundation Fellowship, and NSF grants DMS-95-05175, DMS-96-26911,DMS-9022140.1Following [Bal95] we call CAT (0) spaces (complete simply connected length spaces with non-positive curvature) Hadamard spaces.
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In this paper we will study the local geometry and topology of CBA spaces. Werecall ([Nik95], [KL97, section 2.1.3] or section 2.1) that there is a CAT (1) space,the space of directions �pX, associated with each point p in a CBA space X. Wede�ne the geometric dimension of CBA spaces to be the smallest function2 onthe class of CBA spaces such that a) GeomDim(X) = 0 if X is discrete, and b)GeomDim(X) � 1 + GeomDim(�pX) for every p 2 X. In other words, to �nd thegeometric dimension of a CBA space we look for the largest number of times that wecan pass to spaces of directions without getting the empty set. Our results relate thisnotion of dimension with several others.Theorem A Let X be a CBA space. Then the following (possibly in�nite) quantitiesare equal to the geometric dimension of X:1. supfTopDim(K) j K � X is compactg. TopDim(Y ) denotes the topological di-mension of Y .2. supfk j Hk(U; V ) 6= f0g for some open pair (U; V ) in Xg.3. supfk j There are sequences Rj ! 0, Sj � X so that d(Sj; p)! 0 for some p 2 X,and 1Rj Sj converges to the unit ball B(1) � E k in the Gromov-Hausdor� topologyg.4. supfk j There is a biH�older embedding (with exponent 12) of an open set U � E kinto Xg.When the geometric dimension of X is �nite, we have somewhat stronger conclu-sions:Theorem B Let X be a CBA space, and suppose GeomDim(X) is �nite. Then thefollowing quantities are equal to GeomDim(X).1. supfk j Hk�1(�pX) 6= f0g for some p 2 Xg.2. supfk j Hk(X;X � p) 6= f0g for some p 2 Xg.3. supfk j For every � > 0 there is a (1 + �)-biLipschitz embedding of an open setU � E k into Xg.4. supfk j There is an isometric embedding of the standard sphere Sk�1(1) � E kinto �pX, for some p 2 Xg.We remark that the Hausdor� dimension of a metric space is always at least asbig as its topological dimension [HW69, Chapter VII]; however, there are compactHadamard spaces X with GeomDim(X) = 1 which have in�nite Hausdor� dimen-sion.3The next theorem shows that the dimension of limits of a Hadamard space X iscontrolled by the dimension of ats occurring in X.Theorem C Let X be a locally compact Hadamard space on which Isom(X) actscocompactly. Then the following are equal:2Taking values in N [1.3The completion of a metric simplicial tree which \branches fast enough" will have in�nite Haus-dor� dimension, although it may still be compact. In this case if we remove fx 2 X j j�xX j = 1gwe get a countably 1-recti�able set: a set with Hausdor� dimension 1.2



1. supfk j There is an isometric embedding E k �! Xg. Note that this is �nite.2. supfk j There is a quasi-isometric embedding � : E k �! Xg.3. 1+GeomDim(@TX). Here @TX denotes the geometric boundary of X equippedwith the Tits angle metric, see section 2.4 or [KL97, section 2.3.2].4. supfk j Hk�1(@TX) 6= f0gg.5. supfk j There is an isometric embedding of the standard sphere Sk�1(1) � E kin @TXg:6. The geometric dimension of any asymptotic cone of X.Theorem C may be formulated for arbitrary families of Hadamard spaces, seeTheorem 7.1; in particular it may be adapted to a foliated setting. Theorem Cextends the main result of [AS86], see also [Gro93, pp.129-30]. Theorems A-C mayalso be applied to many of the questions posed in [Gro93, pp. 127-133], see section 9for a discussion.A key ingredient in the proofs of the theorems is the notion of a barycentricsimplex. If X is a Hadamard space and z = (z0; : : : ; zn) 2 Xn+1, the barycentricsimplex determined by z is the singular simplex �z : �n �! X which maps each� = (�0; : : : ; �n) 2 �n to the unique minimum of the uniformly convex functionP�i[d(zi; �)]2. Barycentric simplices are Lipschitz, and the restriction to each face of�n is also a barycentric simplex (up to simplicial reparametrization). A remarkablefeature of barycentric simplices which is not shared by some other constructions ofsimplices, such as the iterated coning of [Thu] is that if n > GeomDim(X) then �z isdegenerate: �z(�n) = �z(Bdy(�n)) (see section 4). Since �z is Lipschitz this impliesthat the image of every barycentric simplex has Hausdor� dimension� GeomDim(X);this leads to the estimate TopDim(K) � GeomDim(X) for compact subsets K � X.To obtain biH�older and biLipschitz embeddings of open sets U � E k into X, we usethe \nondegenerate part" of �z(�n), i.e. �z(�n)n�z(Bdy(�n)); this turns out to be atopological manifold in spite of the fact that �z is typically nowhere locally injective.In view of Theorem A, we make the followingConjecture(cf. [Gro93, pp. 133]) If X is a CBA space, then TopDim(X) =GeomDim(X).When X is separable, the conjecture follows from the method of proof of Theorem A.It is interesting to compare Alexandrov spaces with curvature bounded abovewith Alexandrov spaces with curvature bounded below (CBB spaces). The papers[BGP92, Per94] show that a CBB space X has very restricted structure provided itsHausdor� or topological dimension is �nite: [Per94] shows in particular that X islocally homeomorphic to its tangent cone at each point, and that X is a strati�edmanifold. This implies that the links of a polyhedron with a CBB metric are homo-topy equivalent to spaces with curvature � 1; and this is a very strong restrictionon the polyhedron. In contrast to this, Berestovskii's result [Ber83] shows that anupper curvature bound does not impose any restriction on topology, at least if oneworks in the setting of polyhedra. Also, a CBA space with �nite Hausdor� dimen-sion need not have manifold points: build an R-tree by completing an increasing3



union T1 � T2 � : : : of metric simplicial trees where Length(Tk) � 1 and everybranch point free segment � � Tk has length � 1k ; the resulting space has Haus-dor� dimension 1. There are other natural conditions that one can impose on aCBA space. If a CBA space X is locally compact and has extendible geodesics4,then one can prove statements analogous to [BGP92, 5.4,10.6] about X; howeverthere is a 2-dimensional locally compact Hadamard space with extendible geodesicswhich is not a strati�ed manifold, even though it is a Gromov-Hausdor� limit of asequence of 2-dimensional CBA polyhedra which satisfy the same conditions. Thenatural applications of CBB and CBA spaces are also di�erent. Finite dimensionalCBB spaces arise as Gromov-Hausdor� limits of Riemannian manifolds with a lowerbound on curvature and an upper bound on dimension, and are a powerful tool forstudying (pre)compactness for families of Riemannian manifolds. There are two mainclasses of \interesting" singular CBA spaces. The �rst one is locally �nite polyhedrawith nonpositively curved metrics; these provide numerous examples with interestingtopology and fundamental groups. The second is Tits boundaries and asymptoticcones { these are limit spaces associated with a Hadamard space, and are usually\large", i.e. nonseparable. The Tits boundary of a Hadamard space X is an impor-tant tool for studying the isometry group and the geodesic ow of X. Asymptoticcones arise in compactness arguments, for instance when studying degeneration of hy-perbolic structures [MS84, Pau88, RS94, Bes88], or when studying quasi-isometries[KL95, KL97, KKL98].We recall that a complete length space (X; d) is convex [Gro78] if for everypair 1 : [a1; b1] ! X and 2 : [a2; b2] ! X of constant speed geodesic segments,the function d � (1; 2) : [a1; b1]� [a2; b2]! R is convex. It turns out that a slightlyweaker version of Theorem C holds for the more general class of convex length spaces.Theorem D Let X be a locally compact convex length space with cocompact isometrygroup. Then the following are equal:1. supfk j There is an isometric embedding of a k-dimensional Banach space in Xg.Note that this is �nite.2. supfk j There is a quasi-isometric embedding � : E k ! Xg.3. supfk j Hk(U; V ) 6= f0g for some open pair V � U � CTXg. CTX denotes theTits cone of X, see section 10 for the de�nition.4. supfk j There is a k-dimensional Banach space (Rk ; k � k), sequences Rj ! 0,Sj � CTX so that 1RjSj converges to the unit ball in (Rk ; k � k) in the Gromov-Hausdor�topologyg.5. supfk j There is an asymptotic cone X! of X, and an open pair V � U � X!such that Hk(U; V ) 6= f0gg.6. supfk j There is a k-dimensional Banach space (Rk ; k � k), sequences Rj ! 0,Sj � X! so that 1Rj Sj converges to the unit ball in (Rk ; k � k) in the Gromov-Hausdor�topologyg.4These assumptions are natural when studying the geodesic ow.4



7. supfk j There is a k-dimensional Banach space (Rk ; k � k), sequences Rj !1,Sj � X so that 1RjSj converges to the unit ball in (Rk ; k � k) in the Gromov-Hausdor�topologyg.The proof of Theorem D is somewhat di�erent from the proof of Theorem Cbecause barycentric simplices do not behave well in convex spaces (squared distancefunctions are no longer uniformly convex). Instead we use the di�erentiation theoryfor Lipschitz maps into metric spaces of Korevaar-Schoen [KS93] (see Theorem 10.7,Corollary 10.9, and Proposition 10.18).The paper is organized as follows. In section 2 we briey recall background ma-terial and introduce notation. In section 3 we use the geometric dimension to boundtopological and homological dimensions from below. In section 4 we de�ne barycentricsimplices, and prove that they degenerate above the geometric dimension (Corollary4.10). In section 5 we use the results of section 4 to prove that the geometric di-mension is at least as big as the topological and homological dimensions. In section6 we construct biH�older and biLipschitz embeddings of open sets U � E n into CBAspaces. In section 7 we construct ats in Hadamard spaces X starting with objectsin @TX or in an asymptotic cone of X. In section 8 we combine the earlier sections toprove Theorems A, B, and C. In section 9 we discuss questions posed in [Gro93]. Insection 10 we discuss convex length spaces, giving a short proof of (a special case of)the metric di�erentiation result of [KS93] and applications to convex length spaces.I would like to thank Werner Ballmann, Toby Colding, Chris Croke, ChristophHummel, and Bernhard Leeb for their interest in this work. I would especially liketo thank Werner Ballmann and Christoph Hummel for making numerous helpfulremarks on an earlier version of this paper. Theorems A-C (except for part 4 ofTheorem B) were obtained when I was visiting MSRI in 1993-94, using somewhatdi�erent arguments.Contents1 Introduction 12 Preliminaries 62.1 CAT (�) spaces, spaces of directions, tangent cones, etc . . . . . . . . 62.2 Convex functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82.3 Ultralimits and asymptotic cones . . . . . . . . . . . . . . . . . . . . 92.4 The Geometric and Tits boundaries . . . . . . . . . . . . . . . . . . . 102.5 Miscellany . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103 Geometric dimension bounds topological and homological dimen-sion 114 Barycentric simplices 125 Topological dimension 165



6 Minimum sets and subsets homeomorphic to Rn 176.1 General minimum sets . . . . . . . . . . . . . . . . . . . . . . . . . . 186.2 Top dimensional minimum sets . . . . . . . . . . . . . . . . . . . . . 207 The Tits boundary, asymptotic cones, ats, and the geometric di-mension 238 Proofs of Theorems A, B, and C 269 Questions from Asymptotic Invariants of in�nite groups. 2610 Convex length spaces 2810.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2810.2 Di�erentiating maps into metric spaces . . . . . . . . . . . . . . . . . 3010.3 Producing ats in convex length spaces . . . . . . . . . . . . . . . . . 3510.4 The proof of Theorem D . . . . . . . . . . . . . . . . . . . . . . . . . 402 PreliminariesWe refer the reader to [KL97] for a more detailed discussion of the material in thissection.2.1 CAT (�) spaces, spaces of directions, tangent cones, etcLet M2� denote the two-dimensional model space with constant curvature �, and letD(�) denote the diameter of M2� . A complete metric space X is a CAT (�) space if1. Diam(X) � D(�).2. Every two points x1; x2 2 X with d(x1; x2) < D(�) are joined by a geodesicsegment of length d(x1; x2). Note that some other de�nitions in the literaturerequire X to be a length space; this is inconvenient in induction arguments sincespaces of directions can be disconnected.3. Every geodesic triangle in X with perimeter < 2D(�) is at least as thin as ageodesic triangle inM2� with the corresponding side lengths. In particular, everytwo points x1; x2 2 X with d(x1; x2) < D(�) are joined by a unique geodesicsegment with length < D(�) (up to reparametrization), which we will confusewith its image x1x2.Let X be a CAT (�) space. If p; x; y 2 X and d(p; x)+ d(x; y)+ d(p; y) < 2D(�),then there is a well-de�ned geodesic triangle �pxy. The comparison angle of thetriangle �pxy at p is de�ned to be the angle of the comparison triangle (in M2�)for �pxy at the vertex corresponding to p; this angle is denoted e\p(x; y). The thin6



triangle condition implies that if x0 2 px � fpg and y0 2 py � fpg then e\p(x0; y0) �e\p(x; y). Therefore if we let x0 2 px, y0 2 py tend to p then e\p(x0; y0) has a limit;we call this the angle between px and py at p, and denote it by \p(x; y). If welet y0 2 py � fpg tend to p, then e\p(x; y0) also tends to \p(x; y). The functionp 7! \p(x; y) is upper semicontinuous. \p de�nes a pseudo-metric (see de�nition 2.7)on the collection of geodesic segments leaving p. We de�ne ��pX to be the associatedquotient metric space obtained by collapsing zero diameter subsets to points. Thespace of directions at p is the completion of ��pX, and is denoted �pX. �pX isa CAT (1) space [Nik95] (see also [KL97, section 2.1.3]). The tangent cone at p isthe Euclidean cone C(�pX) over �pX; it is a CAT (0)-space and is denoted by CpX.We will often identify �pX (as a set) with the points in CpX at unit distance fromthe vertex of the cone. We have a map log�pX : B(p;D(�)) � fpg �! �pX whichtakes x 2 B(p;D(�))� fpg to the direction of the segment px. We will often use thenotation �!px for log�pX x. There is also a map logCpX : B(p;D(�)) �! CpX whichtakes x 2 B(p;D(�)) to the unique point on the ray C(log�pX(x)) at distance d(p; x)from the vertex. It follows from comparison inequalities that logCpX is 1-Lipschitzwhen � � 0; more generally, if r < D(�) then logCpX jB(p;r) is L(r; �)-Lipschitz.Lemma 2.1 If X is a CAT (�) space, p 2 X, and K � CpX is a compact subset,then there are sequences Rj 2 R, Sj � X so that limj!1Rj = 0, limj!1 d(Sj; p) = 0,and 1Rj Sj converges to K in the Gromov-Hausdor� topology.Proof. First assume K = logCpX(Y ) where Y � B(p;D(�)) is a �nite set. For eachy 2 Y let y : [0; 1] ! X be the constant speed geodesic with y(0) = p, y(1) = y.Then limt!0 d(y1(t); y2(t))t = d(logCpX(y1); logCpX(y2);so if we set Sj := fy(1j ) j y 2 Y g then 1Rj Sj ! K in the Gromov-Hausdor� topology.Since ��pX is dense in �pX, the Euclidean cone C(��pX) is dense in CpX :=C(�pX); therefore if K � CpX is an arbitrary compact set then K is a Hausdor�limit of a sequence Ki � C(��pX) � CpX of �nite subsets. For each i there isa �i 2 (0;1) so that �iKi (the image of Ki under the �i homothety of the coneCpX) is in Im(logCpX). Applying the preceding paragraph to each Ki and a diagonalconstruction we obtain the desired sequences. �A metric space X has curvature bounded above by � if for every p 2 X thereis an r > 0 so that the closed ball Bp(r) is a CAT (�) space; a space X has curvaturebounded above (or is a CBA space) if it has curvature bounded above by � for some�. If X is a CBA space, p 2 X and r > 0 is small enough that Bp(r) � X is a CAT (�)space, then we may apply all the constructions of the previous paragraph to Bp(r).One observes that �pX and CpX are independent of the choice of r; �. We de�ne theinjectivity radius at p, Inj(p), to be the supremum of the radii r so that Bp(r)is a CAT (�) space for some � with D(�) � r. We have well-de�ned logarithm mapslog�pX : Bp(Inj(p))� fpg ! �pX and logCpX : Bp(Inj(p))! CpX.7



2.2 Convex functionsDe�nition 2.2 Let X be a complete metric space. If C 2 R, a function f : X �! Ris C-convex if for every unit speed geodesic  : [a; b] �! X, the function t 7!f � (t)� C2 t2 is convex.In particular, if f is C-convex, then f �  has left and right derivatives for everygeodesic .Lemma 2.3 Let X be a complete metric space such that every two points in X arejoined by a geodesic segment. Suppose C > 0, and f : X ! R is a continuous C-convex function which is bounded below. Then f has a unique minimum �x and anysequence xk 2 X with lim(f(xk)) = inf f converges to �x.Proof. Suppose xk is a sequence with f(xk)! inf f as k !1. For every k; l let zklbe the midpoint of a geodesic segment joining xk to xl. Then C-convexity of f givesf(zkl) � 12f(xk) + 12f(xl)� �8[d(xk; xl)]2:Hence limk;l!1 d(xk; xl) = 0 and xk is Cauchy. Then limk!1 xk is the unique mini-mum of f . �Lemma 2.4 (Directional derivatives of convex functions) Let X be a space withcurvature bounded above, and let � : X �! R be an L-Lipschitz function on Xwhich is C-convex for some C 2 R. For every p 2 X there is a unique L-Lipschitzfunction D� : CpX �! R such that for every x 2 X � fpg in the domain oflogCpX , D�(logCpX(x)) = (� � )0(0) where  : [0; 1] ! X is the constant speedparametrization of the segment px. Moreover D� is convex and homogeneous of de-gree 1: (D�)(�v) = �(D�)(v) for every � 2 [0;1).Proof. Replacing X with a convex ball centered at p, we may assume that logCpXis de�ned on all of X. De�ne  : X �! R by setting  (x) = (� � x)0(0) wherex : [0; 1]! X is the constant speed geodesic segment with x(0) = p, and x(1) = x.If x1; x2 2 X, thenj (x1)�  (x2)j = j(� � x1)0(0)� (� � x2)0(0)j= j limt!0 (� � x1)(t)� (� � x2)(t)t j� Lj limt!0 d(x1(t); x2(t))t j= Ld(logCpX(x1); logCpX(x2)):Therefore  descends to a unique L-Lipschitz function D� : CpX ! R which ishomogeneous of degree 1. The convexity of D� follows from the C-convexity of �.�A computation of Hessians shows that if p is in the model space M2� , then thedistance function dp := d(p; �) is C1(r; �)-convex on Bp(r) when r < D(�). By8



triangle comparison this implies that if X is a CAT (�) space and p 2 X, thendp is a C1(r; �)-convex function on Bp(r) when r < D(�). The directional derivativeof dp at x 2 Bp(D(�))� fpg is given by(Ddp)(v) = �hv;�!xpi = �hv; log�xX pi (2.5)where the \inner product" is de�ned by hv; wix := jvjjwj cos\x(v; w). Similarly, thereis a function C2(r; �) > 0 so that the squared distance function d2p is C2(r; �)-convexon Bp(r) when r < D(�)2 .2.3 Ultralimits and asymptotic conesA nonprincipal ultra�lter on N is a �nitely additive probability measure ! on Nso that !(S) 2 f0; 1g for every subset S � N , and !(S) = 0 when S � N is �nite. IfK is a compact metric space and f : N ! K, then there is a unique point p 2 K withthe property that for every neighborhood U of p, !(f�1(U)) = 1; this point is calledthe !-limit of f and is denoted f(!) or !-limf . If f(Xi; di; ?i)gi2N is a sequence ofpointed metric spaces, we de�ne a pseudo-metric (see de�nition 2.7) d̂! onf(xi) 2Yi Xi j supi di(xi; ?i) <1g �Yi Xiby d̂!((xi); (yi)) := !-limdi(xi; yi). We let X! denote the associated quotient metricspace with distance function d!, and let ?! 2 X! denote the image of (?i) under theprojection. The ultralimit of (Xi; di; ?i) is the pointed metric space (X!; d!; ?!);we will also use the notation !-lim(Xi; di; ?i) and sometimes suppress di when it isclear from the context.Properties of ultralimits:1. Ultralimits are complete metric spaces.2. If (Xi; di; ?i) is a Gromov-Hausdor� precompact sequence of spaces, then(X!; d!; ?!) is a limit point of the sequence.3. If f(Xi; di; ?i)gi2N is a sequence of pointed metric spaces and every closedball in (X!; d!) is compact, then there is a subset S � N with !(S) = 1 so thatthe corresponding subsequence of f(Xi; di; ?i)gi2N converges in the Gromov-Hausdor�topology to !-lim(Xi; di; ?i).4. If �i : (Xi; di; ?i) ! ( �Xi; �di; �?i) is a sequence of (Li; Ai) quasi-isometric em-beddings (resp. quasi-isometries), !-limdi(�i(�?i); ?i) < 1, !-limLi = L < 1,!-limAi = A < 1, then we get induced quasi-isometric embeddings (resp. quasi-isometries) �! : (X!; d!)! ( �X!; �d!); when A = 0 then �! is uniquely determined.5. If K � (X!; d!; ?!) is a compact subset, then there is a sequence (Ki; �di; �?i) ofpointed �nite metric spaces and a sequence of isometric embeddings �i : (Ki; �di; �?i)!(Xi; di; ?i) so that �! : K! ! X! maps K! isometrically onto K.6. An ultralimit of a sequence of CAT (�) spaces is a CAT (�) space.Let (X; d) be a metric space. An asymptotic cone of X is an ultralimit of theform !-lim(X; �id; ?i) (sometimes written (�iX; ?i) when the metric is clear from thecontext) where ?i 2 X, �i > 0, and !-lim�i = 0.9



Properties of asymptotic cones:1. If � : X ! �X is an (L;A) quasi-isometric embedding (resp. quasi-isometry),then the ultralimit of the sequence � : (X; �id; ?i) ! ( �X; �i �d; �(?i)) gives an L-biLipschitz embedding (resp. L-biLipschitz homeomorphism) between the asymptoticcones.2. If the isometry group of X acts with cobounded orbits on X, then the isometrygroup of any asymptotic cone of X acts transitively.2.4 The Geometric and Tits boundariesLet X be a Hadamard space. Two unit speed geodesics5 1 : [0;1) ! X, 2 :[0;1) ! X are equivalent (or asymptotic) if the Hausdor� distance between1([0;1)) and 2([0;1)) is �nite. Given a geodesic ray 1 and p 2 X, there isa unique geodesic ray 2 : [0;1) ! X asymptotic to 1 with 2(0) = p. Thegeometric boundary of X, @1X, is the set of equivalence classes of geodesic raysin X topologized by viewing it as the collection of geodesic rays leaving some p 2 Xendowed with the compact-open topology. If p 2 X, � 2 @1X, we let p� denote theimage of the geodesic ray leaving p in the class �.The Tits angle between two geodesic ray 1; 2 leaving p 2 X is \T (1; 2) :=limt!1 e\p(1(t); 2(t)). \T de�nes a metric on @1X, and we denote the resultingmetric space by @TX.Properties of @TX:1. @TX is CAT (1)-space.2. \T : @1X � @1X ! [0; �] is a lower-semicontinuous function.3. If p 2 X, �1; �2 2 @TX, then \T (�1; �2) = supx2X \x(�1; �2) = limx2p�1;d(x;p)!1\x(�1; �2).2.5 MiscellanyDe�nition 2.6 An �-Hausdor� approximation is a map � between metric spaces(X; dX) and (Y; dY ) so that j��dY � dX j < � and dY (y; �(X)) < � for every y 2 Y . Asequence of metric spaces Xk converges to a metric space X in the Gromov-Hausdor�topology i� there is a sequence of �k-Hausdor� approximations �k : X ! Xk withlimk!1 �k = 0.De�nition 2.7 A pseudo-metric, or pseudo-distance function on a set X isa function d : X � X ! [0;1) which is symmetric and which satis�es the triangleinequality.If (X; d) is a pseudo-metric space, then we get a metric space ( �X; �d) by letting �X bethe set of maximal zero diameter subsets and setting �d(S1; S2) := d(s1; s2) for anysi 2 Si. We de�ne the Gromov-Hausdor� pseudo-distance between pseudo-metricspaces to be the Gromov-Hausdor� distance between the associated (quotient) metricspaces.5Geodesic rays will be parametrized at unit speed except in section 10.10



3 Geometric dimension bounds topological and ho-mological dimensionIn this section we show that the geometric dimension gives a lower bound for thetopological and homological dimensions of a CBA space.Lemma 3.1 If X is a CBA space, p 2 X, and GeomDim(�pX) � n� 1, then thereare sequences Rj ! 0, Sj � X so that d(Sj; p) ! 0 and 1RjSj converges to the unitball Bn � E n in the Gromov-Hausdor� topology.Proof. The statement is immediate when n = 0, so we assume that n > 0. Byinduction there is a sequence of sets Tk � �pX so that 1�RkTk ! Bn�1 � En�1 inthe Gromov-Hausdor� topology. If CTk � CpX is the Euclidean cone over Tk, and?k 2 CTk \ �pX, then the pointed spaces ( 1�RkCTk; ?k) converge to Bn�1 � R in thepointed Gromov-Hausdor� topology. Since Bn embeds isometrically in Bn�1 � R wemay �nd �Tk � CTk so that ( 1Rk �Tk; ?k) converges to Bn. But by Lemma 2.1 each �Tkis a Gromov-Hausdor� limit of a sequence 1R0j S 0j where S 0j � X, d(S 0j; p) ! 0. Hencethe lemma. �Proposition 3.2 If X is a CBA space, p 2 X, Rk ! 0, Sk � X, d(Sk; p)! 0, and1RkSk ! Bn � E n in the Gromov-Hausdor� topology, then Hn(X; V ) 6= 0 for someopen set V � X and TopDim(K) � n for some compact set K � X.Proof. Let ei be the ith unit coordinate vector in En , and let � : En �! En be the mapwith ith coordinate function d(ei; �)�1. Note that if � 2 (0; 1) is su�ciently small, then�(@B(0; �)) � En nf0g and �jB(0;�) induces an isomorphismHn(B(0; �); @B(0; �)) �!Hn(En ; En n f0g).Let �k : B(0; Rk) �! Sk � X be a sequence of �kRk-Hausdor� approximations(see de�nition 2.6), where �k ! 0. Set xik = �k(Rkei), and de�ne dk : X �! En bydk(�) = ( 1Rk (d(x1k; �) � Rk); : : : ; 1Rk (d(xnk ; �) � Rk)). Triangulate B(0; Rk) � E n withsmooth simplices of diameter < �kRk. For su�ciently large k de�ne a continuous map k : B(0; Rk) �! X by starting with the restriction of �k to the 0-skeleton of thetriangulation, and extending it to B(0; Rk) using barycentric simplices (see section 4).De�ne �k : B(0; �) �! E n by �k(x) = (dk �  k)(Rkx). Then �k converges uniformlyto �jB(0;�) and for su�ciently large k we have �k(@B(0; �)) � E n �nf0g and Hn(�k) :Hn(B(0; �); @B(0; �))! Hn(En ; En n f0g) is an isomorphism. Hence if Vk = d�1k (En nf0g), we �nd that for k su�ciently large Hn( k) : Hn(B(0; �Rk); @B(0; �Rk)) �!Hn(X; Vk) is well-de�ned and nontrivial. So for su�ciently large k, dkj k(B(0;�Rk))cannot be uniformly approximated by continuous maps which miss the origin 0 2 En ,so TopDim( k(B(0; �Rk))) � n. �Remark. The proof shows that there are �; R > 0 depending on � 2 R and n 2 Nso that if Bn � En denotes the unit ball, and a CAT (�)-space X contains a subsetS with dGH( 1R0S;Bn) < �, R0 < R, then TopDim(X) � n. When � � 0 one may takeR =1. In fact, it su�ces to have a (su�ciently small) set which is su�ciently closein the Gromov-Hausdor� topology to either a) the 0-skeleton of the �rst barycentricsubdivision of a regular n-simplex or b) the set f0;�R0e1; : : : ;�R0eng � E n .11



4 Barycentric simplicesIn this section we de�ne a notion of simplex which provides a direct connectionbetween the geometric dimension of a CBA space and the topological dimensionof its separable subsets. The key result is Proposition 4.8, which implies that ifGeomDim(X) � n, then every barycentric k-simplex with k > n is degenerate (seede�nition 4.7).Let X be a space with curvature bounded above.De�nition 4.1 We say that z = (z0; : : : ; zn) 2 Xn+1 is (�; r)-admissible if � 2 R,r < D(�)2 , the closed ball B(zi; r) is a CAT (�) space, and d(zi; zj) � r for 0 � i; j � n.z is admissible if it is (�; r)-admissible for some (�; r).Lemma 4.2 Let z = (z0; : : : ; zn) 2 Xn+1 be (�; r)-admissible, and let Yr be theCAT (�) space \iB(zi; r). Then for every � in the standard n-simplex�n = f(�0; : : : ; �n) 2Rn+1 j �i � 0, P�i = 1g, the function �� := P�id2zi has a unique minimum pointin Yr. This minimum point y is characterized by the property that P�idzi(y)D(dzi)is a nonnegative function on CyX, where D(dzi) : CyX �! R denotes the directionalderivative of dzi, see Lemma 2.4. Denoting this minimum point by �z(�), we obtaina Lipschitz map �z : �n �! X. The map �z is independent of the choice of (�; r),and we call it the barycentric simplex determined by z. If � : �k �! �n is ak-face of �n, then �z � � coincides with the barycentric simplex determined by thesub-(k + 1)-tuple of z selected by � .Proof. Existence of minimum of ��. Since z is (�; r)-admissible, the squared distancefunctions d2zi are all C-convex on Yr, where C > 0 depends on �; r (see section 2).Therefore �� is C-convex on Yr for every � 2 �n, and so we may apply Lemma 2.3to see that �� has a unique minimum in Yr, and that this minimum does not dependon the choice of (�; r).�z is Lipschitz. Pick y 2 Yr, and let  : [0; l] �! Yr be the unit speed geodesicfrom �z(�) to y. The function �� �  : [0; l] �! R is C-convex with a minimum at 0,so the left derivate of �� �  at l is at least Cl; in particular, if y 6= �z(�) then thederivative of �� at y, D(��) = P 2�idzi(y)D(dzi), attains negative values. On theother hand, if y = �z(�0) for some �0 2 �n, then the left derivate of ��0 �  at l is� 0 since �z(�0) minimizes ��0 . Therefore the left derivate of (�� � ��0) �  at l is� Cl. d2zi is 2r-Lipschitz on Yr, so �����0 is 2rk���0kl1-Lipschitz on Yr. This givesCl � 2rk�� �0kl1 or d(�z(�); �z(�0)) = l � 2rC k�� �0kl1 , and so �z is Lipschitz. The�nal statement of the lemma is immediate from the de�nition of �z. �We will need to de�ne maps by using the minima of more general families offunctions. The following lemma provides an appropriate setup.Lemma 4.3 Let X be a complete metric space. Let f0; : : : ; fn be bounded Lipschitzfunctions on X, let 
 � Rn+1 , and for every � 2 Rn+1 de�ne �� : X �! R by�� := P�ifi. Suppose � : 
 �! R is a continuous positive function such that forevery � 2 
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1. ��1� ((�1; �(�) + inf ��)) � X is a geodesically convex subset6.2. �� is �(�)-convex on ��1� ((�1; �(�) + inf ��)).Then1. For each � 2 
, �� attains a minimum at a unique point in X.2. If �f : 
 �! X is the map taking each � 2 
 to the minimum of ��, then �fis locally Lipschitz.If in addition a) X has curvature bounded above, b) the fi's are all C-convex forsome C 2 R, c) Dfi : CxX �! R denotes the derivative of fi at x (see Lemma 2.4),and d) � 2 
; then3. x 2 X is the minimum of �� i� P�iDfi is a nonnegative function on CxX.We omit the proof as it is similar to the proof of Lemma 4.2.Lemma 4.4 Let X be a CAT (1) space, let CX be the Euclidean cone over X, andidentify X with the unit sphere in CX. Let f : X �! R be a Lipschitz functionwhose homogeneous extension f̂ : CX �! R is convex. Then1. If  : [0; �] �! X is a unit speed geodesic, then (f � )00+ f �  � 0 in the senseof distributions. Equivalently, for every t 2 (0; �) and every � > 0 there is a� > 0 so that f � is (�(f �)(t)� �)-convex in the interval [t� �; t+ �] � [0; �].2. For every � > 0, f�1((�1;��)) is a geodesically convex subset of X, and f is�-convex on f�1((�1;��)).Proof. 1. We may take X = ([0; �]) and � 2 (0; �). Then we may identify CX witha sector in R2 . The �rst statement is obvious for smooth functions and follows forgeneral functions by a smoothing argument.2. If x1; x2 2 X and f(x1); f(x2) < 0 then the segment joining x1 to x2 in theHadamard space CX cannot pass through the vertex o of CX, since convexity of f̂would force f̂(0) < 0, which is absurd. Therefore dX(x1; x2) < �, and f�1((�1; 0))is geodesically convex. The second statement now follows from the �rst. �Lemma 4.5 If f0; : : : ; fn are functions on a CAT (1) space X which satisfy the con-ditions of Lemma 4.4, then together they satisfy the conditions of Lemma 4.3 for
 := f� 2 Rn+1 j �i � 0, inf �� < 0g and a suitable function �.Proof. First note that the jfij's are bounded by some B since X has diameter � �and fi is Lipschitz; by 1 of Lemma 4.4 this tells us that the fi are (�B)-convex. For� 2 
, the nonnegative linear combinationP�ifi satis�es the hypotheses of Lemma4.4, so for every � > 0, ��1� ((�1;��)) is geodesically convex, and �� is �-convex on��1� ((�1;��)). So if we set �(�) = �12 inf �� then conditions 1 and 2 of Lemma 4.3will be satis�ed. �6Every two points are joined by path in the subset whose length equals the distance betweenthem. 13



De�nition 4.6 If f0; : : : ; fn are functions on a CBA space X, then (f0; : : : ; fn) isan admissible (n+ 1)-tuple if1. Each fi is C-convex for some C 2 R.2. f0; : : : ; fn satisfy the conditions of Lemma 4.3 with with 
 = �n and a suitablefunction �.We call the map �f : �n �! X constructed in Lemma 4.3 the simplex deter-mined by (f0; : : : ; fn). Note that a (�; r)-admissible (n + 1)-tuple z = (z0; : : : ; zn) 2Xn+1 de�nes an admissible (n + 1)-tuple (d2z0; : : : ; d2zn) on Yr := \iB(zi; r) whosesimplex is just the barycentric simplex of z.De�nition 4.7 Let (f0; : : : ; fn) be admissible. Then �f : �n �! X is degenerateif �f (�n) = �f(Bdy(�n)). Otherwise �f is nondegenerate, and any x 2 �f (�n)��f (Bdy(�n)) is a nondegenerate point. When z 2 Xn+1 is admissible then wewill apply the same terminology to the barycentric simplex �z : �n ! X. Note thatby part 3 of Lemma 4.3 it follows that x 2 X is a nondegenerate point of �f i�1. There is an �� 2 �n so that D�� : �xX ! R is nonnegative.2. For every � 2 Bdy(�n) we have inf�xX D�� < 0.Proposition 4.8 Let X be a CBA space. If (f0; : : : ; fn) is admissible and x 2�f (�n) is a nondegenerate point then GeomDim(�xX) � n � 1. In particularif z = (z0; : : : ; zn) 2 Xn+1 is admissible and x 2 �z(�n) is nondegenerate thenGeomDim(�xX) � n� 1.Proof. The idea of the proof is to construct a Lipschitz map �g : Bdy(�n) ! �xXwhich indicates, for each � 2 Bdy(�n), the direction of fastest decrease for thefunction �� =P�ifi. We then construct a Lipschitz map g : �xX ! Rn+1 with theproperty that g ��g maps the fundamental cycle of Bdy(�n) to a cycle in Rn+1 whichis nontrivial in Hn�1(W ) where W � Rn+1 is suitably chosen. It then follows thatg � �g(Bdy(�n)) has positive (n � 1)-dimensional Hausdor� measure, which meansthat at least one of the top-dimensional faces of �g is nondegenerate. We then argueby induction, concluding that GeomDim(�xX) � n� 1.Pick �� = (��0; : : : ; ��n) 2 �n so that x = �f (��). Let gi := Dfi : �xX �! R bethe directional derivative of fi at x, and let g := (g0; : : : ; gn) : �xX �! Rn+1 . By 3of Lemma 4.3 we know that P ��igi is nonnegative on �xX; in particular, for everyv 2 �xX we have gi(v) � 0 for some i. As x is a nondegenerate point of �f , we haveinfP�igi < 0 for every � 2 Bdy(�n). In view of Lemma 4.5, we may apply Lemma4.3 to g0; : : : ; gn with 
 = Bdy(�n), to get a Lipschitz map �g : Bdy(�n) �! �xX.The composition � = g � �g : Bdy(�n) �! Rn+1 has the following properties:� For every � 2 Bdy(�n), �(�) has at least one nonnegative coordinate and atleast one negative coordinate.� If I � f0; : : : ; ng, and � 2 Bdy(�n) lies in the face corresponding to I (i.e.�j = 0 for j 62 I), then the ith coordinate of �(�) is negative for some i 2 I.Set W = ft 2 Rn+1 jThere exists i so that ti < 0 and j so that tj � 0g;and for each subset I � f0; : : : ; ng, set WI = ft 2 W j ti < 0 for some i 2 Ig:14



Lemma 4.9 1. The map �idjBdy(�n) : Bdy(�n) �!W is a homotopy equivalence.2. WI is contractible when I is a proper subset of f0; : : : ; ng.3. If u : Bdy(�n) ! W is a continuous map with Hn�1(u) : Hn�1(Bdy(�n)) !Hn�1(W ) nonzero then u(Bdy(�n)) � W has positive (n� 1)-dimensional Hausdor�measure.Proof. Let Rn+1� := ft 2 Rn+1 j ti � 0 for all ig, Rn+1> := ft 2 Rn+1 j ti > 0 for all igbe the nonpositive and positive orthants respectively; and de�ne Rn+1� and Rn+1< sim-ilarly. We have W = Rn+1 n (Rn+1� [ Rn+1< ). Note that WI deformation retracts to itsintersection with Bdy(Rn+1� ) = Rn+1� nRn+1< by moving points in the (�1; : : : ;�1) di-rection until they hit Bdy(Rn+1� ); moreover this retraction rI : WI !WI\Bdy(Rn+1� )is Lipschitz. Also, WI \ Bdy(Rn+1� ) deformation retracts to its intersection with�Bdy(�n) via the (locally Lipschitz) radial retraction r0I : WI \ Bdy(Rn+1� ) !WI \ (�Bdy(�n)). But WI \ (�Bdy(�n)) is the image of the I-face of Bdy(�n)under �idRn+1 when I is a proper subset of f0; : : : ; ng and �Bdy(�n) otherwise, so1 and 2 follow.If u : Bdy(�n) ! W is continuous and Hn�1(u) 6= 0 then r0f0;::: ;ng � rf0;::: ;ng � u :Bdy(�n) ! �Bdy(�n) is nontrivial in Hn�1, so it is surjective; since r0f0;::: ;ng andr0f0;::: ;ng are both locally Lipschitz this implies that the (n� 1)-dimensional Hausdor�measure of u(Bdy(�n)) is positive. This completes the proof of Lemma 4.9. �We have shown that the Lipschitz map � : Bdy(�n) �! Rn+1 has image containedinW , and the image of the I-face of Bdy(�n) under � is contained in the contractiblesubset WI . Since � : Bdy(�n) �! W is homotopic to any other continuous mapsatisfying these conditions, � is homotopic to �idRn+1jBdy�n ; in particular � mapsthe fundamental class of Bdy(�n) to a nontrivial element of Hn�1(W ). By 3 ofLemma 4.9 we conclude that �(Bdy(�n)) { and hence also �g(Bdy(�n)) { has positive(n � 1)-dimensional Hausdor� measure. This means that for some i 2 f0; : : : ; ng,the image of the (n � 1)-face ft 2 Bdy(�n) j ti = 0g of Bdy(�n) under �g haspositive (n � 1)-dimensional Hausdor� measure. Then (g0; : : : ; gi�1; gi+1; : : : ; gn) isan admissible n-tuple whose simplex �n�1 ! �xX is nondegenerate, for its imagehas positive (n� 1)-dimensional Hausdor� measure. By induction we conclude thatGeomDim(�xX) � n� 1. �Corollary 4.10 If X is a CBA space with GeomDim(X) = n < 1, then for ev-ery admissible (k + 1)-tuple (f0; : : : ; fk), the image of �f has �nite n-dimensionalHausdor� measure.Proof. By Proposition 4.8, each face of �f of dimension > n is degenerate, so �f (�k)is the image of the n-skeleton of �k. As �f is Lipschitz Corollary 4.10 follows. �Lemma 4.11 If X is a CBA space with GeomDim(X) � n, then there is an admis-sible z 2 Xn+1 with �z nondegenerate.Proof. Pick p 2 X so that GeomDim(�pX) � n. By Lemma 3.1 we may �nd sequencesRk ! 0 and Sk � X satisfying the hypotheses of Proposition 3.2. Following the proof15



of Proposition 3.2, the map 	k : B(0; Rk) ! X is constructed using barycentricsimplices and TopDim(	k(B(0; Rk))) � n. But this forces the image of one of thebarycentric simplices � to have topological dimension at least n; therefore [HW69,Chapter VII] Image(�) has Hausdor� dimension � n, and so � is nondegenerate.Alternatively one can show directly that if the (n + 1)-tuple zk := (zk0 ; : : : ; zkn) 2[B(0; Rk)]n+1 consists of the vertices of a regular n-simplex inscribed in B(0; Rk),then �k(zk) = (�k(zk0 ); : : : ; �k(zkn)) 2 Xn+1 is admissible and nondegenerate when kis su�ciently large. �5 Topological dimensionIn this section, we use the fact that barycentric simplices degenerate in dimensionsgreater than GeomDim(X) to show that the homological dimension of X and thetopological dimension of compact subsets of X are both � GeomDim(X).Lemma 5.1 Let X be a CBA space.1. Any continuous map � from a �nite polyhedron P to X may be uniformlyapproximated by a Lipschitz map �1; if GeomDim(X) � n then we may arrange that�1(P ) has �nite n-dimensional Hausdor� measure.2. Suppose K � X is compact. For every � > 0 the inclusion i : K ! X can be�-approximated by a Lipschitz map i1 : K ! X which factors as K f! P g! X whereP is a �nite polyhedron, f; g are Lipschitz, and the f -inverse image of each simplexof P has diameter < �; in particular the image of i1 has �nite Hausdor� dimension. IfK has zero k-dimensional Hausdor� measure then we may arrange that Dim(P ) < k;if GeomDim(X) = n <1 then we may arrange that Dim(P ) � n.Proof. 1. Pick � > 0. After barycentrically subdividing P enough times, we mayassume that � maps the vertices of each simplex � of P to an admissible (j + 1)-tuple in X (de�nition 4.1), and �(�) � X has diameter < �2 . Then we may de�ne�1 : P ! X to be the unique Lipschitz map whose restriction to each simplex of Pis just the barycentric simplex determined by its vertices. Then d(�; �1) < �, and ifGeomDim(X) � n then �1(P ) has �nite n-dimensional Hausdor� measure since itcoincides with the image of the n-skeleton of P by Corollary 4.10.2. Choose � > 0 so that any tuple of points in K with pairwise distance < � isadmissible. Let U = fBxi( �2)gi2I be a �nite open cover of K by open �2 -balls (in X)centered at points in K, let Y := [i2IBxi( �2) � X, let Nerve(U) be the simplicialcomplex whose simplices correspond to the subsets of U with nonempty intersection,and let jNerve(U)j be the polyhedron of Nerve(U). Using barycentric simplices asin 1 above, we get a Lipschitz map �U from jNerve(U)j to X. By choosing a locallyLipschitz partition of unity f�igi2I subordinate to U , we get a locally Lipschitz map�U : Y ! jNerve(U)j. The composition i1 := (�U ��U)jK satis�es the conditions in 2.If K has zero k-dimensional Hausdor� measure, then so does �U(K) � jNerve(U)j,since �U is Lipschitz on K. So we can de�ne a Lipschitz map � from �U (K) to the(k � 1)-skeleton of jNerve(U)j with the property that �(t) lies in the closed simplex16



determined by t for every t 2 �U(K) (starting with a top dimensional simplex � of P ,project away from a missed interior point to Bdy � , etc). Now �U �� ��UjK : K ! Kfactors as K ���U�! j(Nerve(U))k�1j �U�! X as desired.If GeomDim(X) � n, then we already know that we can approximate iK : K ! Kwith a Lipschitz map j1 whose image has �nite n-dimensional Hausdor� measure, inparticular zero (n+1)-dimensional Hausdor� measure. So we may apply the previousparagraph to get a map j2 from j1(K) toX which approximates the inclusion j1(K)!X, and which factors through a polyhedron of dimension � n; the composition j2 � j1is the desired approximation of ik. �Proposition 5.2 Let X be a CBA space. Then1. If k > GeomDim(X), then Hk(U; V ) = f0g for all open pairs (U; V ) in X.2. supfTopDim(Y ) j Y � X is compactg � GeomDim(X).Proof. 1. Suppose k > n = GeomDim(X) and let (U; V ) be an open pair in X. Given[�] 2 Hk(U; V ), there is a compact pair (K;L) and a map � : (K;L) ! (U; V ) sothat [�] 2 ImHk(�). Pick � > 0. According to Lemma 5.1, we may approximate theinclusion �(K)! X with maps i1 : �(K)! X which factor through �nite polyhedraof dimension � n. If d(�1; �) is su�ciently small then �1 will be homotopic to �(as a map of pairs) by the geodesic homotopy. In this case we have ImHk(�) =ImHk(�1) = f0g.2. If K � X is compact, we may apply 2 of Lemma 5.1 to get a map f from K toa polyhedron P of dimension � n so that Diam(f�1(�)) < � for every simplex � of P .This shows that open covers of K with order � n+1 are co�nal, so TopDim(K) � n.�Proposition 5.3 Let X be a CBA space with GeomDim(X) = n < 1. Let I be a�nite set, let Ui � X be open sets such that all intersections Ui1 \ : : :\Uik are eitherempty or contractible, and suppose [i2IUi � Y where Y is a contractible open set.Then if \i2IUi = ;, there is a subset J � I with jJ j � n+ 1 so that \i2JUi = ;.Proof. Let k be the largest integer so that every subset I 0 � I with jI 0j � k gives\i2I0Ui 6= ;. Pick J � I with jJ j = k+1 so that \i2JUi = ;, let V = fUigi2J , and V =[i2JUi. The simplicial complex Nerve(V) is isomorphic to Bdy(�k). As nonemp-ty intersections are contractible, Mayer-Vietoris sequences show that Hk�1(V ) 'Hk�1(Bdy(�k)) 6= f0g. From the exact sequence of the pair (Y; V ) we get Hk(Y; V ) 6=f0g. By Corollary 5.2 we have k � n. �6 Minimum sets and subsets homeomorphic to R nIn this section we study the images of barycentric simplices. The main results areTheorem 6.3, which produces biH�older images of open sets U � E n in spaces withnondegenerate n-simplices, and Theorem 6.8, which gives biLipschitz images of opensets U � E n in CBA spaces with geometric dimension n.17



6.1 General minimum setsIf X is a geodesic metric space and f = (f0; : : : ; fn) : X ! Rn+1 is a map with convexcomponent functions, then f(X) � Rn+1 is not necessarily convex, but the \bottom"of f(X) behaves like a convex set in many respects. We will use this idea to producenice subsets of X.Notation. If t; t0 2 Rn , we say that t � t0 (resp. t � t0) if ti < t0i (resp ti � t0i) for all1 � i � n. CH(Y) denotes the convex hull of Y � Rn .De�nition 6.1 If S � Rn , then an element s 2 S � Rn is minimal if there is nos0 2 S with s0 � s. Minset(S) denotes the set of minimal elements of S; Minset(S)is a closed subset of S. If J � f1; : : : ; ng, let �J : Rn �! RjJj be the correspondingprojection. The J-face of S is ��1J (Minset(�J (S))). s 2Minset(S) is nondegener-ate if it does not lie in the J-face of S for any nonempty proper subset J � f1; : : : ; ng;Nondeg(S) denotes the set of nondegenerate points of S.Let X be a bounded complete length space with unique geodesic segments joiningpairs of points. Given x0; x1 2 X and � 2 [0; 1], we let (1� �)x0 + �x1 denote (�)where  : [0; 1]! X is the unique constant speed geodesic joining x0 to x1.De�nition 6.2 Suppose C > 0, and let f0; : : : ; fn be L-Lipschitz C-convex non-negative functions on X. Set f := (f0; : : : ; fn) : X �! Rn+1 , S := f(X) �Rn+1� := ft 2 Rn+1 j ti � 0 for all ig, Minset(f) := f�1(Minset(S)), Nondeg(f) :=f�1(Nondeg(S)).Theorem 6.3 1. If for 1 < k � N , sk 2 S are distinct, �k > 0, PNk=1 �k = 1,then there is an s0 2 S with s0 �P�ksk.2. Minset( �S) =Minset(S).3. If x 2 Minset(f) then there is a system of weights � 2 �n := ft 2 Rn+1 jti � 0 for all i and P ti = 1g so that x is a strict minimum for P�ifi. More-over, setting �(t) :=P�iti, s = f(x), we have�(s� s0) � C2L2 k s� s0 k2l1 (6.4)for every s0 2 S, where k�kl1 is the l1 norm on Rn+1 . Consequently Minset(f)is precisely the image of the barycentric simplex �f : �n �! X, and Nondeg(f)is nonempty i� �f is nondegenerate.4. If CH(S) is the convex hull of S and p 2 Bdy(CH(S)) admits a supportinglinear functional Pni=0 �iti with �i > 0 for all 0 � i � n, then p 2Minset(S).5. fjMinset(f) :Minset(f) �! Rn+1 is a Lipschitz homeomorphism ontoMinset(S)with 12-H�older inverse. The image f(Minset(f)) = Minset(S) is a Lipschitzgraph over a closed subset of the hyperplane H = ft 2 Rn+1jP ti = 0g.Nondeg(S) projects to an open subset of H, so Nondeg(f) is biH�older to anopen subset of Rn . 18



Corollary 6.5 If X is a CBA space with GeomDim(X) � n, then there is an openset U � E n , and a 12-H�older embedding U ! X with Lipschitz inverse.Proof of Corollary 6.5. By Lemma 4.11 there is an admissible z 2 Xn+1 so that thebarycentric simplex �z is nondegenerate. Setting f = (f0; : : : ; fn) = (d2z0; : : : ; d2zn)we see by 3 of Theorem 6.3 that Nondeg(f) is nonempty; hence 5 of Theorem 6.3applies. �Proof. 1. SincePNk=1 �ksk = �1s1 + (1� �1)(PNk=2 �k(1��1)sk), 1 follows from the strictconvexity of the fi's and induction.2. Let s 2 �S be minimal in �S, and pick a sequence xk 2 X so that f(xk)! s. Bythe argument of Lemma 2.3, xk is Cauchy and so f(limk!1 xk) = s, which proves 2.3. Suppose x 2 Minset(f), s = f(x). s is minimal in CH(S), for otherwise by1, s would not be minimal in S. Therefore the convex set CH(S) is disjoint fromthe open convex set U = ft 2 Rn+1jt � sg, and hence there is a � 2 (Rn+1)� n f0g,�(t) =P�iti, so that inf �(CH(S)) � sup �(U). So we have �i � 0 and without lossof generality we may assume P�i = 1. � is the supporting linear functional soughtin 3. The C-convex function � � f attains a minimum at x, so for every x0 2 X wehave (� � f)(x0) � (� � f)(x) + C2 d2(x; x0):If s0 = f(x0) 2 S, then k s� s0 kl1� Ld(x; x0), so the inequality (6.4) follows.4. Suppose p 2 Bdy(CH(S)) is supported by a linear functional Pni=0 �iti with�i > 0. Since S is a bounded subset of Rn+1 , every p 2 CH(S) is a convex combinationPNk=1 �k�sk of at most n + 2 elements �sk 2 �S, �k > 0, P�k = 1. If p 62 �S thenN � 2, and uniform convexity of the fi gives us s0 2 S with s0 � p, contradictingthe assumption that CH(S) is supported by P�iti at p. Hence p 2 �S and clearlyp 2Minset( �S) so by 2 we have p 2 S, proving 4.5. Pick x1; x2 2 Minset(f), and set d = d(x1; x2), d0 = d(f(x1); f(x2)). For eachi we have fi(12x1 + 12x2) � 12fi(x1) + 12fi(x2)� C2 (d2)2by the C-convexity of fi, and12fi(x1) + 12fi(x2)� fi(x1) � d02by the triangle inequality. Hencefi(12x1 + 12x2) + C2 (d2)2 � fi(x1) � d02 :Since x1 2Minset(f), we have fi(12x1+ 12x2) � fi(x1) for some 0 � i � n, so d0 � Cd24 .This shows that fjMinset(f) satis�es a reverse H�older inequality, and so f has a H�olderinverse. This proves the �rst claim of 5.To see that Minset(S) � Rn+1 is a Lipschitz graph over a closed subset of thehyperplane H := ft 2 Rn+1 jPi ti = 1g, note that if p 2Minset(S) then Minset(S)is disjoint from the union of the orthants ft 2 Rn+1 j t � pg and ft 2 Rn+1 j p � tg.19



Now suppose p 2 Nondeg(S). By 3, p lies on the boundary of CH(S) so CH(S)can be supported at p by a linear functional �(t) := P�iti, �i � 0. If �0(t) =P�0iti is any supporting functional for CH(S) at p, then �0i > 0 for all i; otherwisea convex combination of � and �0 would give another supporting linear functional�00(t) = P�00i ti where �00i � 0 for all i and �00i = 0 for some i, contradicting thenondegeneracy of p. By an obvious limiting argument, any point p0 2 Bdy(CH(S))su�ciently close to p also has the property that every supporting linear functionalhas positive coe�cients; consequently, a neighborhood U of p in Bdy(CH(S)) is aconvex hypersurface contained in Nondeg(S) by 4, and this neighborhood projectsto an open set in H. �6.2 Top dimensional minimum setsWe now specialize the setup of section 6.1 to the case when X is a CAT (�) spacewith the property that d(x1; x2) is less than D(�) (the diameter of the model spaceM2� with constant curvature �) for all x1; x2 2 X, the C-convex functions f0; : : : ; fnare the squares of distance functions dzi, zi 2 X, and GeomDim(X) = n.Theorem 6.6 If K is a compact subset of Nondeg(f), then there is a constant L1 > 0so that for every x 2 K and every x0 2 X we haved(f(x); f(x0)) � L1d(x; x0) (6.7)In particular, fjK : K �! Rn+1 is a biLipschitz homeomorphism onto its image. Bypart 5 of Theorem 6.3, Nondeg(S) is the graph (over the hyperplane H) of a Lipschitzfunction de�ned on an open subset of H. Therefore Nondeg(f) is locally biLipschitzto an open subset of E n .Proof. If x 2 Nondeg(f) and 0 � i � n, then there is a y 2 X so that \x(y; zj) < �2for every j 6= i. Upper semicontinuity of the angle function x 7! \x(y; zi) (see section2.1) implies that there is an rx < �2 so that \x0(y; zj) � rx for every j 6= i when x0is su�ciently close to x. Hence by the compactness of K, we may conclude that thepoints in K are \uniformly nondegenerate" in the sense that there is an r < �2 sothat for every x 2 K and every 0 � i � n there is a v 2 �xX with \x(v;�!xzj) � r forj 6= i.We now show that the failure of a reverse Lipschitz condition (6.7) implies thatGeomDim(�xX) � n for some x 2 K, which contradicts our assumption thatn = GeomDim(X) � 1+GeomDim(�xX). Choose sequences xk 2 K, x0k 2 X�fxkgso that limk!1 d(f(xk);f(x0k))d(xk ;x0k) = 0. Note that limk!1 d(xk; x0k) = 0, for otherwise theC-convexity of the fi's implies that the midpoint mk of the segment xkx0k will satisfyf(mk) � f(xk) for su�ciently large k, contradicting xk 2Minset(f). Hence the com-parison angles e\xk(x0k; zi) satisfy limk!1 e\xk(x0k; zi) = �2 , so lim supk!1\xk(x0k; zi) ��2 . Applying the preceding paragraph, for each 0 � i � n and every k choosevik 2 �xkX such that \xk(vik;��!xkzj) � r < �2 for j 6= i. Hence for su�ciently largek, we have that \0�i�nB��!xkzi(r) � \0�i�nBxkzi(�2 ) = ;, \j 6=iB��!xkzj(r) 6= ; for every i,20



and [0�i�nB��!xkzi(r) � B��!xkx0k(�). By Proposition 5.3 we have GeomDim(�xkX) � n,which is a contradiction. �Let X, zi, fi be as in the previous theorem.Theorem 6.8 Suppose x0 2 Nondeg(f), and let s0 = f(x0) be a point where theconvex hypersurface f(Nondeg(f)) = Nondeg(S) is di�erentiable. Let � = P�itibe the supporting linear functional for Minset(S) at s0, �i > 0, P�i = 1, letP = ��1(�(x0)) be the supporting hyperplane, Q := Cs0P � Cs0Rn+1 , and g =�fjMinset(f)��1 :Minset(S) �!Minset(f). Then1. g has a well-de�ned tangent cone Cs0g : Cs0P = Cs0Minset(S) = Q �!Cx0X, in the sense that if xk 2 Minset(f), sk = f(xk) 2 Minset(S) n fs0g,limk!1 sk = s0, and 1d(sk ;s0) logs0 sk 2 Cs0Rk+1 converges to v 2 Q, then1d(sk;s0) logx0(xk) converges to (Cs0g)(v). Hence Minset(f) has a well-de�nedtangent cone Q̂ = Im(Cs0g) at x0 which is isometric to En . Cs0g is an a�nemap.2. With respect to a suitable Euclidean metric d1 on Rn+1 , we �nd thatlims1;s2!s0 d(g(s1); g(s2))d1(s1; s2) = 1:In particular, for every � > 0 we have an open subset U � En and a (1 + �)-biLipschitz embedding U �! X.3. ��!x0zi 2 Q̂.We remark that the top dimensionality (the number of functions is 1+GeomDim(X))of the nondegenerate minimum set is essential in Theorem 6.8, see example 6.14.Proof. The idea of the proof is that near s0, Nondeg(S) can be viewed as a graphover P of a function with small Lipschitz constant; this together with Theorem 6.6forces fjMinset(f) to be \approximately a�ne" and Minset(f) to be \approximatelyconvex" near x0.Lemma 6.9 (f is approximately a�ne) There is a function �(r) with limr!0 �(r) =0 with the following property. If x1; x2 2 Minset(f), si = f(xi) 2 Minset(S);d(xi; x0) < r; �1; �2 are weights; s3 2 Minset(S) satis�es s3 � �1s1 + �2s2; f(x3) =s3; then d(x3; �1x1 + �2x2) � �(r)d(x1; x2)Min(�1; �2) (6.10)and1� �(r) � d(x1; x3)�2d(x1; x2) � 1 + �(r); 1� �(r) � d(x2; x3)�1d(x1; x2) � 1 + �(r): (6.11)In particular, the comparison triangles for �(x1; x2; x3) and �(s1; s2; s3) have an-gles tending to f0; �g as r ! 0. 21



Proof. Since Nondeg(S) is (locally) a convex hypersurface and s0 2 Nondeg(S) is adi�erentiable point, the supporting hyperplanes at points s 2 Nondeg(S) tend to Pas s! s0. Therefore if �P : Rn+1 �! P is the orthogonal projection, we havelimd(si;s0)!0 d(s1; s2)d(�P (s1); �P (s2)) = 1and Nondeg(S) \ Bs0(r) is the graph over P of a function with Lipschitz constanttending to zero with r. Hence if �1; �2 are weights, s1; s2; s3 2 Nondeg(S), si 2 Bs0(r)and s3 � �1s1 + �2s2, we haved(s3; �1s1 + �2s2) � �1(r)d(s1; s2)Min(�1; �2)where limr!0 �1(r) = 0. With xi = g(si) we get L1d(x3; �1x1+�2x2) � d(f(x3); f(�1x1+�2x2)) = d(s3; f(�1x1+�2x2)) by Theorem 6.6, but since f(�1x1+�2x2) � �1s1+�2s2we have d(s3; f(�1x1 + �2x2)) � 2�1(r)d(s1; s2)Min(�1; �2):(6.10) now follows from the fact that f is Lipschitz. (6.11) follows from (6.10) (afteradjusting �(r) if necessary) and the triangle inequality. �It follows easily from (6.10) and (6.11) that if sk 2Minset(S)nfs0g is a sequencewith limk!1 sk = s0, and 1d(sk;s0) logs0 sk 2 Cs0Rn+1 converges to some v 2 Q, thensetting xk = g(sk), limk!1 d(x0;xk)d(s0;sk) and limk!1 1d(x0;xk) logx0 xk exist. We thereforehave a well-de�ned map Cs0g : Q �! Cs0X. The estimates (6.10) and (6.11) alsoimply that Cs0g is an a�ne map in the sense that for every v1; v2 2 Q we have(Cs0g)(�1v1 + �2v2) = �1(Cs0g)(v1) + �2(Cs0g)(v2) for any weights �1; �2. HenceQ̂ := (Cs0g)(Q) is a convex subset. Also, the fact that g is locally biLipschitz near s0(Theorem 6.6) implies that Cs0g is biLipschitz.If 1; 2 : R �! Q are two constant speed geodesics with d(1(t); 2(t)) < C,then �1 = (Cs0g) � 1 and �2 = (Cs0g) � 2 are constant speed geodesics in theHadamard space Q̂ which satisfy d(�1(t); �2(t)) � L1C since g is L�11 -Lipschitz; there-fore d(�1(t); �2(t)) is constant and the �j's bound a at strip. Hence it follows that Q̂is at, and we have proved 1 of Theorem 6.8.We now prove 2. Let h�; �iQ be the inner product on Q induced from Q̂ by Cs0g;let h�; �i1 be the inner product on Cs0Rn+1 which extends h�; �iQ, which de�nes thesame Q? as the standard inner product, and which agrees with the standard innerproduct on Q?. Let d1 be the distance function on Rn+1 ' Cs0Rn+1 de�ned by h�; �i1.We now have that lims1!s0 d(g(s1); g(s0))d1(s1; s0)= lims1!s0�d(g(s1); g(s0))d(s1; s0) d(s1; s0)d1(s1; s0)� = 1:This implies the third assertion of theorem 6.8 since if s1; s2 2Minset(S) are su�-ciently close to s0, there will be an s3 2 Minset(S) with d(s3; s0) >> max(d(s1; s0); d(s2; s0))and with e\s1(s2; s3) << 1; so by (6.10) and (6.11) we get����d(g(s1); g(s2))d1(s1; s0) � 1���� << 1:It remains to prove 3. 22



Lemma 6.12 For 0 � i � n let Dfi : Cx0X �! R denote the derivative of fi,Dfi(w) = �2d(x0; zi)hw;��!x0zii (cf section 2.2). Then P�iDfi is zero on Q̂, where�(t) =P�iti is the supporting linear functional for Minset(Q) at s0. ConsequentlyDfi is a�ne on Q̂ for each i.Proof. If w 2 Q̂, w = (Cs0g)(v), thenX�iDfi(v) =X�iDfi((Cs0g)(v)) = D�(v) = 0: �Lemma 6.13 For 0 � i � n, ��!x0zi 2 Q̂.Proof. The a�neness of the Dfi on Q̂ implies that if w1; w2 2 Q̂\�x0X are oppositedirections in the at Q̂, then \(w1;��!x0zj)+\(w2;��!x0zj) = �. Therefore if ��!x0zj 62 Q̂, wehave maxf\(w;��!x0zj) j w 2 Q̂\�x0Xg < �, so the (n�1) sphere Q̂\�x0X lies in thecontractible set B��!x0zj(�). By Proposition 5.3 this implies that GeomDim(�x0X) � n,which contradicts our assumption that GeomDim(X) = n. Hence the lemma. �This completes the proof of Theorem 6.8 �Example 6.14 This example shows that the top dimensionality assumption of The-orem 6.8 is necessary. If z 2 Xn+1, fi := d2zi and p 2 Minset(f) is a nondegeneratepoint so that f(p) is a di�erentiable point of f(Minset(f)), then CpX need not con-tain an n-at. Start with the standard upper hemisphere S2+ � S2, and pick equallyspaced points �0; �1; �2 2 @S2+. Letting B � S2+ be a spherical cap centered at the Northpole N 2 S2+, let Ui be the geodesic cone over B with vertex at �i, and set U = [Ui.Modify the metric on S2+ nU so that it has curvature K < 1, and so that it is in polarcoordinate form with radius �2 . Then we have a CAT (1) space Y , and let X be theEuclidean cone over Y with vertex o. Now if we take zi 2 X to lie on the ray o�i,then the vertex o 2 CoX will correspond to a di�erentiable point of dz(Minset(z)),but CpX doesn't contain any ats.7 The Tits boundary, asymptotic cones, ats, andthe geometric dimensionFor properties of geometric boundaries, Tits boundaries, ultralimits, and asymptoticcones, see section 2 or [KL97]. In this section ! will be a �xed non-principal ultra�lteron N .Theorem 7.1 Let f(Xi; di)gi2I be a family of Hadamard spaces. Then the followingare equivalent:1. There are sequences ik 2 I, ?k 2 Xik , ?k 2 Fk � Xik, so that (Fk; ?k)converges to (E r ; 0) in the pointed Gromov-Hausdor� topology. Equivalently,!-lim(Xik ; ?k) contains an r-at. 23



2. There are sequences ik 2 I, Rk 2 R, Sk � Xik , so that limk!1Rk = 1, and1RkSk converges to B(1) � E r in the Gromov-Hausdor� topology. Equivalently,!-lim( 1RkXik ; ?k) contains an isometric copy of B(1).3. There are sequences ik 2 I, ?k 2 Xik, �k ! 1 so that !-lim( 1�kXik ; ?k) is aCAT (0) space with geometric dimension � r.4. There are sequences ik 2 I, ?k 2 Xik , so that @T (!-lim(Xik ; ?k)) has geometricdimension � r � 1.Remark. In 2, we really only use the fact that the 1RkSk contain subsets whichconverge to f�e1; : : : ;�er; 0g � E r , where ei is the ith standard basis vector.Corollary 7.2 If the Xi's have uniformly bounded geometry (in the sense that f(Xi; ?) ji 2 I, ? 2 Xig is a Gromov-Hausdor� precompact family of pointed metric spaces),then there is an r0 2 N such that for any sequences �k 2 R, ik 2 I, ?k 2 Xik with!-lim�k = 0 we have1. GeomDim(!-lim( 1�kXik ; ?k)) � r0.2. GeomDim(@T (!-lim(Xik ; ?k))) � r0.Proof of Corollary 7.2. The uniformly bounded geometry of the Xi's implies thatthere is an r0 2 N so that for any sequence ik 2 I and any sequence of basepoints?k 2 Xik , !-lim(Xik ; ?k) contains no r-ats with r > r0. Therefore the corollaryfollows from Theorem 7.1. �Proof of theorem 7.1.Clearly 1 implies 2 , 3 , and 4.3 =) 2. Let X! = !-lim( 1�kXik ; ?k). Since GeomDim(X!) � r we can �ndp 2 X! so that GeomDim(�pX) � r � 1. By Lemma 3.1, there are sequences�Tj � X!, Rj 2 R so that limk!1 d(p; �Tj) ! 0, and 1Rj �Tj converges to B(1) � E r inthe Gromov-Hausdor� topology. This means that for each j we can �nd sequencesi0k 2 N , �0k 2 R, T jk � Xi0k so that 1�0kT jk converges to �Tj in the Gromov-Hausdor�topology. Passing to a suitable subsequence of the double sequence T jk we get asequence Sk as described in 2.4 =) 2. Let Y be the Euclidean cone over @T (!-lim(Xik ; ?k)), with vertex o. ByLemma 3.1, there are subsets Tk � Y and a sequence �k ! 0 so that 1�kTk convergesto B(1) � E r in the Gromov-Hausdor� topology, and d(Tk; o) ! 0. Since any �nitemetric space Z � Y is a Hausdor� limit of rescaled �nite metric spaces in Xi (thisfollows easily from the de�nition of the Tits metric), we get sequences ��j ! 1,�Tj � !-lim(Xik ; ?k) so that 1��j �Tj converges to B(1) � E r in the Gromov-Hausdor�topology. Each �Tj is the Gromov-Hausdor� limit of a suitable sequence of elementsof fSigi2I so 2 follows.2 =) 1. We will show that for a suitable choice of basepoints ?k 2 Xik theultralimit !-lim(Xik ; ?k) contains an r-at. To simplify notation slightly we assumethat I = N and that ik = k 2 N . We will also assume that r � 2 since the implicationis trivial otherwise. 24



By assumption Xk � 1RkSk �! B(1) � E r in the Gromov-Hausdor� topology, sowe can �nd a sequence �k : E r � B(0; Rk) ! Xk of �kRk-Hausdor� approximations(de�nition 2.6) where �k ! 0. For 1 � i � r let ei 2 E r be the ith standard basisvector, let z�ik := �k(�Rkei) and let Zk := fz�ik g1�i�r � Xk. De�ne fk : Xk ! Rto be the average distance from Zk � Xk, i.e. fk(p) := 12rPz2Zk d(p; z). fk is 1-Lipschitz and convex. Choose ?k 2 Xk so that fk(?k) � �k + infXk fk. We willextract an ultralimit of the con�guration f?kz�ik g1�i�r of geodesic segments to get acon�guration of geodesic rays and then we will show that these geodesic rays span anr-at.Lemma 7.3 limk!1 1Rkd(?k; �k(0)) = 0.Proof. We have lim supk!1 1Rk fk(?k) � lim supk!1 1Rk fk(�k(0)) = 1. On the otherhand lim infk!1 1Rk [d(zik; ?k)+d(?k; z�ik )] � lim infk!1 1Rk d(zik; z�ik ) = 2, so lim infk!1 1Rk fk(?k) �1. Combining these inequalities we get limk!1 1Rk fk(?k) = 1, limk!1 1Rk [d(zik; ?k) +d(?k; z�ik )] = 2, limk!1 1Rkd(?k; zikz�ik ) = limk!1 1Rk d(?k; �k(0)zik [ �k(0)z�ik ) = 0.This forces limk!1 1Rkd(?k; �k(0)) = 0 when r � 2 since limk!1 e\�k(0)(z�ik ; z�jk ) = �2when i 6= j. �Now consider the ultralimit (X!; ?!) := !-lim(Xk; ?k). We have geodesic rays!-lim?kz�ik with ideal boundary points ��i 2 @TX!. If we let f�ik (�) := d(z�ik ; �) �d(z�ik ; ?k) be the normalized distance function, then !-limf�ik is the Busemann func-tion b��i of the geodesic ray ?!��i. Therefore ?! is a minimum of b := 12rPi(b�i+b��i)because if x! = !-limxk 2 X!, thenb(?!) = 0 = !-lim(��k) � !-lim[fk(xk)� fk(?k)] = !-lim 12rXi [f ik(xk) + f�ik (xk)]= 12rXi [b�i(x!) + b��i(x!)] =: b(x!):On the other hand, by Lemma 7.3 we have !-lim e\?k(z�ik ; z�jk ) = �2 (e\ denotesthe comparison angle, see section 2.1) when 1 � i 6= j � r, so we conclude that\T (��i; ��j) � �2 for 1 � i 6= j � r. Set w�i := ���!?!��i 2 �?!X!. We have\?!(w�i; w�j) � \T (��i; ��j) � �2 . The directional derivative of b in the direction ofv 2 �?!X! is (see equation 2.5)� 12rXi [hwi; vi+ hw�i; vi]:With v = w�j we �nd that the directional derivative is � 0 since hw�i; w�ji � 0 wheni 6= j and hwj; w�ji+hw�j; w�ji � 0. As ?! minimizes b we have equality everywhere,forcing \?!(wi; w�i) = \T (�i; ��i) = � and \?!(w�i; w�j) = \T (��i; ��j) = �2 fori 6= j. This easily implies that the convex hull of the rays ?!��i is an r-at F! � X!(to see this, assume inductively that the convex hull CH(f?!��igi�m) is an m-at Fmin X!, and observe that the nonnegative convex function b�+(m+1) + b��(m+1) is zero onFm, so the convex hull CH(Fm [ f?!��(m+1)g is isometric to Fm � R ' Em+1). �25



Corollary 7.4 If X is a locally compact CAT (0) space with cocompact isometrygroup, then every compact subset of any asymptotic cone of X has topological di-mension � TopDim(X).8 Proofs of Theorems A, B, and CProof of Theorem A. For 1 � i � 4 let ni 2 N [ f1g denote the ith quantity in thestatement of Theorem A. Lemma 3.1 proves GeomDim(X) � n3. Proposition 5.2proves n1 � GeomDim(X) and n2 � GeomDim(X); Proposition 3.2 proves n3 � n1and n3 � n2. Obviously n4 � n1. Theorem 6.3 proves GeomDim(X) � n4. �Proof of Theorem B. Let n = GeomDim(X). By Lemma 4.11 there is a z 2 Xn+1which is (�; r)-admissible for some �; r, such that �z is nondegenerate. By 3 ofTheorem 6.3 if we let fi := d2zi : \Bzi(r) ! R, then Nondeg(f) is nonempty. By 1of Theorem 6.8 we have p 2 X whose space of directions contains an isometricallyembedded standard (n � 1)-sphere Z � �pX. Since Z is an absolute neighborhoodretract, there is an open neighborhood V � �pX of Z so that Hn�1(Z) �! Hn�1(V )is a monomorphism. Then Hn�1(V ) �! Hn�1(�pX) is also a monomorphism sinceHn(�pX; V ) = 0 by Theorem A. So Hn�1(�pX) 6= 0. We may �nd a map � : Z �!X � fpg so that �(Z) is in the domain Y of log�pX and log�pX �� is arbitrarily closeto the inclusion Z �! �pX. Identifying Z with the unit sphere Sn�1 � E n by anisometry, we de�ne a map �� : E n � Bn ! Y by declaring that if � 2 [0; 1], x 2 Sn�1,then ��(�x) is the unique point on the segment p�(x) at distance �d(p; �(x)) from p.Hence we get a map of pairs �� : (Bn; Sn�1) �! (Y; Y � fpg) which is nontrivial onHn since its boundary is nontrivial. Hence Hn(X;X � fpg) 6= f0g by excision. Thisshows that each of the quantities in the statement of Theorem B is � GeomDim(X).The remaining inequalities are contained in Theorem A. �Proof of Theorem C. See Theorem 7.1. �9 Questions from Asymptotic Invariants of in�-nite groups.On pp.127-33 of [Gro93] Gromov discusses a number of issues relating to the large-scale geometry of Hadamard spaces. The main results of this paper { especially themore general version of Theorem C formulated in Theorem 7.1 { settle many of thequestions raised in Gromov's discussion provided one replaces topological dimension(Gromov's \dim") with compact topological dimension:De�nition 9.1 If Z is a topological space, then the compact topological dimen-sion of Z is CTopDim(Z) := supfTopDim(K) j K � Z is compactg:We now comment on some of the questions.26



DimCon!X � DimX, [Gro93, p.129]. We reformulate this as follows: if X is anarbitrary Hadamard space, then CTopDim(X!) � CTopDim(X) for any asymptoticcone of X. To see this, suppose X! is an asymptotic cone of X and CTopDim(X!) �k. Then by Theorem A we have sequences Rj ! 0; Sj � X! so that d(p; Sj)! 0 forsome p 2 X! and 1RjSj ! B(1) � E k in the Gromov-Hausdor� topology. From theproperties of ultralimits (see section 2.3 property 5) we see that there are sequencesR0j ! 0; Tj � X so that 1R0j Tj ! B(1) � E k in the Gromov-Hausdor� topology. Bythe remark after Proposition 3.2 we get CTopDim(X) � k.Existence of regular points, [Gro93, p.132-3]. Gromov de�nes a point p in a CBAspace to be regular if the tangent cone CpX satis�es DimCpX � DimX, and askswhen regular points exist. If we replace Dim with CTopDim, then Theorem A givesCTopDim(X) = GeomDim(X) = supp2XGeomDim(CpX) = supp2X CTopDim(CpX):So regular points always exist when CTopDim(X) <1. In the general case CTopDim(X)can be locally �nite even when CTopDim(X) =1; for example, take the disjoint u-nion E 1 [ E 2 [ : : : , and glue on a segment of length 1 starting at 0 2 E 1 and endingat 0 2 E k .Rank's and Rank+'s, [Gro93, pp.127-33]. Gromov gives seven de�nitions of rank forHadamard spaces and then raises the issue of whether they coincide for Hadamardspaces with cocompact isometry groups, or, more generally, if the \plusi�ed" ranksRank+I ; : : : ; Rank+V II agree for arbitrary Hadamard spaces. Theorem 7.1 in this papersettles this question completely for Rank+I ; : : : ; Rank+IV provided one uses compacttopological dimension instead of the usual topological dimension.Let (X; d) be a Hadamard space. To see that the ranks Rank+I ; : : : ; Rank+IV(rede�ned using CTopDim instead of TopDim) are equal we will apply Theorem 7.1to the one-element family of spaces (X; d). For 1 � i � 4 let ri 2 N [ 1 be thesupremum of the r's which satisfy the ith statement in Theorem 7.1. Let X+ be theplusi�cation of X, i.e. the collection of ultralimits of the form !-lim(X; d; ?i) where?i is a sequence in X.Notice that r1 is exactly the same as Rank+IIX. Similarly, Rank+IVX = r4 sinceby Theorem A, part 1 we have GeomDim(@TZ) = CTopDim(@TZ) for any Hadamardspace Z.Suppose Rank+I X � r. Then there is anX 0 2 X+ and an asymptotic cone (X 0)! ofX 0 with CTopDim((X 0)!) � r. Therefore by Theorem A, there are sequences Rk ! 0,Sk � (X 0)! so that Sk is �nite, and 1RkSk converges to B(1) � E r in the Gromov-Hausdor� topology. Each Sk is a Gromov-Hausdor� limit of a sequence 1RklSkl whereSkl � X 0 is �nite and Rkl ! 1 (see section 2.3 property 5); and each Skl � X 0 isa Gromov-Hausdor� limit of a sequence of �nite subsets of X itself. By a diagonalconstruction we �nd sequences R0k ! 1 and Tk � X so that 1R0kTk ! B(1) � E rin the Gromov-Hausdor� topology. Hence 2 of Theorem 7.1 is satis�ed for this r.Taking suprema we get Rank+I X � r2.Note that Rank+IIIX � Rank+I X since an r-quasiat in X 0 2 X+ produces abiLipschitz embedded copy of E r in asymptotic cones of X 0. But r1 = Rank+IIX �Rank+IIIX � Rank+I X � r2 so the Rank+'s are all equal to the ri's.27



10 Convex length spacesA convex (length) space is a complete length space (X; d) such that if 1 : [a1; b1]! Xand 2 : [a2; b2] ! X are constant speed geodesics, then the function d � (1; 2) :[a1; b1] � [a2; b2] ! R is convex. Convex spaces were introduced by Busemann (see[Bus55]); the literature about them seems to be quite limited: [Rin61, Gro78, Bow95,AB90]. Hadamard spaces are convex length spaces, as are Banach spaces with astrictly convex norm. Our goal in this section is to prove Theorem 1. In section 10.1we discuss elementary properties of convex spaces, in section 10.2 we give a proofof a special case of the di�erentiation theorem from [KS93], and in section 10.3 weconstruct ats in convex spaces whose asymptotic cone contains a at.10.1 BackgroundWe recall some basic facts about convex spaces, omitting proofs whenever the stan-dard proofs in the Hadamard space case extend without signi�cant modi�cation toconvex length spaces.Let X be a convex space. Two geodesic rays7 1 : [0;1) ! X, 2 : [0;1) ! Xare asymptotic if d(1(t); 2(t)) is bounded. Given any p 2 X and any geodesic ray1 : [0;1)! X there is a unique geodesic ray 2 with 2(0) = p which is asymptoticto 1. Asymptoticity is an equivalence relation on geodesic rays, and we use C1Xto denote the set of equivalence classes. For any p 2 X we may view C1X as asubset of f 2 C([0;1); X) j (0) = pg; the compact-open topology on C([0;1); X)induces a subspace topology on C1X, which is independent of p. The geometricboundary, @1X, is the subset of C1X determined by the unit speed geodesic rays.The union �X := X [ @1X inherits a natural topology, which is compact when X islocally compact. The Tits distance between two geodesic rays 1, 2 isdT its(1; 2) := limt!1 d(1(t); 2(t))t :dT its de�nes a metric on C1X; we call the resulting metric space the Tits cone anddenote it by CTX. dT its is lower semicontinuous with respect to the product topologyon C1X � C1X. The Tits boundary is the subset @TX � CTX determined bythe unit speed geodesic rays. If p 2 X, and � 2 @TX, then p� denotes (the image of)the geodesic ray with initial point p. We de�ne Busemann functions for unit speedgeodesic rays as in the Hadamard case; unlike the Hadamard case, the Busemannfunctions of asymptotic geodesic rays need not di�er by a constant. However, thefollowing properties still hold:Lemma 10.1 1. If pk; xk 2 X, and the geodesic segments pkxk converge to a geodesicray p1� � X, then the Busemann function b� of the ray p1� satis�esb� � lim supk!1 [d(xk; �)� d(xk; pk)] (10.2)Recall that in the Hadamard case b� is the limit of the normalized distance functions[d(xk; �)� d(xk; pk)].7In this section all geodesics rays will be parametrized at constant (not necessarily unit) speed.28



2. If p 2 X, � 2 @TX, b� is the Busemann function for the ray p�, and the unitspeed geodesic ray  : [0;1)! X is a \gradient line" for b�:b�((t)) = b�((0))� t;then  is asymptotic to p�.3. If p 2 X, �1; �2 2 @TX, b�i denotes the Busemann function of p�i, and p�1[p�2forms a geodesic, then b�1+b�2 � 0 on X. In this case if x 2 X and (b�1+b�2)(x) = 0,then x�1 [ x�2 is a geodesic parallel to p�1 [ p�2.We will use the following result:Theorem 10.3 ([Rin61, p.432, par. 7 and p. 463, par.20], [Bow95, Lemma 1.1 andremark after its proof]) If X is a convex length space, and 1; 2 : R ! X are constantspeed geodesics with d(1(t); 2(t)) < C, then 1 and 2 bound a at Minkowskian strip(a convex subset isometric to the region in a normed plane bounded by two parallellines.).A weaker convexity condition. Convexity is not preserved by limit operations: asequence of strictly convex norms on Rn may converge to a non-strictly convex norm.To remedy this defect we introduce a weaker convexity condition below: we onlyinsist on the convexity of the distance function when it is restricted to a distinguishedcollection of geodesic segments.De�nition 10.4 A family G of constant speed geodesics (or geodesic segments) in alength space X is adequate ifa) Each pair of points in X is joined by a geodesic segment in G;andb) G is closed under precomposition with a�ne maps: if  2 G,  : [a; b] ! X,and � : [c; d]! [a; b] is a�ne, then  � � : [c; d]! X is in G.De�nition 10.5 A length space X with distance function d is convex with respectto an adequate family of geodesics G in X if d � (1; 2) is convex for all pairs1; 2 2 G. X is often convex if it is convex with respect to some adequate familyof geodesics.If for each i 2 N , Xi is a length space convex with respect to Gi, then for any choiceof basepoints ?i 2 Xi, the ultralimit (Xi; ?i) is convex with respect to the adequatefamilyG! := f!-limi j 9C > 0 such that 8i 2 N , i : [a; b]! Xi, d(i(a); ?i), d(i(b); ?i) < Cg:In particular, any asymptotic cone of an often convex length space is an often convexlength space.Lemma 10.6 (B. Leeb) Let (X; d) be a locally compact convex length space. If �i !0, and (X!; d!; ?!) := !-lim(X; �id; ?) (i.e. X! is an asymptotic cone with �xedbasepoints), then there is a canonical isometric embedding i : CTX ! X! and a1-Lipschitz retraction � : X! ! i(CTX). 29



Proof. Given a geodesic ray  : [0;1)! X, (( 1�i )) de�nes a point i() in X!. Thisclearly de�nes an isometric embedding i : CTX ! X!. To obtain the retraction �,we use the compacti�cation �X := X [ @1X and let �((xi)) 2 CTX be the ultralimitof xi 2 �X normalized by !-lim�id(xi; ?). �10.2 Di�erentiating maps into metric spacesThe next result is a slight reformulation of a special case of the di�erentiation theoryof [KS93, section 1.9]. Since this case is somewhat simpler than the general Lp versionin [KS93], we give a proof here.We will use d0, k � k0, and B0(x; r) to denote the Euclidean metric, the Euclideannorm, and a Euclidean ball, respectively.Theorem 10.7 (Korevaar-Schoen) Suppose d : U � U ! R is a pseudo-distance(de�nition 2.7) on an open subset U � Rn which is L-Lipschitz with respect to d0,i.e. d � Ld0. Then there is a measurable function � : U � Rn ! R so that for a.e.x 2 U ,i) �(x; �) is a semi-norm on Rn ,andii) for every v 2 Rn � f0g we havelim supr!0 �d(y; y + rv)r � �(x; v) j y 2 B0(x; r)� = 0: (10.8)In other words, the pseudo-distance d behaves in�nitesimally like a measurable Finslerpseudo-metric.Corollary 10.9 Let U , d, and � : U � Rn ! [0;1) be as in Theorem 10.7, and forevery x 2 Rn de�ne a pseudo-metric dx;r on Rn by dx;r(y; z) = d(x+ry; x+rz). Thenfor a.e. x 2 U the family of pseudo-metrics 1rdx;r converges uniformly on compactsubsets of Rn�Rn as r ! 0 to the pseudo-metric de�ned by the semi-norm �(x; �). Inparticular, if K � Rn is a compact subset, then the pseudo-metric spaces (K; 1rdx;r; 0)converge in the Gromov-Hausdor� topology to K with the pseudo-metric determinedby �(x; �).Proof of Corollary 10.9. Pick x 2 U so that (10.8) holds, and let �dx : Rn�Rn ! [0;1)be the pseudo-metric de�ned by �(x; �). The pseudo-metrics 1rdx;r are L-Lipschitz, andby (10.8) they converge pointwise on Rn�Rn to �dx; therefore they converge uniformlyon compact sets.If K � Rn is compact, then idK : (K; 1rdx;r) ! (K; �dx) is an �(r)-Hausdor�approximation where limr!0 �(r) = 0. �Proof of Theorem 10.7. The proof is based on a covering argument, and is analogousto the proof of the Rademacher-Stepano� theorem on the di�erentiability of Lipschitzfunctions f : Rn ! R. 30



Since (truncated) cylinders will be used repeatedly below, we will use the notationCyl(a; b; t), a; b 2 Rn , t 2 (0;1) to denote the cylinder with core segment aband thickness t:Cyl(a; b; t) := fs+ n j s 2 ab, n ? ab, knk0 < tg:The caps of the cylinder Cyl(a; b; t) are the subsetsfa+ n j n ? ab, knk0 � tgand fb+ n j n ? ab, knk0 � tg:We now introduce functions that compare the pseudo-distance function d with theEuclidean distance function d0; these functions are analogous to directional deriva-tives. De�ne measurable functions � : U � Rn ! R, � : U � Rn ! R by�(x; v) = lim infr!0 �d(y; y + rv)r j y 2 B0(x; r)�and �(x; v) = lim supr!0 �d(y; y + rv)r j y 2 B0(x; r)� :Observe that �(x; �) and �(x; �) are L-Lipschitz with respect to d0 for each x 2 U :j�(x; v1)� �(x; v2)j � Lkv1 � v2k0 (10.10)and j�(x; v1)� �(x; v2)j � Lkv1 � v2k0 (10.11)for every v1; v2 2 Rn .Given x 2 U , v 2 Rn � f0g, �; � 2 (0;1), we let C(x; v; �; �) be the collection ofcylinders Cyl(y; y + rv; r�) � U where r > 0, y 2 B0(x; r), andd(y; y + rv)r < �(x; v) + �: (10.12)Note that since d � Ld0, if we take a cylinder Cyl(y; y + rv; r�) 2 C(x; v; �; �), anda pair of points u; v 2 Cyl(y; y + rv; r�) { one from each cap of Cyl(y; y + rv; r�) {then by the triangle inequality for d we haved(u; v)r � �(x; v) + �+ 2L�: (10.13)Elements of C(x; v; �; �) are somewhat o�-centered cylinders with direction v wherethe d-distance between caps is approximately in�mal (among such cylinders).For given v 2 Rn � f0g, � 2 (0;1), cylinders of the form Cyl(y; y + rv; r�) withy 2 B0(x; r) are contained in the closed ball B0(x; r(1 + kvk0 + �)) and have uniformdensity there:Ln(Cyl(y; y + rv; r�))Ln(B0(x; r(1 + kvk0 + �))) = (rkvk0)(!n�1(r�)n�1)!n [r(1 + kvk0 + �)]n = c(n)kvk0�n�1(1 + kvk0 + �)n (10.14)31



Lemma 10.15 Suppose v 2 Rn � f0g and x 2 U is an approximate continuity pointof �(�; v) : U ! R. Then �(x; �v) � j�j�(x; v) for every � 2 R.Proof of lemma. Our goal is to show that if r 2 (0;1) is su�ciently small andy 2 B0(x; r), then d(y;y+r�v)r . j�j�(x; v). To prove this we thicken the segmenty(y + r�v) into the cylinder Cyl(y; y+ r�v; r�), and estimate the d-distance betweenits caps.The lemma is obvious when v = 0 or � = 0, so we assume henceforth that v 6= 0,� 6= 0.Pick �1 2 (0;1), �1 2 (0;1). Since x 2 U is an approximate continuity pointof �(�; v), the density of the set fz j j�(z; v) � �(x; v)j < �1g in B0(x; r) tends to1 as r tends to zero. In view of the density estimate (10.14), the density of fz jj�(z; v) � �(x; v)j < �1g in cylinders of form Cyl(y; y + r�v; r�1), y 2 B0(x; r), alsotends to 1 as r ! 0. Choose r1 2 (0;1) so that the latter density is � 1� �1 whenr � r1.Fix a cylinder C = Cyl(y; y + r�v; r�1) where r � r1, y 2 B0(x; r). Let T =fz 2 Interior(C) j j�(z; v) � �(x; v)j < �1g. Pick �2; �2 2 (0;1), and let D bethe collection of cylinders in C(t; v; �2; �2) which are contained in C, where t rangesover T . The density estimate (10.14) implies that D is a Vitali cover8 of T . Soby a standard covering argument there is a disjoint subcollection D0 � D so thatLn(T n ([D2D0D)) = 0. Hence [D2D0D has density � 1 � �1 in C. By Fubini'stheorem, there is a segment y0(y0 + r�v) with endpoints in the caps of C so that thedensity of ([D2D0D)\ y0(y0 + r�v) in the segment y0(y0 + r�v) is � 1� �1. Applyingthe cap separation estimate (10.13), the Lipschitz estimate d � Ld0, and the triangleinequality for d, we getd(y0; y0 + r�v)r � j�j(�(x; v) + �1 + �2 + 2L�2)and so d(y; y + r�v)r � j�j(�(x; v) + �1 + �2 + 2L�2) + 2L�1: (10.16)If � 2 (0;1) is given and �1, �2, �1, �2 are chosen so that the right hand side of(10.16) is < j�j�(x; v) + �, and r1 is chosen accordingly, then we haved(y; y + r�v)r < j�j�(x; v) + �provided r � r1 and y 2 B0(x; r). This proves the lemma. �Proof of theorem 10.7 continued. De�ne U0 � U to be the set of all x 2 U which areapproximate continuity points of �(�; v) for all v 2 Qn ; since Qn is countable we haveLn(U �U0) = 0. If x 2 U0, then Lemma 10.15 and the triangle inequality for d imply8A Vitali cover of a set S � Rn is a collection of measurable sets Yi � Rn with the followingproperty: there is a density � > 0 so that for every s 2 S and every r > 0, there is an r0 < r and ani so that Yi � B0(s; r0) and the density Ln(Yi)Ln(B0(s;r0)) is > �.32



the inequality �(x; v1 + v2) � �(x; v1) + �(x; v2) for v1; v2 2 Qn . If v 2 Qn , � 2 Q ,then by Lemma 10.15 we have�(x; �v) � �(x; �v) � j�j�(x; v) (10.17)If j�j 6= 0 then we may replace � with ��1 in (10.17), thereby deducing that �(x; �v) =j�j�(x; v) for every � 2 Q , v 2 Qn . Since �(x; �) : Rn ! [0;1) is L-Lipschitz, thehomogeneity and subadditivity of �(x; �)jQn extends to Rn ; so �(x; �) is a semi-normon Rn . Letting � = �, we have proved Theorem 10.7. �Proposition 10.18 Let X be a metric space, let U � En be an open subset, andsuppose f : U ! X is a Lipschitz map. Then eithera) There is a p 2 f(U), and sequences Rk 2 (0;1), Sk � X so that Rk ! 0,d(p; Sk) ! 0, and 1RkSk converges in the Gromov-Hausdor� topology to the unit ballin a normed space (Rn ; k � k),orb) Hn(f(U)) = 0.Proof. This is a consequence of Corollary 10.9 and a covering argument.Notation. If S is a collection of subsets of a pseudo-metric space Z with distancefunction �, then kSk := supS2SDiam(S):If � 2 [0;1), then H�� (Z;S) :=XS2S !� [Diam(S)]�where !� is a universal constant. The �-dimensional Hausdor� measure of (Z; �) isH�� (Z) := lim inf�!0 fH�� (Z;S) j S is a countable cover of Z, kSk < �g:When � is clear from the context we will omit it from the notation.Let dX be the distance function on X, and let d : U �U ! [0;1) be the pullbackof dX by f : d(u1; u2) := dX(f(u1); f(u2)):Applying Theorem 10.7 to d, let � : U � Rn ! [0;1) be the measurable functionwhich satis�es i) and ii) for a.e. x 2 U , and let U0 � U be the set where i) and ii)hold.We �rst show that if x 2 U0 and �(x; �) : Rn ! R is a norm on Rn , then a) holds.Set k � k := �(x; �), and let B be the unit ball k � k�1([0; 1]) � Rn . By Corollary 10.9,(x + rB; 1rd) converges to B in the Gromov-Hausdor� topology, so a) holds.Let U1 be the set of x 2 U0 for which �(x; �) is not a norm. We will show that ifLn(U n U1) = 0 then Hnd (U) = 0; this clearly implies b).Lemma 10.19 Given x 2 U1 and � 2 (0;1) there is an r0 2 (0;1) so that everyball B0(x; r) with r < r0 admits a cover C withHnd (B0(x; r); C) < �Ln(B0(x; r)) (10.20)33



Proof of lemma. Let k � k1 := �(x; �), and let d1 be the pseudo-distance function onRn associated with the semi-norm k � k1. By assumption k � k1 is not a norm, so itis zero on some 1-dimensional subspace V � Rn . Let k � k2 : Rn=V ! [0;1) denotethe induced semi-norm on the quotient space Rn=V , and let d2 be the correspondingdistance function. If � 2 (0; 1), the set �(B0(0; 1)) � Rn=V can be covered byC1( 1�)n�1 d2-balls of radius �, since (Rn=V; k�k2) is a normed vector space of dimension� n�1. By Corollary 10.9 the family of pseudo-metric spaces (B0(x; r); 1rd) convergesto (B0(0; 1); d1), which is isometric to (�(B0(0; 1)); d2) via � : Rn ! Rn=V . Thereforewhen r is su�ciently small (B0(x; r); d) can be covered by C1( 1�)n�1 d-balls of radius2r�; for such a covering C we haveHnd (B0(x; r); C) =XC2C !n [diamd(C)]n� C2�rn:If � is su�ciently small (10.20) will be satis�ed. �Proof of Proposition 10.18 continued. Since U is a countable union of sets with �niteLebesgue measure and Hnd is countable subadditive, it su�ces to treat the case thatLn(U) <1. We assume that Ln(U1) = Ln(U). Pick � > 0. By Lemma 10.19 there isa Vitali cover D of U1 by Euclidean balls contained in U , such that each ball B 2 Dadmits a cover CB satisfying a) Hnd (B; CB) < �Ln(B) and b) Diamd(C) < � for everyC 2 CB. By the Vitali covering lemma there is a disjoint subcollection D0 � D sothat Ln(U1 � [B2D0B) = 0. Letting C 0 = [B2D0CB we getHnd ([B2D0B; C 0)� XB2D0 �Ln(B) = �Ln(U):Since d � Ld0, Hnd (U � [B2D0B) � (Ln)Ln(U � [B2D0B) = 0;and therefore we can �nd a cover C 00 of U � [B2D0B with a) DiamdC < � for everyC 2 C 0 and b) Hnd (U �[B2D0B; C 00) < �Ln(U). So Hnd (U; C 0 [ C 00) � 2�Ln(U), and weconclude that Hnd (U) = 0. �Proposition 10.21 Let X be an often convex space9, let V � U � X be open subsets,and suppose Hn(U; V ) 6= f0g. Then there is a p 2 X, and sequences Rk 2 (0;1),Sk � X so that Rk ! 0, d(p; Sk)! 0, and 1RkSk converges in the Gromov-Hausdor�topology to a unit ball in a normed space (Rn ; k � k).Proof. By Proposition 10.18 is su�ces to show that Hn(U; V ) = f0g for every openpair in X provided the image of every Lipschitz map from Rk into X has zero k-dimensional Hausdor� measure when k � n. We prove this by modifying the proofsof Lemma 5.1 and Proposition 5.2.9We don't really need X to be often convex. It's enough to be able to cone o� Lipschitz maps � :�n ! X at a point x 2 X to obtain a Lipschitz �0 : �n+1 ! X with Diam(Im�0) < C �Diam(Im�).34



Given a �nite polyhedron P and a map �00 of its 0-skeleton (P )0 into X, we mayproduce a Lipschitz map � : P ! X as follows. Let SdP be the �rst barycentric sub-division of P . Extend �00 to a map �0 : (SdP )0 ! X by letting �0(v) = �00(w) wherev 2 (SdP )0 n (P )0, and w is a vertex of the P -simplex determined by v. Inductivelyextend �j�1 : (SdP )j�1 ! X to �j : (SdP )j ! X by coning at barycenters. Thisgives us a Lipschitz map � : P ! X with the property that for each simplex � of P ,Diam(�(�)) � Diam(�00(V ertex(�))).We may use the extension process de�ned above in the proof of Lemma 5.1 insteadof using barycentric simplices; in particular if K � X is a compact set with zero k-dimensional Hausdor� measure, then the inclusion iK : K ! X can be approximatedby maps which factor as K ! P ! X where Dim(P ) < k. Pick � 2 Hn(U; V ). Then� is in the image of Hn(f) for some map of pairs f : (M;N) ! (U; V ) where M isa polyhedron of dimension n. Adapting the argument of Lemma 5.1 part 1 to ouroften convex space, we may approximate f with a Lipschitz map f1; by assumptionIm f1 has zero n-dimensional Hausdor� measure, and when d(f1; f) is su�cientlysmall f1 : (M;N)! (U; V ) will be homotopic (as a map of pairs) to f . The inclusioniIm f1 : Im f1 ! X may be approximated by a map g : Im f1 ! X which factorsthrough a polyhedron of dimension < n. Hence if d(g; iImf1) is su�ciently small weget Hn(f) = Hn(f1) = Hn(g � f) = Hn(g) �Hn(f1) = 0so [�] = 0. �10.3 Producing ats in convex length spacesThe next result links the large-scale geometry of convex spaces with their local struc-ture.Proposition 10.22 Let (X; d) be a locally compact convex length space with cocom-pact isometry group. Suppose there are sequences Rk 2 (0;1), Sk � X, and a normedvector space (Rn ; k � k), so that Rk ! 1, and 1RkSk converges to B(1) � (Rn ; k � k)in the Gromov-Hausdor� topology; equivalently, suppose that (Rn ; k � k) can be iso-metrically embedded in some asymptotic cone X! of X. Then there is an isometricembedding of some n-dimensional Banach space in X. If n is the maximum10 dimen-sion of Banach spaces which isometrically embed in X, then (Rn ; k � k) itself can beisometrically embedded in X.Proof. The proof is very similar to the proof of Theorem 7.1: for each k we �nd a(approximate) minimum pk of the average distance from a �nite set of points Fk � Sk,and then extract a convergent subsequence of the set of segments fpks j s 2 Fkg toproduce a con�guration of rays that \spans" a at subspace in X.Let B � (Rn ; k � k) be the unit ball k � k�1([0; 1]), and let dB denote the induceddistance function on B. Suppose F � @B is a centrally symmetric (�F = F ) �nitecollection of points where k � k is di�erentiable. By assumption there are sequences10If the unit ball in a Banach space V can be covered by m balls of radius 12 , then Dim(V ) � m.Therefore the local compactness of X and cocompactness of Isom(X) implies that there is a boundon the dimension of Banach spaces which isometrically embed in X .35



Rk !1, �k ! 0 and a sequence �k : (B;RkdB)! (Sk; d) of Rk�k-Hausdor� approx-imations (see de�nition 2.6). De�ne fk : X ! R byfk(�) := 1jF jXx2F d(�k(x); �):As in the proof of Theorem 7.1 (Lemma 7.3) we would like to claim that fk attainsa minimum at a point close to �k(0); unfortunately the lack of uniform convexity offk makes it di�cult to control the location of the minima of fk. Instead we will workwith an approximate minimum pk of fk which is close to �k(0) (Lemma 10.29).Lemma 10.23 fk(�k(0)) � inf fk + 32Rk�k: (10.24)Proof of lemma. Using the fact that �k is an �kRk-Hausdor� approximation, we haved(�k(x); y) + d(y; �k(�x)) � d(�k(x); �k(�x)) (10.25)� RkdB(x;�x) �Rk�k = [RkdB(x; 0)� Rk�k2 ] + [RkdB(�x; 0)� Rk�k2 ]: (10.26)Therefore for every y 2 Xfk(y) � 1jF jXx2F [RkdB(x; 0)� Rk�k2 ]: (10.27)And since d(�k(x); �k(0)) � RkdB(x; 0) +Rk�k we havefk(�k(0)) � 1jF jXx2F [Rkd(x; 0) +Rk�k]: (10.28)Combining (10.27) and (10.28) we get (10.24). �Pick a sequence �k 2 (0;1) such that �k !1 and �k�k ! 0.Lemma 10.29 For each k we may choose a point pk 2 B(�k(0); 32 Rk�k ) such that forevery y 2 X � fpkg we have fk(y)� fk(pk)d(y; pk) � �2�k�k (10.30)Proof of lemma. Consider the closed setYk := f�k(0)g [ �y 2 X n f�k(0)g j fk(y)� fk(�k(0))d(y; �k(0)) � ��k�k� :36



By (10.24) we have Yk � B(�k(0); 32 Rk�k ). Therefore fk attains a minimum at somepk 2 Yk. But then (10.30) holds for every y 2 X, for otherwise we getfk(y)� fk(�k(0)) = (fk(y)� fk(pk)) + (fk(pk)� fk(�k(0)))< ��k�k(d(y; pk) + d(pk; �k(0))) � ��k�k(d(y; �k(0)))so y 2 Yk and fk(y) < fk(pk) which is absurd. �After composing �k with a suitable sequence of isometries, and after passing toa suitable subsequence, we may assume that pk converges to a point p1 and thegeodesic segments pk�k(x) converge to geodesic rays p1�1(x), where �1(x) 2 @1X.Let b�1(x) denote the Busemann function of the ray p1�1(x). By Lemma 10.1 wehave b�1(x) � lim supk!1 [d(�k(x); �)� d(�k(x); pk)]for each x 2 F . Letting�fk := fk � fk(pk) = 1jF jXx2F [d(�k(x); �)� d(�k(x); pk)]we have lim supk!1 �fk � f1 := 1jF jXx2F b�1(x):By Lemma 10.29 we have, for every y 2 Xlim infk!1 [ �fk(y)� �fk(pk)]� lim infk!1 (�2�k�k)d(y; pk) = 0so p1 minimizes f1.Our next goal is to show that f1 is minimal along each of the rays p1�1(x),x 2 F .Lemma 10.31 For each v 2 @B let bv denote the Busemann function of the rayt 7! tv. For every v 2 @B there is a geodesic ray p1� so that for every y 2 p1��p1,and every x 2 F we haveb�1(x)(y)d(p1; y) � limt!0 dB(tv; x)� dB(0; x)t = bx(v) (10.32)In other words the Busemann function b�1(x) decreases at least as fast along p1�1(x)as dB(x; �) (initially) decreases along 0v (this rate is the same as the value of bx atv).Proof of lemma. Pick �; l 2 (0;1). We will �rst show that there is a yl 2 X so thatd(p1; yl) = l and b�1(x)(yl)d(p1; yl) � ddtdB(tv; 0)jt=0 + � for every x 2 F37



Choose t > 0 small enough that dB(tv;x)�dB(0;x)t < ddtdB(tv; x) + � for all x 2 F . Since�k : (B;RkdB)! (Sk; d) is an �kRk-Hausdor� approximation,limk!1 d(�k(tv); �k(x))� d(�k(0); �k(x))Rk< t � ddtdB(tv; x) + ��+ 2�k:Letting (when k is su�ciently large) yk 2 pk�k(tv) be the point with d(pk; yk) = l,and letting zk 2 pk�k(x) be the point withd(zk; pk)d(�k(x); pk) = d(yk; pk)d(�k(tv); pk)the convexity of d gives d(yk; zk)d(yk; pk) � d(�k(tv); �k(x))d(�k(tv); pk) :Hence [d(yk; zk)� d(pk; zk)]d(pk; yk)= d(yk; zk)d(pk; yk) � d(pk; zk)d(pk; yk) � d(�k(tv); �k(x))d(�k(tv); pk) � d(pk; �k(x))d(pk; �k(tv))! dB(tv; x)� dB(0; x)d(tv; 0) as k !1:Passing to subsequences if necessary, we have yk ! y1, zk ! z1 2 p1�1(x),d(y1; p1) = l, and b�1(x)(y1)d(y1; p1) � [d(y1; z1)� d(p1; z1)]d(y1; p1)< ddtdB(tv; x)jt=0 + � for all x 2 F:� can be made arbitrarily small, l there is a y(l) with d(y(l); p1) = l and b�1(x)(y(l))d(y(l);p1) �ddtdB(tv; x)jt=0. Taking a limit of the segments p1y(l) as l ! 1 we get a ray p1�satisfying the conditions of the lemma. �Elements x 2 F were chosen so that dB(x; �) is di�erentiable at 0 2 B. By thetriangle inequality the function dB(x; �) + dB(�x; �) attains a minimum at 0 2 B, soits derivative is zero there. Hence if v 2 @B and p1� are as in Lemma 10.31, thenfor every y 2 p1� we have(b�1(x) + b�1(�x))(y) � ddt (dB(x; tv) + dB(�x; tv)) jt=0d(y; p1)= 0:38



Summing over x 2 F we getf1(y) = 12jF jXx2F(b�1(x) + b�1(�x))(y)� 0 = f1(p1) = inf f1:Therefore we have f1(y) = 0 and b�1(x)(y) = ddtdB(x; tv)jt=0d(y; p1) for all y 2 p1�and every x 2 F .Pick x0 2 F . Applying the reasoning in the previous paragraph with v = x0we conclude that p1� is a \gradient line" for b�1(x0), forcing p1� = p1�1(x0) byLemma 10.1. Hence b�1(�x0)(y) = �b�1(x0)(y) = d(p1; y) for every y 2 p1�1(x0),which means that p1�1(x0) [ p1�1(�x0) is a geodesic. By Lemma 10.1 we getb�1(x0) + b�1(�x0) � 0 on X, and the convex set C = f�11 (0) is ruled by geodesicsparallel to �1(�x0)p1 [ p1�1(x0). Therefore we may de�ne an isometric R-action	x : R � C ! C on C by owing in the direction of �1(x0).Lemma 10.33 The R-actions f	xgx2F commute.Proof. Pick x1; x2 2 F; p 2 C. For each t 2 R, 	xj(t) : C ! C maps eachgeodesic to a parallel geodesic; in particular if we ow the geodesic �1(�x2)p�1(x2)by 	x1(�T ) and 	x1(T ) we get a pair of geodesics which bound a at strip YT(Theorem 10.3) containing �1(�x2)p�1(x2). The pointed Hausdor� limit of (YT ; p)as T !1 is a at (Minkowski) plane containing the geodesics �1(�x1)p�1(x1) and�1(�x2)p�1(x2). So clearly the ows 	x1(t1) and 	x2(t2) commute at p for everyt1; t2 2 R. �Proof of Proposition 10.22 continued. Let V be the free R-vector space on the setF . By Lemma 10.33 we get an action � : V � C ! C by setting �(Pxi2F tixi; c) =[�x1(t1) � : : : � �xm(tm)] (c). The action � has the property that for every x 2 F ,c 2 C, the map t 7! �(tx; c) is a unit speed geodesic, and for every x1; x2 2 Fddtb�1(x1)(�(tx2; c)) = ddtb�1(x1)(�x2(t)(c)) = ddtdB(x1; tv2)jt=0: (10.34)Therefore we may apply Proposition 2.3 of [Bow95] to see that each V -orbit in Cis a convex subset isometric to a normed space. The Busemann functions b�1(x) area�ne functions on each orbit V (c), and (10.34) implies that they span a space ofdimension � Dim(Span(F )); therefore Dim(V (c)) � Dim(Span(F )). Since k � k isdi�erentiable at a dense set of points in @B, we may pick F so that Span(F ) = Rn ;this proves Proposition 10.22 except for the last claim.Now assume that the V -orbit V (p1) has dimension � n (which will be true if n isthe maximal dimension of a at in X). We have b�1(x)(p1) = 0 for every x 2 F . Wehave an a�ne map � := �(�; p1) : V ! V (p1), and a corresponding map �� : V ! Rngiven by ��(P tixi) =P tixi. We also have a�ne maps � := (b�1(x))x2F : V (p1)! Vand �� : (bx)x2F : Rn ! V . By 10.34 we have ��� = ��� ��. Provided Spanfbxg = Rn� ,�� is an isomorphism onto its image; and since Dim(V ) � n we conclude that � isalso an isomorphism. If ��1 is a left inverse for �, then ��1 � � : Rn ! V (p1) is ana�ne isomorphism which preserves distance in each direction x 2 F .39



Now take a nested sequence F1 � F2 � : : : � Fk � : : : � @B so that [Fi � @Bis dense, for every i we have �Fi = Fi, and dB(x; �) is di�erentiable at 0 for everyx 2 Fi. Then by the reasoning of the preceding paragraph we will get a sequence	i : (Rn ; k � k) ! X of a�ne maps so that 	i is isometric in each direction x 2Fi. Passing to a convergent subsequence modulo Isom(X), we get our isometricembedding 	1 : (Rn ; k � k)! X. �10.4 The proof of Theorem DProof of Theorem D. Let ni be the ith number listed in the statement of the theorem,1 � i � 7. Clearly n2 � n1.(n4 � n1 and n3 � n1). An isometric embedding � : (Rk ; k � k) ! X induces anisometric embedding  : (Rk ; k�k)! CTX, so clearly n4 � n1. Since Rk is an absoluteretract, there is a retraction � : CTX !  (CTX), so the map � : (Rk ;Rk � f0g) !(CTX; ��1( (Rk � f0g))) induces a monomorphism on homology, and hence n3 � k.Therefore n3 � n1.(n5 � n2.) If � : (Rk ; k � k) ! X is a quasi-isometric embedding, and ?i 2 Xis any sequence of basepoints, then there is a sequence of isometries gi : X ! X sothat d(gi � �(0); ?i) is bounded. Hence for any sequence of scale factors �i ! 0 theasymptotic cone (X!; ?!) := !-lim(�iX; ?i) receives biLipschitz embeddings!-lim(gi � �) : !-lim(Rk ; �ik � k) ' (Rk ; k � k)! X!:Reasoning as in the preceding paragraph we conclude that n5 � n2.(n1 � n7.) This is proposition 10.22.(n6 � n5.) Recall from section 10.1 that any asymptotic cone X! of X is an oftenconvex space. The inequality n6 � n5 follows from Proposition 10.21.(n5 � n3, and n6 � n4) By Lemma 10.6 we have an isometric embedding of CTXinto any asymptotic cone of X with �xed basepoints X! := !-lim(�iX; ?), and aretraction X! ! CTX. So clearly the two inequalities hold.(n7 � n6). Recall that every compact set C of an ultralimit !-lim(Zi; ?i) is aGromov-Hausdor� limit of a sequence of �nite sets Wi � Zi. If n6 � k there is anasymptotic cone X! := !-lim(�iXi; ?i), sequences Rj ! 0, Sj � X!, so that 1RjSjconverges to the unit ball in (Rk ; k � k) in the Gromov-Hausdor� topology. For each jthere is a sequence T lj � X so that �iT lj ! Sj. Passing to a suitable subsequence ofthe double sequence T lj and picking scale factors accordingly we get n7 � k. �References[AB90] S. Alexander and R. Bishop. The Hadamard-Cartan theorem in locallyconvex metric spaces. Enseignement Math., 36(3-4):309{320, 1990.[ABN86] A. D. Aleksandrov, V. N. Berestovskii, and I. G. Nikolaev. GeneralizedRiemannian spaces. Russian Math Surveys, 41(3):1{54, 1986.40
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