Correlations in finance: a statistical approach.
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Abstract

The behaviour of stock markets has been modelled actively during recent years. In some cases the market is modelled as a whole through the time series analysis of some indexes. But the market is made of companies whose time series can be studied independently. In this paper we have paid attention to the characterization of correlations and covariance among different companies in order to extract information about the market. We have used a statistical technique based on the analysis of the covariance matrix between the indexes of companies. When taking into account the sampling uncertainties and high order cumulants of index probability distribution, it is possible to classify automatically trends or clusters of companies in order to identify some independent “submarkets”. The method is applied to some finance data sets coming from the Spanish financial market IBEX35.

1. Introduction

Stock market indexes have been studied extensively during recent years. Special attention has been paid to modelization of time series and probability distribution functions for prizes and returns. The selected index evolution is modelled as a stochastic process. Various models has been proposed but heteroscedasticity has been the most accepted one due to the fact that it is suitable for implementing cluster volatility and other features.1-3

From other point of view, markets are formed by companies with different types of relations among them. In this sense it could be interesting to develop analytical techniques in order to assess the “market” as a whole. At the same time the “company” point of view has to be preserved. In this paper we propose a method based on a Principal Component Analysis (PCA). The starting point of PCA is the covariance matrix, S, among different companies. It is possible to construct various types of S matrices, depending on the selected parameter under study (real price, returns,...). Then, the correlation structure of the market is introduced by means of covariance matrices. From them, it is possible to build a new set of variables called “Principal Components”. The relevant feature of them is that they are uncorrelated. Then, they are natural variables in order to study high correlated ones.

In previous contributions4-7 we have applied a similar method to the characterization of noise stochastic processes in detector arrays. In this paper we show that a similar approach can be
applied to economic data. In section 2 we summarize the principal features of the method. In section 3 we apply it to a selected time series of IBEX35 index reflecting stock prices of 27 Spanish companies. The data are taken as an example and principal conclusions can be extended to other types of markets.

2. Principal Component Analysis.

PCA is a multivariate technique applied to a set of random variables \( \{x_i\}_{i=1}^{N} \), being \( N \) the number of variables. In our case, \( x_i \) is the index of the \( i \)-company. The first step of the procedure is to calculate the covariance matrix \( S \), between variables. Principal Components (PC) are linear combinations of the original variables that are uncorrelated and whose variance is arranged in decreasing order. \(^8\) They are calculated through the diagonalization of the covariance matrix, \( S \). This produces a set of \( N \) eigenvectors, \( e_\alpha \), and eigenvalues, \( \lambda_\alpha \). PC, \( Y_\alpha \), are calculated as:

\[
Y_\alpha = \sum_{i=1}^{N} e_\alpha(i)x_i .
\]  

(1)

The eigenvalue \( \lambda_\alpha \) represents the variance of PC \( \alpha \). Then, the quantity \( \Omega_\alpha \),

\[
\Omega_\alpha = \lambda_\alpha \sqrt{\sum_{i=1}^{N} \lambda_i} ,
\]  

(2)

represents the relative amount of variance explained by PC \( \alpha \). Equation [1] can be seen as a filter process because original variables can be expressed as a function of principal components:

\[
x_i = \sum_{a=1}^{N} e_\alpha(i)Y_\alpha .
\]  

(3)

Then, a new set of filtered variables, \( x_i^F \), can be obtained selecting relevant principal components. In reference 4 is described a method to classify PC’s into relevant groups or processes. It is based on the probability distribution function of the set of eigenvalues \( \lambda_\alpha \). \(^4\) Two PCs with the same eigenvalue within uncertainty can be replaced by other two related with the original ones by means of an arbitrary angle rotation through an axis orthogonal to them. This two PCs form a process. The same result can be applied to \( n \) consecutive overlapping eigenvalues. The estimation of uncertainty involves fourth-order cumulants of the PC distribution. This procedure has been successfully applied to the classification of random noise in the context of images. \(^4\) \(^7\)

Moreover, the method gives us information about the “goodness” of an observation of the variables, \( x_\beta = \{x_\beta^1, x_\beta^2, \ldots, x_\beta^N\}_{\beta=1}^{M} \), being \( M \) the total number of observations of the variables. PC tend to have a multinormal distribution whose exponential (Mahalanobis distance) follows a chi-square distribution: \(^6\)

\[
\chi^2_\beta = \sum_{\alpha=1}^{N} \frac{Y_\alpha^2(\beta)}{\lambda_\alpha} \rightarrow \chi^2_{N-1} .
\]  

(4)
Observations with high $\chi^2$ could be far away from a threshold in probability. In this case this is a “bad observation”: an outlier. Normally, PC departs from pure Gaussian behaviour. Therefore, the chi-square approach for the Mahalanobis distance is only an approximation. Anyway, the probability threshold is usually located at the tail of the distribution and is not very much affected by non-normality in the data set. However, a test has been developed in order to quantify the impact of non-normality in the data (see reference 6 for details).

3. Experimental results.

3.1 Experimental data set.

We have applied the previous method to the Spanish IBEX35 index. We have selected 26 different companies and their daily indexes have been recorded from 2/01/2001 to 21/10/2003 inclusive (704 points). We have analyzed different types of parameters:

- The real prices in time $x_i(t)$ with zero mean.
- The price changes: $Z_i(t) = x_i(t + \delta t) - x_i(t)$.
- The returns in logarithmic form, $S_i(t) = \ln x_i(t + \delta t) - \ln x_i(t)$. We have taken daily data set. Then, due to the high frequency, the change ratio, $R_i(t) = x_i(t + \delta t)/x_i(t)$ is similar to the returns.

The sampling amplitude $\delta t$ is one day.

3.2 Prices with zero mean.

For the serie of prices of zero mean $x_i(t)$ the results are shown in figures 1-3. In figure 1 is shown the classification of eigenvalues with the variance explained by each PC. There are only 5 non overlapping PC comprising the 97.29% of the total variance. The rest of PC are grouped in a single noise process. Principal Components are shown in figure 2.

![Figure 1: Classification of principal components into processes (left) and explained variance (right) for the series of prices with zero mean. There is a single noise process comprising around 3% of total variance and five relevant principal components.](image-url)
Figure 2: View of relevant principal components (left) and those associated to a single noise process (right) for the prices with zero mean.

It is possible to see how the range of variation of relevant principal components is higher than the range associated with "noise". In figure 3 is calculated the coefficient of non-normality explained in reference 6. The non-normality is condensed over the relevant PC. This confirms the influence of high-order cumulants in the probability distribution of price indexes. The PC associated in a single noise process behaves "normally". See in figure 3 how the Mahalanobis distance distribution is closer to a chi-square in this case. For both figures, the probability distribution is calculated empirically from the histogram. The solid line is the fitted chi-square distribution.

Figure 3: Non normality coefficient for the rectified data set of prices with zero mean(up). In the bottom the distribution of Mahalanobis distance for the rectified data with relevant PC (A) and with PC grouped in the "noise" (B). The fitted chi-square distribution is plotted in dotted line.
3.3 Price changes and returns.

The results of the method for price changes are shown in figure 4. Contrariwise to the previous case, there is only one relevant principal component. The rest are grouped in a single process. This relevant principal component represents 30% of the total variance. The highest non-normality corresponds to this principal component and the distribution of Mahalanobis distance is clearly non chi-square.

Analysis of returns is shown in figure 5. Again, there is only one relevant principal component. Non-normality measure is higher than in the price changes due to the logarithmic non linear transformation. The relevant principal component represents 28.1% of the data set variance. The Mahalanobis distance distribution is again not well fitted by a chi-square distribution. The structure of relevant principal component resembles the relevant one of the price changes (see figure 4D and figure 5D).

Figure 4: Results of the method for the price changes. A) Relevant eigenvalues, B) Non-normality for each principal component, C) Probability distribution of Mahalanobis distance, D) View of the relevant principal component (PC(1)).
Figure 5: Results of the method for returns. A) Relevant eigenvalues, B) Non-normality for each principal component, C) Probability distribution of Mahalanobis distance, D) View of the relevant principal component (PC(1)).

4. Analysis of “trade crashes”.

Equation (4) can be used to detect “outliers”. It is important to note that Mahalanobis distance is calculated at every moment in time and $\chi^2_\beta$ has contributions of the whole market. In figures 4 and 5 this distribution departs from a pure chi-square. For this reason, instead of using a certain distribution, a cumulative probability function is used for the Mahalanobis distance. In figure 6 are shown these cumulative probabilities for $Z(t)$ and $S(t)$. 
Figure 6: Cumulative probability for the Mahalanobis distance of equation (4), for Z(t) and S(t).

From figure 6 it is possible to choose a threshold in probability for Z(t) and S(t). This threshold marks the maximum probability of occurrence for a possible outlier. Another possibility is to choose the threshold depending on data set. In this sense the threshold is chosen in a way that the probability to obtain only one outlier was negligible. The points above threshold are, in both cases, relevant outliers. These points denotes “market crashes” on Z(t) or S(t). Through threshold selection it is possible to even “quantify” the crash with a probability of occurrence. After that, it is possible to study carefully the data series around those points in order to extract information about the crash.

Figure 7 shows the results of outliers classification for two different thresholds in Z(t) and S(t). In the first one, the probability of occurrence of outliers is less than 1% (Top plots in figure 7). In the bottom of figure 7 the threshold is chosen in a way that now the probability of appearing one outlier in the whole time range is less than 1%. It is possible to see how both types of thresholds gives about the same result for Z(t). For S(t) there is a little change. In all cases the cumulative probability functions used are derived from experiment (see figure 6).

For the highest threshold there is only a crash in both Z(t) and S(t). The time corresponds to the period 31 August 2001 to 10-13 September 2001. Two important things happened in that period in the IBEX. The stock prices of Telecommunications companies (Telefónica SA, Terra, TPI…) decreased very fast during that period following others “.com” companies around the world. Besides, in the same period 11-S terrorist attack happened in New York.
Figure 7: Values in time of Mahalanobis distance for the series of S(t) and Z(t). Probability thresholds for outliers less than 1% (Top) and probability of occurrence of just one single outlier less than 1% (Bottom).

The other threshold classifies crashes with of occurrence probability less than 1%. Again, in Z(t) and S(t) appears the previously period of time. Other crisis appears around (maximum points): 22 July 2002, 1 October 2002 and a final region over 28 February 2003 to 20 March 2003. The 1 October 2002 Dow Jones index decreases at the lowest September values till 199710. 22 July 2002 has been recorder too11 and the mentioned period of March12.

5. Analysis of time series.

For both Z(t) and S(t) there is only a relevant principal component comprising around the 30% of total variance. Both relevant principal components have a similar time variation (see plot D, figures 4 and 5). Return time series has been extensively modelled. The most relevant model is GARCH model. A GARVH model is used here to model the return series y_t as:

\[ y_t = C + e_t \]
\[ \sigma_t^2 = k + garch(1)\sigma_{t-1}^2 + arch(1)e_{t-1}^2 \]

where \( e_t \) are innovations coming from a Gaussian distribution, \( \sigma_t^2 \) is the conditional variance and C, k, garch(1), arch(1) are the parameters of the model. The fitted parameters are shown in table 1. In figure 8 is shown the calculated conditional variance with black points in crashes. Comparing it with figure 7 is easy to see if the crash corresponds with a sudden increase or decrease of conditional variance. And the moment with high conditional variance that no
corresponds to crashes (first period of figure 8). Then, the majority of the variance of relevant principal component is given by crashes.

<table>
<thead>
<tr>
<th>C</th>
<th>0.0014 ± 0.002</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>0.00012 ± 7.5e-5</td>
</tr>
<tr>
<td>Garch(1)</td>
<td>0.87 ± 0.03</td>
</tr>
<tr>
<td>Arch(1)</td>
<td>0.11 ± 0.02</td>
</tr>
</tbody>
</table>

Table 1: Fitted GARCH parameters for the relevant principal component of the returns.

Figure 8: Calculated conditional variance for the return series of relevant principal component. With black circles are marked the crashes classified by the method.

6. Analysis of correlations.

The analysis of correlations is done, again, over the returns series. For this data set there is only a relevant principal component. From the principal component theory and equation (3), the value \( e_\alpha^2(i) \) represents the portion of the variance of the company return \( i \), explained by the principal component \( \alpha \). In figure 9 is represented \( e_i^2(i) \). Then, the variance of the only relevant principal component is dominated by some companies. One of them is Telefónica SA with strong participation in Telecommunications companies as TPI, Terra, Telefónica Móviles and Sogecable. The rest are two banks (BBVA, related with Telefónica SA too, and BSCH) and a travel Agency: Amadeus. These companies agree well with the description of crashes giving in previous sections (.com companies crisis and terrorist impact). Moreover it is a strong
relation among the analyzed principal component and trade crashes. Actually, these companies have crossed participation of different levels among them.

In figure 10 we plot the correlation matrices for the whole market reconstructed with and without the relevant principal component (equation 3). The mean value of non-diagonal correlation for the whole return market is 0.21. Without the relevant principal component this value is -0.0074. Then, relevant principal component is given by an internal correlation among companies in the market and is driven by the companies given in figure 9. Moreover, is also well correlated with the “trades crashes”.

Figure 9: Portion of variance in relevant returns principal component explained by each company.

Figure 10: Correlation matrices for the whole return market (left) and without first principal component for returns.
7. Conclusions.

This paper presents a method to characterize correlation and covariance among companies in a trade market. It is based on a Principal Component Analysis and the study of high order cumulants of different index distributions. It permits to select relevant temporal structures and quantify the participation of each company in it. The method permits to classify and quantify trades crashes with different levels of probability. It has been applied to the Spanish IBEX35. In this market a relevant structure containing the 30% of total return variations appears. It is dominated by the trade crashes and companies related with them or being participated by others related with it. This submarket is dominated by Telecommunication companies and banks related with them.
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