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An exact mathematical solution for the low Reynolds number, quasi steady, hydrodynamic motion induced by a rod in the form of a prolate spheroid sweeping a symmetric double cone is developed, and the influence of the ensuing fluid motion upon passive particles is studied. The resulting fluid motion is fully three dimensional and time varying. The advected particles are observed to admit slow orbits around the rotating rods and a fast epicyclic motion roughly commensurate with the rod rotation rate. The epicycle amplitudes, vertical fluctuations, arclengths and angle traveled per rotation are mapped as functions of their initial coordinates and rod geometry. These trajectories exhibit a rich spatial structure with greatly varying trajectory properties. Lab frame asymmetries of these properties are explored using integer time Poincaré sections and far field asymptotic analysis. This includes finding a small cone angle invariant in the limit of large spherical radius while an invariant for arbitrary cone angles is obtained in the limit of large cylindrical radius. The Eulerian and Lagrangian flow properties of the fluid flow are studied and shown to exhibit complex structures in both space and time. In particular, spatial regions of high speed and Lagrangian velocities possessing multiple extrema per rod rotation are observed. We establish the origin of these complexities via an auxiliary flow in a rotating frame, which provides a generator that defines the epicycles. Finally, an additional spin around the major spheroidal axis is included in the exact hydrodynamic solution resulting in enhanced vertical spatial fluctuation as compared to the spinless counterpart. The connection and relevance of these observations with recent developments in nano-scale fluidics is discussed, where similar epicycle behavior has been observed. The present study is of direct use to nano-scale, actuated fluidics.

1. Introduction

The motion of fluids on small spatial scales has long been recognized as central to the understanding of many phenomena in micro-biology, including the swimming of microorganisms (Hancock 1953; Taylor 1969), the transport of mucus in ciliated tissue (Fulford & Blake 1986; Matsui, Randall, Peretti, \textit{et. al.} 1998; Sleigh, Blake & Liron 1988), and even the elastic properties of DNA (Smith, Babcock, & Chu 1997; Perkins, Smith, & Chu 1999). On small scales, the equations of motion often are taken to be the linear, quasi steady Stokes equations. Though a major simplification with respect to the parent Navier-Stokes system, these equations can still be mathematically challenging because
of the boundary conditions that arise typically in these applications, where fluid motion is generated by complicated solid, and sometimes flexible, fluid-structure interactions. In turn, this fluid motion interacts with other bodies and walls, is modified, and ultimately forces the structures which created the motion. These sorts of couplings are especially strong in low Reynolds number (small scale, highly viscous, or slowly moving) systems as long-range hydrodynamic interactions play a dominant role compared to their high Reynolds number counterparts (Pozrikidis 1997). Fortunately, these long range penalties are mediated by the linearity of the Stokes equations, and the problems are often amenable to either singularity methods or numerical simulations, with the primary challenge being that of handling complex structure geometries.

Recent advances in nano-scale manipulation (Fisher, Cribb, Desai, et. al. 2006; Chu 1991) have made possible the control of rigid and flexible objects immersed in fluids on length scales smaller than the wavelength of visible light. On such scales the hydrodynamics necessarily occurs at low Reynolds numbers and it is subject to thermal fluctuation. Under these circumstances the proper interpretation of experimental measurements under controlled actuation relies on the ability for accurate predictions of the deterministic component of the hydrodynamics. In this paper, we focus our attention upon developing the mathematically exact, low Reynolds number, hydrodynamic motion and tracer properties induced by spinning rods sweeping upright cones in viscous fluids. Recently, it has been demonstrated that this type of motion can be achieved through a magnetic force microscope by synthetic rods 10 microns in length by 200 nanometers in cross-sectional diameter fabricated from a nickel-iron alloy (Jing 2006). In water, the ensuing hydrodynamic interactions can move small, non-magnetic micron sized particles in a non-trivial fashion. This periodic actuation results in particle motion that consists of a small epicycle roughly commensurate to the rod’s rotation rate, superimposed to slow orbital motion around the precessing rod. The purpose of this paper is to present detailed theoretical predictions regarding the behavior of such tracers as a function of their spatial location and the rod geometry (angle of inclination and slenderness).

It should be noted that besides being a technological breakthrough, such actuated controlled motions can replicate some that naturally arise in biological systems. These motions have been demonstrated to have important consequences in the early stages of fetus development in mammals (Sulik, Dehart, Iangaki, et. al. 1994, Nonaka, Shira-tori, Sajiho, et. al. 2002). In particular, Kartagener’s syndrome (Kartagener 1933), an abnormal congenital condition whose symptoms range from situs inversus to infertility (Afzelius 1976), is believed to be associated with dysfunctional semirigid embironic cilia that fail to perform motion similar to the cone-sweeping rod precession by magnetic actuation in the experiments by Jing et al. (Jing 2006).

Motivated by these technological, and biological observations, we present here the exact analytical hydrodynamic solution for a rod sweeping an upright cone while spinning on its axis in a Newtonian fluid, and study in detail the motion of passive particles advected by these complicated, three dimensional, unsteady fluid flows. The solutions constructed here are built upon the singularity methods developed by Batchelor (1970b), Chwang & Wu (1975), Wu (1978), and Kim (1986) stemming from the classical work of Edwardes (1892). The behavior of the particle motion advected by these complicated fluid flows strongly depends on spatial location which we map through numerous statistics of trajectory properties.

The paper is organized as follows: In section 2 we overview the non-dimensionalizations and limiting situations we intend to study in this work. In section 3, we develop the exact hydrodynamic solution for a non-spinning rod sweeping a double upright cone in a viscous fluid. In section 4, we present the detailed trajectory properties of particles advected by
this three dimensional, time varying fluid motion. In particular, we exhibit how rod and cone geometry greatly affects the trajectories, and present detailed statistics documenting the epicycle amplitude, arc length, angle swept per rotation, and vertical fluctuation. By working in the body frame, we identify the periodic orbits that yield the epicyclic trajectories. In section 5, we discuss the flow properties, paying specific attention to documenting the local fluid speed relative to rod orientation. In section 6, we present two far field asymptotic expression of flows and analyze the fluid particle dynamics in the limit of large spherical radius. We demonstrate an explicit invariant of the three dimensional, time varying system in this limit which holds for small cone angles, as well as, an invariant for arbitrary cone angles at large cylindrical radial distances. We present explicit formulae for the epicycle amplitude of particle trajectories in each of these far field systems. In section 7, we show how to incorporate an additional axial rotation associated with the rod precession as it sweeps a cone in the fluid, a situation experimentally observed in some circumstances. We document particle trajectory properties with the addition of this extra spin.

2. Non-dimensional equations

The fundamental governing equations for an incompressible fluid system are given by the Navier-Stokes equations

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u}
\]

\[
\nabla \cdot \mathbf{u} = 0
\]  

(2.1)

where \(\rho\) is the fluid density, \(\mathbf{u}\) is the velocity field, \(p\) is the pressure, and \(\nu\) is the kinematic viscosity of the fluid. These equations describe the conservation of momentum and mass, respectively.

The Reynolds number \(Re = \ell U/\nu\) is a non-dimensional measure of inertial forces to viscous forces where \(\ell\) and \(U\) are characteristic length and velocity scales in the system of interest. Consider a body spinning about its midpoint sweeping out a double cone in a low Reynolds number fluid system. The body’s motion is depicted in Figure 1 where \(\kappa\) is the cone angle and \(\vartheta(t)\) is the angle swept out by the cone at time \(t\).

It is natural to define a characteristic time scale using the rotation rate of the body \(\omega = d\vartheta/dt\). Another non-dimensional parameter arising in this problem, independent of the Reynolds number, is the Strouhal number \(Sr = \omega \ell / U\) relating oscillation frequency to fluid velocity. Using these characteristic scales, the Navier-Stokes equations are given

FIGURE 1. A body sweeping out a double cone.
in dimensionless, primed variables as
\[ \text{SrRe} \frac{\partial u'}{\partial t'} + \text{Re} \ u' \cdot \nabla' u' = -\nabla' p' + \nabla'^2 u' \]
\[ \nabla' \cdot u' = 0 \]  
(2.2)
where the primed differential operators denote differentiation with respect to the primed variables. Let \( \ell \) be half the length of the rotating body and define \( U = \omega \ell \sin \kappa \) to be the linear velocity of the body’s tip so that
\[ \text{SrRe} = \frac{\omega \ell^2}{\nu}, \quad \text{Re} = \frac{\omega \ell^2 \sin \kappa}{\nu}. \]  
(2.3)
For \( \omega \) and \( \ell \) fixed, \( \text{SrRe} \ll 1 \) and \( \text{Re} \ll 1 \) when the viscosity \( \nu \) is large, independently of cone angle \( \kappa \). In this regime, the fluid equations reduce to the linear, steady Stokes equations
\[ \nabla'^2 u' - \nabla' p' = 0 \]
\[ \nabla' \cdot u' = 0. \]  
(2.4)
Note that the time derivative of the velocity field in the Stokes equations can be retained if \( \text{SrRe} \sim 1 \) and \( \text{Re} \ll 1 \). For fixed \( \ell \) and large \( \nu \), this implies that \( \omega \) is large to maintain \( \omega \ell^2/\nu \sim 1 \). The low Reynolds number assumption with these large rotation frequencies \( \omega \) can still be achieved when \( \sin \kappa \ll 1 \). Hence in the regime of large rotation rates and small cone angles, the unsteady Stokes equations should be considered.

In this article, we examine fluid motion dictated by the steady Stokes equations.

3. An exact solution

Edwardes (1892) examined the motion of a viscous liquid due to an ellipsoid rotating about one of its axes. The exact solution was found through the use of ellipsoidal coordinates. To demonstrate the “power of the singularity method”, Chwang & Wu (1975) derived Stokes solutions for a prolate spheroid embedded in uniform and certain linear flows using singularity theory. (A spheroid is an ellipsoid with two of its axes equal.) Their objective was to build a collection of solutions by distributing fundamental singularities along the interior centerline of the spheroid between its foci. The description of the velocity field was given as a line integral of singularities with the appropriate strengths. Wu (1978) and later Kim (1985) recast the more general ellipsoidal solutions of Edwardes as singularity solutions by distributing singularities on the interior of the fundamental ellipse of the ellipsoid. The result is a surface integral for the velocity field which collapses to the line integrals of Chwang & Wu in the case of a prolate spheroid. To obtain the fluid motion due to a body spinning about its midpoint sweeping out a cone, we adopt the strategy of Chwang & Wu. We let our body be a prolate spheroid and impose a line distribution of singularities on the center of the spheroid between the foci. The superposition is constructed so that the motion of sweeping out a cone is achieved.

3.1. From the body frame to the lab frame

Throughout this work, we will be describing fluid motion with respect to two frames of reference, one fixed with the laboratory and one rotating with the body, respectively. In the laboratory frame, the body would appear to be rotating, sweeping out a cone in a background flow that is otherwise at rest. In the rotating, or body, frame, the body would appear to be at rest and embedded in some rotating background flow.
Chwang & Wu (1975) considered a prolate spheroid centered at the origin
\[
x^2/a^2 + y^2/b^2 + z^2/c^2 = 1 \quad (a > b)
\] (3.1)
embedded in the free stream linear flow \( \mathbf{U}(x) = \omega(y, -x, 0) \). The focal length \( 2c \) and eccentricity \( e \) of the spheroid are related by
\[
c = \sqrt{a^2 - b^2} = ea.
\] (3.2)
If we define \( \delta = b/a \) to be a measure of the spheroid’s slenderness, then the eccentricity is expressed as \( e = \sqrt{1 - \delta^2} \). Now for \( x_0 \) on the boundary of this spheroid \( \partial \vartheta \), the velocity field \( \mathbf{u}(x) \) whose solution satisfies
\[
\lim_{x \to \infty} \mathbf{u}(x) = \mathbf{U}(x)
\] (3.3)
was provided by Chwang & Wu through a distribution of Stokes doublets and point-source quadrupoles placed on the interior centerline of the spheroid between its foci. The solution to this boundary value problem is one in which the body is fixed in a rotating background flow since \( \mathbf{U}(x) = -\omega(e_z \times x) \) represents clockwise rotation of the \((x, y)\) plane with rate \( \omega \) where \( e_z = (0, 0, 1) \) is oriented in the positive \( z \)-direction.

We are interested in the velocity solution for the motion induced in a fluid otherwise at rest by a rigid body rotating around some axis. We would like to construct such a solution through linear transformations of the appropriate body frame solutions built by Chwang & Wu. We will consider the transformations defined by the matrices
\[
R_\kappa = \begin{pmatrix} \sin \kappa & 0 & -\cos \kappa \\ 0 & 1 & 0 \\ \cos \kappa & 0 & \sin \kappa \end{pmatrix}, \quad R_\vartheta = \begin{pmatrix} \cos \vartheta(t) & -\sin \vartheta(t) & 0 \\ \sin \vartheta(t) & \cos \vartheta(t) & 0 \\ 0 & 0 & 1 \end{pmatrix}
\] (3.4)
where \( R_\kappa \) is a steady clockwise rotation of the \((x, z)\) plane through an angle \( \kappa \) and \( R_\vartheta \) is a time-dependent counter-clockwise rotation of the \((x, y)\) plane through an angle \( \vartheta(t) \).

Suppose we can construct a velocity field \( \mathbf{u}(x) \) in the body frame satisfying
\[
\lim_{x \to \infty} \mathbf{u}(x) = R_\kappa^T \mathbf{U}(R_\kappa x)
\] (3.5)
where \( x_0 \) lies on the boundary of spheroid defined in (3.1). Then the change of variables
\[
x^*(t) = R_\vartheta R_\kappa x
\] (3.6)
provides a velocity field in the rotated \( x^* \)-coordinate system as
\[
\mathbf{u}^*(x^*) = \frac{d x^*}{dt} = d(R_\vartheta R_\kappa x) \bigg|_{x=R_\kappa^T R_\vartheta^T x^*} = \left(R_\vartheta R_\kappa x + R_\vartheta R_\kappa \frac{d x}{dt} \right) \bigg|_{x=R_\kappa^T R_\vartheta^T x^*} = -\mathbf{U}(x^*) + R_\vartheta R_\kappa \mathbf{u}(R_\kappa^T R_\vartheta^T x^*).
\] (3.7)
At each time \( t \), this change of variables provides a tilted rotating spheroid whose
boundary is found at
\[ \left( \frac{(x \sin \kappa - z \cos \kappa) \cos \vartheta(t) - y \sin \vartheta(t)}{a^2} \right)^2 + \left( \frac{(x \sin \kappa - z \cos \kappa) \sin \vartheta(t) + y \cos \vartheta(t)}{b^2} \right)^2 + (x \cos \kappa + z \sin \kappa)^2 = 1. \] (3.8)

Assume we can solve the body frame problem in (3.5) and let \( \mathbf{x}_0^* \) lie on the boundary of the tilted rotating body in (3.8). Then the construction of a solution which satisfies the boundary conditions
\[ \mathbf{u}^*(\mathbf{x}_0^*) = -\mathbf{U}(\mathbf{x}_0^*) \]
\[ \lim_{\mathbf{x}^* \to \infty} \mathbf{u}^*(\mathbf{x}^*) = 0 \] (3.9)
is verified by the velocity (3.7) where the change of variables (3.5) guarantees that
\[ \lim_{\mathbf{x}^* \to \infty} \mathbf{u}^*(\mathbf{x}^*) = \lim_{\mathbf{x}^* \to \infty} \left( -\mathbf{U}(\mathbf{x}^*) + R_0 R_\kappa \mathbf{u}(R^T_\kappa R^T_0 \mathbf{x}^*) \right) \]
\[ = -\mathbf{U}(\mathbf{x}^*) + R_0 U(R^T_0 \mathbf{x}^*) \]
\[ = 0. \] (3.10)

The boundary condition in (3.9) coupled with the Stokes equations describes the velocity field \( \mathbf{u}^*(\mathbf{x}^*) \) due to the rigid body motion of a spheroid tilted in \((x^*, z^*)\) plane by an angle \( \kappa \) rotating in the \((x^*, y^*)\) plane sweeping out a double cone in a low Reynolds number fluid which is otherwise at rest. A more detailed description of the solution procedure leading to the body frame boundary conditions of (3.5) is provided in Appendix B. Thus, obtaining the fluid motion in the lab frame of reference has been reduced to the solution of the auxiliary problem in the body frame of reference defined by (3.5).

### 3.2. Solution to an auxiliary problem

Define \( \mathbf{e}_x = (1, 0, 0) \), \( \mathbf{e}_y = (0, 1, 0) \), and \( \mathbf{e}_z = (0, 0, 1) \) to be basis elements of \( \mathbb{R}^3 \) and solve Stokes equations with the linear flow
\[ R^T_\kappa U(R_\kappa \mathbf{x}) = \omega \begin{pmatrix} y \sin \kappa \\ -x \sin \kappa + z \cos \kappa \\ -y \cos \kappa \end{pmatrix} \] (3.11)
past the prolate spheroid in (3.1). Here we have defined \( \omega \equiv \dot{\vartheta} \) (the vertical component of the angular velocity of the body). Let \( \mathbf{x}_0 \) lie on the boundary of this spheroid and, through the linearity of Stokes equations, construct the velocity field as the sum of four contributions
\[ \mathbf{u}(\mathbf{x}) = \mathbf{u}^1(\mathbf{x}) + \mathbf{u}^2(\mathbf{x}) + \mathbf{u}^3(\mathbf{x}) + \mathbf{u}^4(\mathbf{x}) \] (3.12)
where \( \mathbf{u}^i(\mathbf{x}_0) = 0 \) for \( i = 1, 2, 3, 4 \) and
\[ \lim_{\mathbf{x} \to \infty} \mathbf{u}^1(\mathbf{x}) = \omega y \sin \kappa \mathbf{e}_x \] (3.13a)
\[ \lim_{\mathbf{x} \to \infty} \mathbf{u}^2(\mathbf{x}) = -\omega x \sin \kappa \mathbf{e}_y \] (3.13b)
\[ \lim_{\mathbf{x} \to \infty} \mathbf{u}^3(\mathbf{x}) = \omega z \cos \kappa \mathbf{e}_y \] (3.13c)
\[ \lim_{\mathbf{x} \to \infty} \mathbf{u}^4(\mathbf{x}) = -\omega y \cos \kappa \mathbf{e}_z \] (3.13d)
As stated above, the singularity method has been used by Chwang & Wu (1975) to exactly solve Stokes problems for prolate spheroids embedded in certain linear flows. In particular, they provide solutions for the boundary value problems in (3.13a), (3.13b), and (3.13c) by distributing Stokes doublets quadratically between the foci of the spheroid and point-source quadrupoles quartically. These solutions are given in Appendix C. To complete the description for $u(x)$, the singularity distribution for $u^4(x)$ in (3.13d) must be determined. This solution is obtained from $u^3(x)$ through the transformation $y \leftrightarrow z$ with details also provided in Appendix C.

Assembling all the pieces results in the Stokes solution

$$u(x) = R^T_{\kappa} U(R_{\kappa} x) + \omega \sin \kappa \left( \int_{-c}^{c} \left( e^2 - s^2 \right) \left[ \alpha u_{SS}(x-s, e_x, e_y) + \tilde{\gamma}_1 u_R(x-s, e_x) \right] ds + \beta \int_{-c}^{c} (e^2 - s^2)^2 \frac{\partial}{\partial y} u_D(x-s, e_x) ds \right) + \omega \tilde{\gamma}_2 \cos \kappa \int_{-c}^{c} (e^2 - s^2) u_R(x-s, e_x) ds$$

(3.14)

which satisfies the body frame problem in (3.5) where $R^T_{\kappa} U(R_{\kappa} x)$ is given in (3.11) and

$$\tilde{\gamma}_1 = \frac{2 - e^2}{-2e + (1 + e^2) \log \left( \frac{1+e}{1-e} \right)}$$

$$\tilde{\gamma}_2 = \frac{1 - e^2}{2e - (1 - e^2) \log \left( \frac{1+e}{1-e} \right)}$$

$$\alpha = \frac{e^2}{-2e + (1 + e^2) \log \left( \frac{1+e}{1-e} \right)}$$

$$\beta = \frac{1 - e^2}{4 \left( -2e + (1 + e^2) \log \left( \frac{1+e}{1-e} \right) \right)}.$$  

(3.15)

The notation in (3.14) is chosen to reflect that the singularities required to solve this boundary value problem are precisely the so-called stresslet $u_{SS}$, the rotlet $u_R$, and a derivative of the point-source dipole $u_D$. An account of these and other important fundamental solutions to Stokes equations is provided in Appendix A. The solution in (3.14) and (3.15) to the auxiliary problem provides the velocity field induced by a prolate spheroid sweeping out a double cone with angle $\kappa$ in an infinite viscous fluid through the transformation of (3.7).

We remark that the solution for $u^1(x)$ contains distributions of $\partial u_D(x, e_x)/\partial y$ while $u^2(x)$ contains distributions of $\partial u_D(x, e_y)/\partial x$. However, by nature of the point-source dipole, $\partial u_D(x, e_x)/\partial y = -\partial u_D(x, e_y)/\partial x$ and only one derivative of the point-source dipole enters into the solution of (3.5). Further, the integrals in (3.14) can each be expressed in closed algebraic or logarithmic form providing an exact three dimensional, time varying hydrodynamic solution. These expressions are presented explicitly in Appendix D.
Figure 2. Particle trajectories for spheroid eccentricities $e = 0.95, 0.995, 0.9995$ (varying from top to bottom) for cone angle $\kappa = 30^\circ$ after 20 rod revolutions. The initial particle positions are provided in (4.4). The top view of the corresponding side view is shown to the right. The spheroid rotates in the counter-clockwise direction.
Figure 3. Particle trajectories for spheroid eccentricities \( e = 0.95, 0.995, 0.9995 \) (varying from top to bottom) for cone angle \( \kappa = 60^\circ \) after 20 rod revolutions. The initial particle positions are provided in (4.4). The top view of the corresponding side view is shown to the right.
Figure 4. Particle trajectories for spheroid eccentricity $e = 0.995$ and cone angle $\kappa = 60^\circ$ after 20 rod revolutions for the initial positions in (4.6) which starts within the cone structure defined by (4.5). The top view of the corresponding side view is shown to the right. The spheroid rotates in the counter-clockwise direction.

4. Trajectory properties

The particle trajectory $x^* = (x^*(t), y^*(t), z^*(t))$ for a tracer moving passively in the presence of this fluid flow must be computed numerically from the system of nonautonomous ordinary differential equations

$$\frac{dx^*}{dt} = u^*(x^*(t), t)$$

(4.1)

where $u^*(x^*)$ is provided by (3.7) and (3.14). A typical series of trajectories of the exact solution are depicted in Figures 2 and 3 for the cone angles $\kappa = 30^\circ$ and $60^\circ$ and varying spheroid eccentricities $e$ when the rotation rate of sweeping out a cone is $\omega = 2\pi$. The eccentricities shown relate to the slenderness $\delta$ defined in Section 3.1 by

$$e = 0.95 \implies \delta \approx 0.31225$$

$$e = 0.995 \implies \delta \approx 0.09987$$

$$e = 0.9995 \implies \delta \approx 0.03162$$

(4.2)

which can be seen qualitatively in the figures. Initially, the upper tip of the rod is located at $(\sin \kappa, 0, \cos \kappa)$. These same values define a cone radius $CR$ and a cone height $CH$

$$CR = \sin \kappa, \quad CH = \cos \kappa.$$ 

(4.3)

For each set of $\kappa$ and $e$ in Figures 2 and 3, trajectories for the initial positions

$$x^*(0) = \begin{cases} 
(1.5 CR, 0, CH) \\
(1.25 CR, 0, 0.5 CH) \\
(CR, 0, 0) 
\end{cases}$$

(4.4)

after 20 rod revolutions computed using 4th-order Runge-Kutta with $10^4$ time steps per rotation on the exact velocity field are shown. The numerical algorithm is provided by Leiterman (2006) as a Fortran 77 code. Each of the initial conditions in (4.4) starts outside the cone structure centered about

$$x^2 + y^2 = z^2 \tan^2 \kappa$$

(4.5)

which has a thickness corresponding to the radius of the tilted spheroid at a given height.
Figure 4 shows trajectories for cone angle $\kappa = 60^\circ$ and eccentricity $e = 0.995$ for the initial positions

$$x^*(0) = \begin{cases} 
(0, 0, 0.65 \text{ CH}) \\
(-0.3 \text{ CR}, 0, 0.6 \text{ CH}) \\
(-0.05 \text{ CR}, 0, 0.3 \text{ CH})
\end{cases} \quad (4.6)$$

interior to this cone structure. The trajectories in Figures 2, 3, and 4 exhibit two oscillations. A faster fluctuation related to the rotation rate of the spheroid and a distant dependent slower cycle.

The faster fluctuation is an epicycle which has a polar amplitude and a vertical fluctuation. We define the polar amplitude of an epicycle to be the difference between the maximum and minimum $a_p(T) \equiv \max_{t \in [0, T]} r_\perp(t) - \min_{t \in [0, T]} r_\perp(t)$ of the cylindrical radial coordinate $r_\perp(t) \equiv |x^*_\perp(t)| = \sqrt{x^*(t)^2 + y^*(t)^2}$

over a interval of time $[0, T]$ in the lab frame. The vertical fluctuation is similarly regarded as the difference between the maximum and minimum of the vertical component $z^*(t)$ of a trajectory. Polar amplitude and vertical fluctuation each decrease with increasing eccentricity, or increasing slenderness, which can be observed in the sequence of graphs in Figures 2 and 3. Each epicycle also travels an angular distance contributing to the slower oscillation of the trajectory in which a fluid particle makes a complete revolution about the spheroid. This orbital period is distance dependent and also decreases with increasing eccentricity.

The period of an epicycle is in general not commensurate with spheroid rotation rate. Figure 5 shows the path of fluid particles after consecutive integer spheroid revolutions for initial positions which vary from inside to outside the cone at a fixed height. These paths are shown for cone angles $\kappa = 30^\circ$ and $60^\circ$ and eccentricity $e = 0.995$. The trajectory of a particle after 3 rod revolutions would be the superposition of each of the 3 paths shown in Figure 5. The spheroid sweeps out a double cone so that any particle initialized on the spheroid’s surface has a circular trajectory. The gray region in the figure represents the annulus swept out by the spheroid at $z^* = z_0$ which is bounded by such circular trajectories.

4.1. A body frame generator

We have thus far constructed a three dimensional, time varying flow field in the laboratory frame. The resulting trajectories are also three dimensional and time varying. Consider the change of variables

$$x' = R_\phi^T x^* \quad (4.8)$$

where $R_\phi^T$ is the transpose of the time varying rotation in (3.4). The velocity field in the $x'$-coordinate system becomes

$$u'(x') = \frac{dx'}{dt} = \frac{d(R_\phi^T x^*)}{dt} \bigg|_{x^* = R_\phi x'}$$

$$= R_\phi^T R_\phi x' + R_\phi^T U(R_\phi x') + R_\phi u(R_\phi x')$$

$$= U(x') - R_\phi^T U(R_\phi x') + R_\phi u(R_\phi x')$$
Figure 5. A top view of particle trajectories over consecutive spheroid revolutions for initial positions $x_0$ which vary from inside to outside the cone where the horizontal axis is $x^*$ and the vertical axis is $y^*$. In each plot, $y_0 = 0$ and $z_0 = 0.65\, \text{cm}$. The left column shows trajectories for cone angle $\kappa = 30^\circ$ while the right column shows those for $\kappa = 60^\circ$. The paths are shown for spheroid revolutions 0 to 1, 1 to 2, and 2 to 3 (top to bottom). The gray region is the annulus swept out by the spheroid with eccentricity $e = 0.995$ at $z^* = z_0$. It is bounded by circular trajectories produced from particles which are initialized on the rotating body.
Figure 6. The left column shows a collection of trajectories in the lab frame with initial conditions sampled from Figure 5 for cone angle $\kappa = 60^\circ$ and eccentricity $e = 0.995$. The corresponding body frame trajectories formulated by (4.8) are shown on the right. This collection is given over perspectives which vary from a side to a top view after 30 spheroid revolutions. Circular trajectories in the lab frame resulting from particles initialized on the spheroid are seen as single points in this body frame. One orbit of a body frame trajectory generates the epicycles seen in a lab frame trajectory.
Figure 7. Body frame orbits which climb and wrap the spheroid for cone angle $\kappa = 60^\circ$, eccentricity $e = 0.995$ and initial position $(x_0 \text{ CR}, 0, 0.65 \text{ CH})$ over two perspectives. The values of $x_0$ are provided in the legend of Figure 8 and vary between $-0.3 \text{ CR}$ and $-0.2 \text{ CR}$.

Figure 8. The number of spheroid revolutions required for the body frame orbits in Figure 7 (related by color) to close as a log-log plot against the difference in initial position $x_0$ between a given trajectory and that of the trajectory from $x_0 = -0.28349584 \text{ CR}$ which climbs farthest up the rod. Trajectories which are initialized to the left of $x_0 = -0.28349584 \text{ CR}$ have orbits which wrap around the backside of spheroid hence containing it while those that are initialized to the right of this value have orbits which wrap the frontside of the spheroid and don’t enclose the body.
upon using the transformation in (3.7) between the lab frame velocity \( \mathbf{u}'(x') \) and the body frame velocity \( \mathbf{u}(x) \) of the auxiliary problem. By design of the auxiliary problem boundary conditions in (3.5), it is found that

\[
\lim_{x \to \infty} \mathbf{u}'(x) = \mathbf{U}(x')
\]

where \( x_0' \) lies on the tilted spheroid

\[
\frac{(x' \sin \kappa - z' \cos \kappa)^2}{a^2} + \frac{(y')^2 + (x' \sin \kappa + z' \cos \kappa)^2}{b^2} = 1.
\]

The \( x' \)-coordinate spheroid is determined by applying \( R^T_\vartheta \) to the tilted rotating spheroid in (3.8). The result is a steady velocity field for a tilted spheroid embedded in the background rotation \( \mathbf{U}(x') = \omega (y', -x', 0) \). This body frame solution differs from the body frame solution of the auxiliary problem. In the auxiliary problem, the spheroid is not tilted but rather lying on an axis embedded in another rotating flow, namely, \( R^T_\kappa \mathbf{U}(R^T_\kappa x) \) defined by (3.11).

Through the transformation in (4.8), every trajectory in the lab frame can be viewed in this alternative body frame. Hence, trajectories \( x' \) can be viewed as generators of the lab frame motion through an application of \( R_\vartheta \). Figure 6 shows a collection of trajectories in the lab frame with initial conditions sampled from Figure 5 and the corresponding transformed trajectories which emanate from the steady velocity field in (4.9). The same collection is shown from different perspectives. The body frame trajectories are periodic orbits whose periods depend on initial position, cone angle, and eccentricity. Each closed orbit generates an epicyclic trajectory when seen in the lab frame. Trajectory properties, such as polar amplitude and vertical fluctuation, can be measured in either the lab or this body frame of reference. We remark that, in general, the difference between the maximum and minimum of the cylindrical radial coordinates of a generator will correspond to the amplitude (of the \( (x,y) \) projection) of an epicycle, i.e.,

\[
a_e \equiv \max_T a_p(T)
\]

according to the definition (4.7) of polar amplitude.

Next, examine the generators in Figure 6 more closely. In the perspective provided by the upper left graphic, there is a transition between the orange and the red trajectories in which the orange trajectory curls up while the red one curls down. This transition is illustrated more clearly in Figure 7 which includes the position of the spheroid in this body frame of reference. The transition between the curling up and curling down includes orbits in which a particle decides to route around the spheroid enclosing it or pass in front of it. This decision depends on how close a particle gets to the body and is dictated by its initial position. Figure 7 shows the same body frame trajectories over varying perspectives. The intermediate trajectory between hugging the front of the body or wrapping around it is one which climbs to the tip of the rod. This trajectory is not depicted in Figure 7. The initial position of the trajectory which climbs the farthest to the tip is \( x_0 = -0.26349584 \text{ CR} \). This orbit closes after 385.678 spheroid revolutions whereas the trajectory which has an initial position of \( x_0 = -0.26348 \text{ CR} \) closes after just 15.179 revolutions. The period of each of the trajectories in Figure 7 is plotted in Figure 8. The large increase in orbital period over small changes in initial position is consistent with the dynamics in a neighborhood of a fixed point at the tip of the spheroid. However,
we remark that there are significant differences with respect to the usual (hyperbolic) case treated in dynamical systems theory, where linearization of the flow near a fixed point allows one to identify stable and unstable invariant manifolds. Here there is a degeneracy induced by the non-slip boundary condition, which makes the whole body surface a manifold of fixed points.

In what follows, we are going to examine four trajectory properties of this flow: polar amplitude, angle traveled, vertical fluctuation, and arclength. We choose these properties having experimental situations in mind (Jing 2006), where these quantities are easy to observe and measure. Accordingly, we document each of these properties on trajectories in the lab frame of reference, which allows for direct observation without the need of moving instrumentation such as cameras and microscopes; the trajectories are then provided by the system of ordinary differential equations in (4.1).

4.2. Polar amplitude

As defined in (4.7), polar amplitude is regarded as the amplitude of the epicycles projected on the \( z = 0 \) plane. It is clear that each trajectory in this flow is determined by a cone angle \( \kappa \), an eccentricity \( e \), and an initial position \( (x_0, y_0, z_0) \). Trajectories are further
Figure 10. Integer time Poincaré section. A circle of initial positions is placed in the $\theta = \pi$ plane shown on the left. The spheroid revolves and when a particle interests the $\theta = 0$ plane on integral revolutions, it is plotted. This intersection of the discretized circle shown occurs on integer revolutions which vary from 1 to 300. The result is the crescent on the right. The evolution of this circle to the crescent explains the asymmetry of polar amplitude in Figure 9. Corresponding initial positions on the circle and the crescent result in the same trajectory.

Figure 11. The top panel shows a sample of initial conditions centered on three $\times$’s (left to right) about $x_0 = 0$ on a color density plot of polar amplitude. This is a zoomed in image of the upper left plot in Figure 9 where $\kappa = 30^0$ and $e = 0.95$. The bottom panels are the corresponding (left to right) trajectories after one spheroid revolution from which polar amplitude was measured.

defined by the integration domain which is some interval in time. Recall that the spheroid is initially oriented in the $y = 0$ plane with its upper tip in the first quadrant.

Figure 9 shows a collection of color density plots of polar amplitude. The polar amplitude shown is measured on the trajectories which result from a single spheroid revolution, or more precisely, on trajectories over times $0 \leq t < 2\pi$. For each of the plots in this figure, $y_0 = 0$. Color represents amplitude while the horizontal axis is $x_0$ and the vertical axis is $z_0$. The set of initial conditions $(x_0, 0, z_0)$ samples a plane which intersects the spheroid. Hence, in this set there are values of $x_0$ and $z_0$ for which polar amplitude cannot be measured because they reside within the body. These regions can be seen as the black ellipsoids in Figure 9.

Observe the asymmetry of polar amplitude in the upper plane. Although not illustrated in Figure 9, polar amplitude is symmetric about the origin. The symmetry about the origin is expected due to the nature of the free space precession of a body about its midpoint. To explain the asymmetry in the upper plane, consider the evolution of fluid particles. In Figure 10, a circle of initial positions is placed in the $\theta = \pi$ plane. The
Figure 12. Grayscale density plots of the angle traveled by trajectories which result from a single spheroid revolution initialized at the position \((x_0, 0, z_0)\). The grayscale is the angle traveled (measure in degrees) while the horizontal axis is \(x_0\) (measured in cone radius \(CR\)) and the vertical axis is \(z_0\) (measured in cone height \(CH\)). The left column shows amplitude for cone angle \(\kappa = 30^\circ\) while the right column shows that for \(\kappa = 60^\circ\). Plots are also shown over eccentricities which vary over \(e = 0.95, 0.995, 0.9995\) (from top to bottom). The plane \(y^* = 0\) intersects the spheroid which is seen as the center ellipsoid from which no fluid particle can be initialized.

When the spheroid revolves and when a particle interests the \(\theta = 0\) plane on integral revolutions, it is plotted. The result is the curved shaped near the upper tip of the rod on the right. The evolution of this circle to the crescent on integral spheroid revolutions indicates how the region of large amplitude on the left of Figure 9 evolves to the large amplitude region on the right (regions red-shifted in color). In addition, fluid particles initialized at the corresponding position on the crescent have the same trajectory as its counterpart which was initialized on the circle. Next, examine the discontinuity about \(x_0 = 0\). To explain the sharp contrast in color, Figure 11 shows trajectories for three initial positions about this zero polar amplitude strip. The trajectories presented result from a single spheroid revolution. Near circular projected trajectories have near zero polar amplitude. Figure 11 demonstrates a narrow region about \(x_0 = 0\) of initial positions for which trajectories nearly close after one spheroid revolution.

4.3. Angle traveled

Another feature noted of the particle trajectories in this flow is a distance-dependent orbital period. The angle traveled by a particle per spheroid revolution contributes to the time it takes for that particle to make a complete revolution about the spheroid.

Figure 12 shows a collection of grayscale density plots of the angle traveled. This angle
is measured on the trajectories which result from a single spheroid revolution as done for the color density plots of polar amplitude in Figure 9. Again, for each of the plots in this figure, $y_0 = 0$. Further, the set of initial conditions $(x_0, 0, z_0)$ samples a plane which intersects the spheroid, and these regions are seen as the black ellipsoids in Figure 12. As with polar amplitude, the angle traveled is symmetric about the origin.

Observe the discontinuity near $x_0 = 0$. To explain the sharp contrast in the grayscale, Figure 13 shows trajectories for four initial positions about this discontinuity where the center and right $x$’s of the row mark the same initial conditions as the left (red) and center (green) $x$, respectively, in Figure 11. The change in the grayscale of angle traveled, from dark gray to off white, corresponds to a jump of 180°. As the initial condition of a trajectory moves to $x_0 = 0$ from the left, the trajectory begins to enclose the origin. The result is a jump in the measure of the angle traveled by precisely 180°. The row of $x$’s are initial conditions for the first three trajectories (left to right) shown in the bottom of Figure 13. This enclosure of the origin, resulting in a discontinuity of the grayscale, is seen in the evolution of these three trajectories. The grayscale density plots of Figure 12 also demonstrate the existence of initial conditions for which resulting trajectories travel further than 360° on a single spheroid revolution. A sample of such a trajectory is given in the far right plot at the bottom of Figure 13. Regions for such behavior are found for initial positions deep within the cone structure and also for those near the top of the cone structure at about half the cone radius.

4.4. Vertical fluctuation

Particle trajectories $(x^*(t), y^*(t), z^*(t))$ exhibit three dimensional structure. The vertical fluctuation of a trajectory is regarded as the difference between the maximum and minimum of the vertical component $z^*(t)$. Figure 14 shows a collection of grayscale density plots of the vertical fluctuation. This vertical fluctuation is measured on trajectories
Figure 14. Grayscale density plots of the vertical fluctuation on trajectories which result from a single spheroid revolution initialized at the position \((x_0, 0, z_0)\). The grayscale is the vertical fluctuation while the horizontal axis is \(x_0\) (measured in cone radius \(CR\)) and the vertical axis is \(z_0\) (measured in cone height \(CH\)). The left column shows vertical fluctuation for cone angle \(\kappa = 30^\circ\) while the right column shows that for \(\kappa = 60^\circ\). Plots are also shown over eccentricities which vary over \(e = 0.95, 0.995, 0.9995\) (from top to bottom). Again, the plane \(y^* = 0\) intersects the spheroid which is seen as the center ellipsoid from which no fluid particle can be initialized.
Figure 15. Grayscale density plots of the arc length of trajectories which result from a single spheroid revolution initialized at the position \((r_0 \cos \theta_0, r_0 \sin \theta_0, z_0)\) as a function of \(r_0\) (horizontal axis measured in \(\text{CR}\)) and \(z_0\) (vertical axis measured in \(\text{CH}\)) for \(\theta_0 = 0^\circ, 30^\circ, 60^\circ, 90^\circ\) (left to right) when the cone angle \(k = 30^\circ\) and eccentricity \(e = 0.95\). By varying \(\theta_0\) and recalling that time is measured in spheroid revolutions, this figure represents a times series of arclength. As explained in the previous density plots of polar amplitude, angle traveled, and vertical fluctuation, each fixed \(\theta_0\) plane intersects the spheroid. This is observed as the central black region from which no fluid particle can be initialized and, hence, from which arc length can not be measured.

which result from a single spheroid revolution as done for the previous density plots. Again, the vertical fluctuation is symmetric about the origin which is illustrated in this figure. Figure 14 demonstrates that the areas of largest vertical fluctuation are near \(z_0 = 0\) and about the cone structure edges at \((x_0, z_0) = (\pm \text{CR}, \pm \text{CH})\).

4.5. Arc length

Although the arc length of a trajectory per spheroid revolution is not an indicator of orbital period, it does provide information about the structure of particle paths. For cone angle \(k = 30^\circ\) and eccentricity \(e = 0.95\), Figure 15 displays grayscale density plots of the arc length of trajectories after a single spheroid revolution. The left plot results from trajectories sampled over initial position \((x_0, 0, z_0)\). This set could be recast as \((r_0 \cos \theta_0, r_0 \sin \theta_0, z_0)\) for \(\theta_0 = 0^\circ\). Figure 15 shows grayscale density plots over the set of \(\theta_0 = 0^\circ, 30^\circ, 60^\circ, 90^\circ\). Recall that the spheroid starts in the \(y^* = 0\) plane with its upper tip in the first quadrant. Initiating a particle at varying \(\theta_0\) is equivalent to viewing trajectories initiated at different times since time is measured in spheroid revolutions.

5. Flow properties

5.1. Speed

Figure 16 displays a collection of grayscale density plots of the magnitude of the three dimensional velocity field, or the speed, measured at \((x^*, 0, z^*)\). The grayscale represents speed while the horizontal axis is \(x^*\) and the vertical axis is \(z^*\). The set of points \((x^*, 0, z^*)\) samples a plane which intersects the spheroid. Hence, in this set, there are values of \(x^*\) and \(z^*\) for which speed is not measured because these points reside within the body and outside the fluid domain. These regions are the black ellipsoids in Figure 16. As expected, the magnitude of the velocity field is largest near the tips of the spheroid.

5.2. Cylindrical velocity components

The velocity field can be cast into a cylindrical coordinate system

\[ x^* = r \cos \theta, \]
\[ y^* = r \sin \theta, \]
\[ z^* = z \]
Figure 16. Grayscale density plots of the magnitude of the velocity field, or the speed, measured at the points \((x^*, 0, z^*)\). The grayscale is speed while the horizontal axis is \(x^*\) (measured in cone radius \(CR\)) and the vertical axis is \(z^*\) (measured in cone height \(CH\)). The left column shows speed for cone angle \(\kappa = 30^\circ\) while the right column shows that for \(\kappa = 60^\circ\). Plots are also shown over varying eccentricities \(e = 0.95, 0.995, 0.9995\) (from top to bottom). The plane \(y^* = 0\) intersects the spheroid which is seen as the center ellipsoid. No fluid particles reside in this region and, hence, speed is not measured here.
resulting in a radial velocity $u_r$, azimuthal velocity $u_\theta$ and the vertical velocity of the cartesian system $u_z$. The top four plots in Figure 17 show the particle velocity, in cylindrical coordinates, as a function of time for cone angles $\kappa = 30^\circ$ and $60^\circ$ and eccentricities $e = 0.95$ and 0.995. The corresponding particle trajectories for these velocities are the top and middle trajectories shown in Figures 2 and 3. Each feature is provided for cone angles $\kappa = 30^\circ$ (left column) and $\kappa = 60^\circ$ (right column) over 6 spheroid revolutions. The eccentricity of the associated speeds are provided in the legends of the bottom row of plots.

Figure 17 demonstrates the existence of initial conditions for which local extrema in the azimuthal and vertical velocity emerge over varying cone angle and eccentricity. Observe in the top and middle rows, the solid and dotted curves, at fixed eccentricity but varying cone angle, have different numbers of local extrema per cycle. The emergence of local extrema in particle speed is also observed as cone angle and eccentricity varies. This is clear from observing the bottom row of plots in Figure 17. The bottom left panel has a fixed cone angle while the solid curves across the bottom row have a fixed eccentricity.
eccentricity. It is an interesting question for future work to better understand if there is a 1-1 correspondence between initial conditions and geometry.

It is worth noting that at the center of the maximal regions in speed, the body and particle are aligned in a particular way, namely, the angular positions of the particle and spheroid’s tip (the end in the half-space of particle initialization) are the same. Thus, at this time, the particle and spheroid are said to be aligned. During alignment, speed can take a maximal value or it can assume a local minimum centered between maximal values. This is demonstrated in the bottom left panel of Figure 17. Moreover, at the center of the minimal regions in speed, the body and particle are said to be anti-aligned. That is, the angular positions of the particle and spheroid’s tip differ by 180°. Much like alignment, anti-alignment may occur at either local or global minima in speed which may or may not be surrounded by local extrema. This is observed in the solid curves across the bottom row panels of Figure 17. The structure in velocity and speed as the particle and spheroid continually meet and pass dictates the epicyclic nature of a particle trajectory.

6. Farfield behavior

It is a natural question to ask how the velocity field decays as $|x| \to \infty$. By expanding (3.14) in $1/|x| \ll 1$, it is found that

$$
\mathbf{u}(x) = -\mathbf{U}(x) + \frac{4e^3}{3} \left[ \omega \sin \kappa \left( \alpha \mathbf{u}_{SS}(x; e_x, e_y) + \tilde{\gamma}_1 \mathbf{u}_R(x; e_z) \right) + \tilde{\gamma}_2 (\omega \cos \kappa + \dot{\sigma}) \mathbf{u}_R(x; e_x) \right] + O \left( \frac{1}{|x|^3} \right)
$$

where $\dot{\sigma}$ is the rate of an added rotation about the spheroid’s major axis as it sweeps out a cone. The exact velocity field induced by this additional rotation is discussed and constructed in the subsequent section. From the transformation in (3.7) which describes the velocity field in the lab frame, one obtains

$$
\mathbf{u}^*(x^*) = \frac{4e^3}{3} R_\theta R_\kappa \left[ \omega \sin \kappa \left( \alpha \mathbf{u}_{SS}(R_\kappa R_\theta^T x^*; e_x, e_y) + \tilde{\gamma}_1 \mathbf{u}_R(R_\kappa R_\theta^T x^*; e_z) \right) + \tilde{\gamma}_2 (\omega \cos \kappa + \dot{\sigma}) \mathbf{u}_R(R_\kappa R_\theta^T x^*; e_x) \right] + O \left( \frac{1}{|x^*|^3} \right)
$$

at leading order.

Recall that the transformation $x^*(t) = R_\theta R_\kappa x$ moves from a fixed reference frame defined in $x$ where the spheroid is lying on the $x-$axis embedded in a flow to the lab frame defined in $x^*$ where the spheroid is tilted sweeping out a cone in a fluid otherwise at rest. If $e_x, e_y, e_z$ represent the basis vectors in the $x$-coordinate system then the columns of $R_\theta R_\kappa$ represent the basis vectors in the $x^*$-coordinate system. Hence the singularity strengths in (6.2) are

$$
e_x^*(t) = R_\theta R_\kappa e_x = \begin{pmatrix} \sin \kappa \cos \vartheta(t) \\ \sin \kappa \sin \vartheta(t) \\ \cos \kappa \end{pmatrix}, \quad e_y^*(t) = R_\theta R_\kappa e_y = \begin{pmatrix} -\sin \vartheta(t) \\ \cos \vartheta(t) \\ 0 \end{pmatrix}
$$
in the far field are found by imposing the initial condition

\[ e^*_\gamma(t) = R_\theta R_\kappa e_y = \begin{pmatrix} -\cos \kappa \cos \vartheta(t) \\ -\cos \kappa \sin \vartheta(t) \\ \sin \kappa \end{pmatrix} \]

providing \( e^*_\gamma(t) \) is aligned along the spheroid in the \( x^* \) system while \( e^*_\gamma(t) \) and \( e^*_\zeta(t) \) replace \( e_y \) and \( e_z \) respectively. The time-dependence in the system of ordinary differential equations governing the far field motion in (6.2) enters in through the strengths of the singularities.

In its entirety, at leading order, fluid particle trajectories \( \mathbf{x}^*(t) = (x^*(t), y^*(t), z^*(t)) \) in the far field are found by imposing the initial condition

\[ \mathbf{x}^*(0) = \mathbf{x}_0^* \]  

and solving the non-autonomous system

\[
\begin{align*}
\frac{dx^*}{dt} &= \frac{4c^3}{3} \left( \tilde{\gamma}_1 \omega \sin \kappa (-y^* \sin \kappa - z^* \sin \vartheta(t) \cos \kappa) \right) + \\
&\quad \frac{\tilde{\gamma}_2 (\omega \cos \kappa + \dot{\vartheta}) (-y^* \cos \kappa + z^* \sin \vartheta(t) \sin \kappa)}{|x^*|^3} \\
&\quad \left( 3 \omega \alpha \sin \kappa (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t)) \sin \kappa (x^* \cos \vartheta(t) + y^* \sin \vartheta(t)) + z^* \cos \kappa) x^* \right) \\
\frac{dy^*}{dt} &= \frac{4c^3}{3} \left( \tilde{\gamma}_1 \omega \sin \kappa (x^* \sin \kappa + z^* \cos \vartheta(t) \cos \kappa) \right) + \\
&\quad \frac{\tilde{\gamma}_2 (\omega \cos \kappa + \dot{\vartheta}) (x^* \cos \kappa - z^* \sin \vartheta(t) \sin \kappa)}{|x^*|^3} \\
&\quad \left( 3 \omega \alpha \sin \kappa (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t)) \sin \kappa (x^* \cos \vartheta(t) + y^* \sin \vartheta(t)) + z^* \cos \kappa) y^* \right) \\
\frac{dz^*}{dt} &= \frac{4c^3}{3} \left( \tilde{\gamma}_1 \omega \sin \kappa \cos \kappa (x^* \sin \vartheta(t) - y^* \cos \vartheta(t)) \right) + \\
&\quad \frac{\tilde{\gamma}_2 (\omega \cos \kappa + \dot{\vartheta}) \sin \kappa (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t))}{|x^*|^3} \\
&\quad \left( 3 \omega \alpha \sin \kappa (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t)) \sin \kappa (x^* \cos \vartheta(t) + y^* \sin \vartheta(t)) + z^* \cos \kappa) z^* \right) \\
\end{align*}
\]

It is of interest to examine

\[
\frac{1}{2} \frac{d(|x^*|^2)}{dt} = x^* \cdot \frac{dx^*}{dt}. \tag{6.5}
\]

By design, the rotlet singularity offers no contribution to \( x^* \cdot \frac{dx^*}{dt} \). However, the stresslet singularity in (6.2) makes the rate of change of \(|x^*|^2\) in the far field

\[
\frac{d(|x^*|^2)}{dt} = \frac{8c^3 \omega \alpha \sin \kappa (e^*_y \cdot x^*) (e^*_z \cdot x^*)}{3 |x^*|^3} \tag{6.6}
\]

and non-zero at leading order.

6.1. Trajectory property scaling

The velocity field decays like \(|x^*|^{-2}\) in the far field as provided by singularities at leading order in (6.2). This is demonstrated in Figure 18. The magnitude of the three dimensional velocity field is measured in the lab frame for \( y^* = 0 \) and \( z^* = CH \) as \( x^* \) increases. This figure shows speed for the exact solution and the far field expansion near the cone structure and a log-log plot of each system for larger \( x^* \) compared to \(|x^*|^{-2}\) scaling.
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Figure 18. Speed as a function of $x^*$ for the exact velocity field when cone angle $\kappa = 30^\circ$, eccentricity $e = 0.95$, $y^* = 0$, and $z^* = CH$ compared to the speed of the far field velocity field in (6.2). The left plot shows the comparison near the cone structure while the right plot shows a log-log plot of speed for larger $x^*$. The log-log plot demonstrates the $|x^*|^{-2}$ scaling behavior.

The far field system does not easily predict the scaling of trajectory properties analytically. Figure 19 provides a numerical sample of the scaling of polar amplitude, the angle traveled, vertical fluctuation, and arclength when the cone angle $\kappa = 30^\circ$ and eccentricity $e = 0.95$. The properties in these figures are measured on trajectories after a single spheroid revolution for $y_0 = 0$ and $z_0 = CH$ as $x^*$ increases. However, for arbitrary cone angle $\kappa$ and spheroid eccentricity $e$, it can be numerically shown that for $|x^*| \gg 1$,

$$\text{Polar amplitude} \sim |x^*|^{-2}, \quad \text{Angle traveled} \sim |x^*|^{-3}, \quad (6.7)$$

$$\text{Vertical fluctuation} \sim |x^*|^{-2}, \quad \text{Arclength} \sim |x^*|^{-2}. \quad (6.8)$$

The $|x^*|^{-3}$ decay of angle traveled is consistent with the $|x^*|^{-2}$ decay of arc length by definition of arc length as radius times angle.

6.2. Farfield small cone angle $\kappa$ limit

Consider an expansion of the far field velocity field in the lab frame in (6.2) for small cone angle $\kappa$. Retaining only $O(\kappa)$ terms yields

$$\frac{dx^*}{dt} = v_0(x^*) + \kappa v_1(x^*, t) \quad (6.9)$$

$$= \frac{4c^3\gamma_2 \omega}{3|x^*|^3} \left( \begin{array}{c} -y^* \\ x^* \\ 0 \end{array} \right) +$$

$$\kappa \left[ \frac{4c^3(\gamma_2 - \gamma_1) \omega}{3|x^*|^3} \left( \begin{array}{c} z^* \sin \vartheta(t) \\ -z^* \cos \vartheta(t) \\ -x^* \sin \vartheta(t) + y^* \cos \vartheta(t) \end{array} \right) +$$

$$\frac{4c^3\alpha \omega}{|x^*|^5} (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t)) z^* \left( \begin{array}{c} x^* \\ y^* \\ z^* \end{array} \right) \right]$$

for $|x| \gg 1$. At leading order, the far field velocity field is a single rotlet oriented in the positive $z^*$–direction as might be expected. Transforming to spherical polar coordinates,

$$x^* = r \cos \theta \sin \phi \quad (6.10)$$
$$y^* = r \sin \theta \sin \phi$$
$$z^* = r \cos \phi$$
Figure 19. Trajectory properties as a function of initial radius $r_0 = \sqrt{x_0^2 + y_0^2}$ for the exact velocity field when the cone angle $\kappa = 30^\circ$, eccentricity $e = 0.95$, $y_0 = 0$, and $z_0 = CH$ compared to those of the far field velocity field in (6.2). The left column shows the comparison near the cone structure while the right column shows a log-log plot of these properties for larger $r_0$. The log-log plot includes the scaling behavior of each property as a function of $r_0$. 
with \( 0 \leq \phi < \pi \) and \( 0 \leq \theta < 2\pi \), the system in (6.9) is rewritten as

\[
\begin{align*}
\frac{dr}{dt} &= \kappa \frac{2c^3\alpha}{r^2} \sin 2\phi \sin(\theta - \vartheta(t)) \\
\frac{d\phi}{dt} &= \kappa \frac{4c^3(\gamma_1 - \gamma_2)}{3r^2} \sin(\theta - \vartheta(t)) \\
\frac{d\theta}{dt} &= \frac{4c^3\gamma_2}{3r^2} \sin \phi + \kappa \frac{4c^3(\gamma_1 - \gamma_2)}{3r^2} \cos \phi \cos(\theta - \vartheta(t)).
\end{align*}
\]

Notice that the body frame of reference described in (4.9) of section 4 is obtained through the transformation \( \varphi = \theta - \vartheta(t) \) which is readily available in (6.11). In this reference frame, the averaging theorem (Sanders & Verhulst 1985) can be invoked to show that \( r \) and \( \phi \) stay within \( O(\kappa) \) of their initial values for (long) times of order \( O(1/\kappa) \). Notice further that an invariant \( r = \rho(\phi) \) exists for this system. In fact,

\[
\frac{dr}{dt} = \frac{d\rho}{d\phi} \frac{d\phi}{dt}
\]

and by inspection

\[
\frac{d\rho}{d\phi} = \frac{3\alpha}{2(\gamma_1 - \gamma_2)} \sin 2\phi
\]

so that

\[
r = \rho(\phi) = \frac{3\alpha}{4(\gamma_2 - \gamma_1)} \cos 2\phi + C.
\]

Rotational symmetry with respect to \( \varphi \) generates a surface when the constant of integration \( C \) is picked by the initial conditions \( r_0 \) and \( \phi_0 \). The invariant surface provides a reduction of the system by elimination of, say, \( \phi \) through

\[
\cos 2\phi = \frac{4(\gamma_2 - \gamma_1)}{3\alpha} (r - C).
\]

Away from initial conditions within a neighborhood of order \( \kappa \) around \( \phi_0 = 0, \pi/2 \), the sign of \( \sin 2\phi \) is fixed and thus, for \( \vartheta(t) = \omega t \), the far field small cone angle reduces to the \((r, \varphi)\) system

\[
\begin{align*}
\frac{dr}{dt} &= \kappa \omega \frac{2c^3\alpha}{r^2} S(r) C(r) \sin \varphi \\
\frac{d\varphi}{dt} &= \omega \left( -1 + \frac{4c^3\gamma_2}{3r^2} S(r) + \kappa \frac{4c^3(\gamma_2 - \gamma_1)}{3r^2} C(r) \cos \varphi \right),
\end{align*}
\]

with the notation

\[
S(r) \equiv \sqrt{\frac{1}{2} \left( 1 - \frac{4(\gamma_2 - \gamma_1)}{3\alpha} (r - C) \right)}, \quad C(r) \equiv \sqrt{\frac{1}{2} \left( 1 + \frac{4(\gamma_2 - \gamma_1)}{3\alpha} (r - C) \right)}.
\]

This system can be reduced by quadratures with an appropriate integrating factor. The function

\[
K = \int^{r} \left( \frac{-3s^2 + 4c^3\gamma_2 S(s)}{6c^3\alpha S(s) C(s)} \right) ds + \kappa \cos \varphi e^{\int_{s}^{r} \frac{2(\gamma_2 - \gamma_1)}{3\alpha s} ds} ds
\]

is invariant along solutions of system (6.18). This invariant evaluated at \( \varphi = 0, \pi \) (where
$dr/d\varphi = 0$ according to system (6.18)) yields an approximate expression for the (projected) epicycle amplitude as a function of the initial conditions $r_0$ and $\phi_0$,

$$a_e \simeq \frac{12c^3\alpha \left(S(r_0)\right)^2 C(r_0)}{3r_0^2 - 4c^3\bar{\gamma}S(r_0)}, \quad (6.18)$$

which shows explicitly the far field decay as $1/r_0^2$ by retaining the leading order of this expression for large $r_0$.

### 6.3. Farfield cylindrical radial limit

The limit of the exact velocity field as the cylindrical radius $\sqrt{x^*^2 + y^*^2} \to \infty$ in the lab frame provides

$$\frac{dx^*}{dt} = \frac{4\omega c^3}{3} \left( \frac{3\alpha \sin^2 \kappa (x^* \cos \vartheta + y^* \sin \vartheta)^2(\frac{-(x^* \sin \vartheta + y^* \cos \vartheta)}{(x^*^2 + y^*^2)^{3/2}})}{(x^*^2 + y^*^2)^{3/2}} \right) - \frac{y^*}{(x^*^2 + y^*^2)^{3/2}} \left( \frac{\bar{\gamma}_1 \sin^2 \kappa + \bar{\gamma}_2 \cos^2 \kappa}{(x^*^2 + y^*^2)^{3/2}} \right),$$

$$\frac{dy^*}{dt} = \frac{4\omega c^3}{3} \left( \frac{3\alpha \sin^2 \kappa (x^* \cos \vartheta + y^* \sin \vartheta)^2(\frac{-(x^* \sin \vartheta + y^* \cos \vartheta)}{(x^*^2 + y^*^2)^{3/2}})}{(x^*^2 + y^*^2)^{3/2}} \right) + \frac{x^*}{(x^*^2 + y^*^2)^{3/2}} \left( \frac{\bar{\gamma}_1 \sin^2 \kappa + \bar{\gamma}_2 \cos^2 \kappa}{(x^*^2 + y^*^2)^{3/2}} \right),$$

$$\frac{dz^*}{dt} = \frac{4\omega c^3}{3} \left( \frac{(\bar{\gamma}_1 - \bar{\gamma}_2) \sin \kappa \cos \kappa (x^* \sin \vartheta - y^* \cos \vartheta)}{(x^*^2 + y^*^2)^{3/2}} \right).$$

Transforming to cylindrical coordinates

$$x^* = r \cos \theta,$$

$$y^* = r \sin \theta,$$

$$z^* = z,$$

this system is rewritten as

$$\frac{dr}{dt} = 2\omega c^3 \alpha \sin^2 \kappa \frac{\sin 2\varphi}{r^2} \quad (6.19)$$

$$\frac{d\varphi}{dt} = \frac{4\omega c^3}{3} \left( -1 + \frac{\bar{\gamma}_1 \sin^2 \kappa + \bar{\gamma}_2 \cos^2 \kappa}{r^2} \right),$$

$$\frac{dz}{dt} = \frac{2\omega c^3}{3} \left( \frac{\bar{\gamma}_1 - \bar{\gamma}_2}{r^2} \right) \sin \kappa \cos \kappa \frac{\sin \varphi}{r^2} \quad (6.20)$$

through the change of variables $\varphi = \theta - \vartheta(t)$. Notice the invariant $r = r(\varphi)$ where by inspection

$$\frac{dr}{d\varphi} = \frac{3\alpha \sin^2 \kappa \sin 2\varphi}{2(-r^2 + \bar{\gamma}_1 \sin^2 \kappa + \bar{\gamma}_2 \cos^2 \kappa)} \quad (6.21)$$

This separable ordinary differential equation provides the invariant

$$\frac{2r^3}{3} - 2r (\bar{\gamma}_1 \sin^2 \kappa + \bar{\gamma}_2 \cos^2 \kappa) = \frac{3\alpha \sin^2 \kappa \cos 2\varphi}{2} + C. \quad (6.22)$$

By using the fact that for sufficiently large $r$ the left-hand side of this equation is monotonic increasing, the maximal excursion that the cylindrical radius can experience during the evolution governed by system (6.20) is determined by the maximal variation in
\( \varphi \) of the right-hand side. Thus, for large initial radial conditions \( r_0 \), by a simple application of the mean value theorem, the projected epicycle amplitude is approximately
\[
a_e \simeq \frac{3 \alpha \sin^2 \kappa}{2 r_0^2}.
\] (6.23)

7. An additional rotation

We have examined the motion of a body sweeping out a cone defined by the boundary conditions in (3.9). This motion has a “dark side of the moon” feature for which the surface of the spheroid interior to the cone swept by its long axis always remains on the interior. This constraint can removed by considering an additional rotation about the major axis as it sweeps out a cone. It turns out that practical experimental set-ups, for which the present free precessing spheroid is an idealization, can induce this extra rotation due to a combination of external forces (such as friction from the suspension point) and it is relevant to include its effects. This additional rotation can be imposed in the body frame of reference and the velocity field in the lab frame can be constructed with the transformations of section 3.1.

Recall the boundary conditions for the auxiliary problem defined by (3.5). The far field condition can be expressed as
\[
R_T^a \kappa U(R \kappa x) = -\omega \sin \kappa (e_z \times x) - \omega \cos \kappa (e_x \times x).
\] (7.1)
where the velocity field
\[
v^1(x) = -\omega \sin \kappa (e_z \times x) - \\
\int_{-c}^{c} (c^2 - s^2) \left[ \alpha u_{SS}(x - s; e_x, e_y) + \tilde{\gamma}_1 u_R(x - s; e_z) \right] ds + \\
\beta \int_{-c}^{c} (c^2 - s^2) \frac{\partial}{\partial y} u_D(x - s; e_x) ds
\] (7.2a)
\[
v^2(x) = -\omega \cos \kappa (e_x \times x) - \tilde{\gamma}_2 \int_{-c}^{c} (c^2 - s^2) u_R(x - s, e_x) ds
\] (7.2b)
satisfies Stokes equations with
\[
\lim_{x \to \infty} v^1(x) = 0
\]
\[
\lim_{x \to \infty} v^2(x) = -\omega \sin \kappa (e_z \times x)
\] (7.3a)
\[
\lim_{x \to \infty} v^1(x) = 0
\]
\[
\lim_{x \to \infty} v^2(x) = -\omega \cos \kappa (e_x \times x)
\] (7.3b)
with, again, \( x_0 \) on the boundary of the spheroid in the body frame of reference given by (3.1).

An additional rotation of rate \( \dot{\sigma} \) on the spheroid in the lab frame can be constructed through the solution to the boundary value problem
\[
v(x_0) = V(x_0) \\
= \dot{\sigma} (e_x \times x_0)
\] (7.4)
\[
\lim_{x \to \infty} v(x) = R_T^a U(R \kappa x).
\]
The solution to Stokes equations which satisfies

\[ \mathbf{u}(x_0) = 0 \]
\[ \lim_{x \to \infty} \mathbf{u}(x) = R^T \mathbf{U}(R \kappa x) . \]

has been determined in (3.14). By examining the velocity field \( \mathbf{v}_2 \) in (7.2b) and (7.3b), it is clear that

\[ \mathbf{v}(x) = \hat{\sigma} \int_{-c}^{c} (c^2 - s^2) \mathbf{u}_R(x - s, e) \, ds \]

satisfies

\[ \mathbf{v}(x_0) = \hat{\sigma} (e \times x_0) \]
\[ \lim_{x \to \infty} \mathbf{v}(x) = 0 \]

and, hence,

\[ \mathbf{v}(x) = \tilde{\mathbf{v}}(x) + \mathbf{u}(x) \]
\[ = -\omega \sin \kappa (e_x \times x) - \omega \sin \kappa (e_x \times x) + \]
\[ \omega \cos \kappa \int_{-c}^{c} (c^2 - s^2) \frac{\partial}{\partial y} \mathbf{u}_D(x - s; e_x) \, ds + \]
\[ \omega \beta \cos \kappa \int_{-c}^{c} (c^2 - s^2)^2 \frac{\partial}{\partial y} \mathbf{u}_D(x - s; e_x) \, ds + \]
\( (\omega \cos \kappa + \dot{\sigma}) \tilde{\gamma} \int_{-c}^{c} (c^2 - s^2) u_R(x, s, e_x) \, ds \) \tag{7.8}

is the appropriate body frame velocity field.

Reconsider the transformations \( R_\kappa \) and \( R_\theta \) in section 3.1 which tilted the spheroid and made the body rotate around the vertical axis. Applying these transformations in the same manner shows that the velocity field

\[
v^*(x^*) = U(x^*) + R_\theta R_\kappa v(R^T_\kappa R^T_\theta x^*) \tag{7.9}
\]

can be constructed satisfying the boundary conditions

\[
\lim_{x^* \to \infty} v^*(x^*) = 0 \tag{7.10}
\]

where \( U(x) = \omega (y, -x, 0) \) as before and

\[
V^*(x^*) = R_\theta R_\kappa V(R^T_\kappa R^T_\theta x^*)
\]

\[
= \dot{\sigma} \begin{pmatrix} -y^* \cos \kappa + z^* \sin \kappa \sin \vartheta(t) \\ x^* \cos \kappa - z^* \sin \kappa \cos \vartheta(t) \\ \sin \kappa (-x^* \sin \vartheta(t) + y^* \cos \vartheta(t)) \end{pmatrix}. \tag{7.11}
\]

A discussion of Euler angles and general rigid body motions in Appendix E shows that the boundary value problem in (7.4) is the correct one to consider before a transformation to the lab frame is applied, in order to model an added rotation of the spheroid about its major axis as it sweeps out a cone.

A comparison between trajectories with and without this additional rotation is shown in Figure 20 for cone angle \( \kappa = 45^\circ \) and eccentricity \( e = 0.95 \) after 20 spheroid revolutions when the axial rotation rate \( \dot{\sigma} = 2\omega \) is twice the rotation rate of cone-sweeping. This figure also shows the corresponding trajectories in the body frame through the transformation in (4.8). These closed orbits generate the lab frame motion.

8. Conclusion and Discussion

We have presented a detailed study of the exact low Reynolds number hydrodynamic motion induced by a prolate spheroid sweeping a symmetric double cone, with and without secondary body spin. This fluid flow exhibits strong three dimensionality, spheroid geometry dependence, and Lagrangian trajectories characterized by orbits and epicycles. Typically, outside the cone structure, these orbits are characterized by slow orbits, and fast epicycles roughly commensurate with the rod rotation rate, while inside and near the cone structure, the behavior is more complicated. By appealing to a generator written in the body frame coordinates, the motion can be recognized as autonomous, and in all cases studied, the orbits close. Numerical results from integrating the particle motion induced by this exact mathematical solution show the possibility of a three dimensional separatrix in the body frame coordinate system. Detailed numerical studies present a spatial mapping of the behavior of the Lagrangian trajectories as characterized by their epicycle size, angle travelled, vertical fluctuation, and arc length. We have additionally found an invariant at far field and small cone angles which reduces the particle motion equations to a two dimensional, steady, nonlinear perturbation of the flow induced by a single steady rotlet. Lastly, the affect of an independent spin of the spheroid as it rotates was developed and assessed. It is seen that this additional spin can dramatically increase vertical fluctuation in the Lagrangian trajectories.
These studies directly tie into the observation of particle motion in actuated nano-scale fluidics, where controlled actuation of nano-rods using a magnetic force microscope has induced similar motion as the spheroids studied in the present manuscript, and additionally those studies have seen similar epicycle and orbit trajectories of micron and sub-micron scale beads (Jing 2006; Fisher et. al. 2006). Those microscopic observations of the tracer motion are often affected by uncertainties caused by numerous factors, including the wavelength of visible light which makes direct visible observation of the nano-scale rods difficult in vivo. (Moreover, presently the types of observations possible with the obstruction imposed by the magnetic force microscope makes three dimensional imaging extremely difficult.) Even without the complexities associated with random thermal effects on these scales, these uncertainties could be greatly reduced by the availability of accurate predictive hydrodynamic theory for these geometries. For example, the presence of a strong “sweet spot” in the polar amplitude of the Lagrangian trajectories just below the cone height could be used to supply missing experimental information, either about the detailed rod and cone geometry, or about the relative height of the tracers relative to the cone height. This sort of diagnostic tools are anticipated to be useful in the developing fields of nano-fluidics.

While informative, the exact solution and its analysis presented here have numerous limitations that elicit further exploration. Firstly, spinning rod experiments typically involve a no-slip floor at which the rod is frictionally attached. This can cause non-negligible effects. The frictional contact of the base point can be anticipated to induce an additional spin of the body around its major axis such as the independent spin we have incorporated in section 7. Unfortunately, the presence of the floor also modifies the boundary condition, and exact solutions for rotating spheroids above flat planes are surely much more difficult. Part 2 will present a slender body theory we have developed using image charges introduced by Blake (1971), with which we are presently validating table top and the nano-scale spinning rod experiments. The behavior of fluid particles in the free space and half-space problems is qualitatively similar, but important quantitative differences caused by the no-slip floor do emerge. Lastly, the effects of thermal Brownian motion are expected to give rise to very interesting differences in the Lagrangian trajectories. With the technological advances allowing for controlled motion of bodies on nano-scales, there is the strong potential for new measurements giving improved understanding of fluctuating hydrodynamic systems. The availability of exact, or asymptotic, deterministic hydrodynamic solutions merely scratches the surface of new phenomena anticipated on such small scales.
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Appendix A. Singularity theory

Determining solutions for Stokes flow is difficult in general for arbitrary boundary conditions. One analytical method available for obtaining solutions is singularity theory (Batchelor 1970b; Chwang & Wu 1975; Kim 1986; Pozrikidis 1997; Wu 1978). The basis is to construct solutions to particular boundary value problems by superposition of fundamental solutions. Fundamental solutions are found by solving Stokes equations

\[
\mu \nabla^2 u + f = \nabla p
\]  
\[
\nabla \cdot u = 0
\]  

(A 1)

which are singularly forced by \( f \) in an unbounded fluid. The superposition is constructed so that the boundary conditions are satisfied either exactly or approximately. The difficulty in the method lies in choosing the correct combination of fundamental solutions and their spatial distributions.

The primary fundamental solution to Stokes equations is the Stokeslet. The Stokeslet is associated to the singular point force \( f_s = 8\pi\mu\alpha \delta(x) \) applied, here, at the origin where \( \delta(x) \) is the three-dimensional Dirac delta-function. The vector \( \alpha \) characterizes the Stokeslet strength in magnitude and direction. The Stokeslet velocity field is given as

\[
u_s(x; \alpha) = \frac{\alpha}{|x|} + \frac{(\alpha \cdot x)x}{|x|^3} 
\]  

(A 2)

Since the Stokes equations are linear, any derivative of the Stokeslet solution is also a fundamental solution. Hence, higher order fundamental solutions to the Stokes equations can be obtained through differentiation of \( u_s \) and \( p_s \). The corresponding fundamental singularity is found as that same derivative of \( f_s \). The Stokes doublet is such a higher order singularity and its velocity field is defined by

\[
u_{SD}(x; \alpha, \beta) = (\beta \cdot \nabla) u_s(x; \alpha)
\]  
\[
= \frac{(\alpha \times \beta) \times x}{|x|^3} - \frac{(\alpha \cdot \beta)x}{|x|^3} + \frac{3(\alpha \cdot x)(\beta \cdot x)}{|x|^5}. 
\]  

(A 3)

This singularity can be further decomposed to form additional solutions. For example, the symmetric component of the Stokes doublet with respect to its strengths gives a fundamental solution known as the stresslet. The stresslet velocity field is given as

\[
u_{SS}(x; \alpha, \beta) = \frac{1}{2} \left( \nu_{SD}(x; \alpha, \beta) + \nu_{SD}(x; \beta, \alpha) \right)
\]  
\[
= -\frac{(\alpha \cdot \beta)x}{|x|^3} + \frac{3(\alpha \cdot x)(\beta \cdot x)}{|x|^5}. 
\]  

(A 4)

Further, the antisymmetric component of the Stokes doublet is a singularity known as the rotlet. The rotlet velocity field is found to be

\[
u_R(x; \gamma) = \frac{1}{2} \left( \nu_{SD}(x; \alpha, \beta) - \nu_{SD}(x; \beta, \alpha) \right)
\]  
\[
= \frac{\gamma \times x}{|x|^3} 
\]  

(A 5)
Another fundamental solution which plays a role in low Reynolds number flows is the point-source dipole. It is constructed by considering an irrotational velocity field and its associated scalar potential

$$\nabla \cdot \mathbf{u} = \delta(\mathbf{x}) \quad (A\,7)$$

located, here, at the origin. The scalar potential is then given as the fundamental solution of the Laplacian and the associated point-source dipole velocity field is found as

$$\mathbf{u}_D(\mathbf{x}; \eta) = \nabla \left( \nabla \cdot \frac{\eta}{|\mathbf{x}|} \right) = -\frac{\eta}{|\mathbf{x}|^3} + \frac{3(\eta \cdot \mathbf{x}) \mathbf{x}}{|\mathbf{x}|^5}. \quad (A\,8)$$

The point-source dipole pressure field is constant. Again, derivatives of the point-source dipole are also fundamental solutions.

**Appendix B. From the body to the lab frame**

Let $\mathbf{x}_0$ lie on the boundary of the spheroid $\partial \psi$ in (3.1) which is centered about the origin lying on the $x$-axis. Suppose we can obtain the velocity field $\mathbf{u}(\mathbf{x})$ whose solution satisfies

$$\mathbf{u}(\mathbf{x}_0) = 0 \quad \lim_{|\mathbf{x}| \to \infty} \mathbf{u}(\mathbf{x}) = \omega(y, -x, 0). \quad (B\,1)$$

As mentioned in section 3.1, the solution to this boundary value problem is one in which the spheroid is fixed in a rotating background flow $\mathbf{U}(\mathbf{x}) = \omega(y, -x, 0)$. Further suppose we are interested in the fluid motion induced by a body rotating in a fluid which is otherwise at rest.

Consider a spheroid lying in the $(x, y)$ plane and sweeping out a circle rather than a double cone. That is, let the cone angle $\kappa = \pi/2$. Suppose the boundary of the body is rotating by an angle $\psi(t)$. Then, at each instance of time $t$, the spheroid is found at

$$\frac{(x \cos \psi(t) - y \sin \psi(t))^2}{a^2} + \frac{(x \sin \psi(t) + y \cos \psi(t))^2 + z^2}{b^2} = 1. \quad (B\,2)$$

This is obtained by observing that each point on $\partial \psi$ is rotated by the unsteady orthogonal transformation

$$R_\psi = \begin{pmatrix} \cos \psi(t) & -\sin \psi(t) & 0 \\ \sin \psi(t) & \cos \psi(t) & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (B\,3)$$

Define $\mathbf{x}'(t) = R_\psi(t)\mathbf{x}$. Then the velocity field in the rotated $\mathbf{x}'$-coordinate system becomes

$$\mathbf{u}'(\mathbf{x}') = \frac{d\mathbf{x}'}{dt} = \frac{d(R_\psi \mathbf{x})}{dt} \bigg|_{\mathbf{x}=R_\psi^2 \mathbf{x}'}$$
A rod spinning in a viscous fluid. Part I

\[ \dot{\mathbf{x}} = \left( \mathbf{R}_0 \mathbf{x} + \mathbf{R}_0 \frac{d\mathbf{x}}{dt} \right) \bigg|_{x=R_0^T x'} = \mathbf{R}_0 \mathbf{R}_0^T \dot{x}' + \mathbf{R}_0 \mathbf{u}(\mathbf{R}_0^T \dot{x}') = -\mathbf{U}(x') + \mathbf{R}_0 \mathbf{u}(\mathbf{R}_0^T \dot{x}') \]  

(B 4)

Hence, for \( x_0' \) on the boundary of this moving spheroid \( \partial \vartheta' \) defined in (B 2),

\[ \mathbf{u}'(x_0') = \omega \begin{pmatrix} -y', x', 0 \end{pmatrix} \]

\[ \lim_{x' \to \infty} \mathbf{u}'(x') = 0 \]  

(B 5)

by design of \( \mathbf{u}(x) \) in (B 1). Thus the velocity field \( \mathbf{u}'(x') \) in the lab frame is found simply as a transformation of the body frame velocity field \( \mathbf{u}(x) \) and \( \mathbf{u}'(x') \) becomes the velocity field due to a spheroid sweeping out a circle in the \( x'-y' \) plane in a fluid which is otherwise at rest.

To obtain the sweeping a double cone motion, we must consider tilting the body, say in the \((x, z)\) plane, before moving to the rotating lab frame. Consider the boundary conditions examined by Chwang & Wu (1975) in (B 1) but, instead, for a tilted body fixed in a background rotating flow. The boundary of a spheroid tilted in the \((x, z)\) plane by an angle \( \kappa \) from the \( z \)-axis is given as

\[ \frac{(x \sin \kappa - z \cos \kappa)^2}{a^2} + \frac{y^2}{b^2} + \frac{(x \sin \kappa + z \cos \kappa)^2}{c^2} = 1. \]  

(B 6)

This is obtained by observing that each point on \( \partial \vartheta' \) is tilted by the steady orthogonal transformation

\[ R_\kappa = \begin{pmatrix} \sin \kappa & 0 & -\cos \kappa \\ 0 & 1 & 0 \\ \cos \kappa & 0 & \sin \kappa \end{pmatrix}. \]  

(B 7)

Note that this transformation provides no moving boundary.

Define \( \bar{x} = R_\kappa x \). Then the velocity field in the tilted \( \bar{x} \)-coordinate system becomes

\[ \bar{\mathbf{u}}(\bar{x}) = \left. \frac{d\bar{x}}{dt} \right|_{x=R_\kappa \bar{x}} = R_\kappa \mathbf{u}(R_\kappa \bar{x}). \]  

(B 8)

By constructing a velocity field \( \mathbf{u}(x) \) which satisfies

\[ \mathbf{u}(x_0) = 0 \]

\[ \lim_{x \to \infty} \mathbf{u}(x) = R_\kappa^T \mathbf{U}(R_\kappa x), \]  

(B 9)

where \( x \) is defined in the body frame with the spheroid lying the axis, it is readily obtained, through (B 8), that for \( \bar{x}_0 \) on the boundary of this tilted spheroid \( \partial \vartheta \) defined in (B 6),

\[ \bar{\mathbf{u}}(\bar{x}_0) = 0 \]

\[ \lim_{\bar{x} \to \infty} \bar{\mathbf{u}}(\bar{x}) = \mathbf{U}(\bar{x}). \]  

(B 10)

Hence \( \bar{\mathbf{u}}(\bar{x}) \) describes the velocity field due to a body tilted in the \( \bar{x} - \bar{z} \) plane fixed in a rotating background flow, and, more specifically, fixed in a rotation of the \( \bar{x} - \bar{y} \) plane.
The far field boundary condition provided by (B 9) is the appropriate one for such a fluid motion.

Recall that the goal is to obtain the fluid motion due to a tilted spheroid which rotates according to the boundary conditions given in (B 5). We would like to accomplish this goal by utilizing the solution strategy initiated in the body frame by Chwang & Wu (1975). To do so, we adopt the following procedure:

1. **In the body frame:**
   Solve the boundary value problem in (B 9). This provides the fluid motion due to a spheroid lying on the \( x \)-axis embedded in the far field rotation \( R_{T\kappa}U(R_\kappa x) \).

2. **Transform the body frame:**
   Apply the steady transformation \( R_{\kappa} \). This provides the fluid motion due to a tilted spheroid embedded in the rotation of a plane. This rotation is more specifically \( U(x) = \omega(y, -x, 0) \).

3. **Move to the lab frame:**
   Apply the unsteady transformation \( R_{\vartheta} = R_{\vartheta}(t) \). This provides the fluid motion due to a tilted spheroid rotating in a fluid otherwise at rest. The resulting boundary condition for a spheroid which sweeps out a double cone is provided in (B 5).

This strategy is more precisely defined by considering the transformation \( x^*(t) = R_\vartheta R_\kappa x \). At each instance of time \( t \), this change of variables places the tilted rotating spheroid at

\[
\frac{(x \sin \kappa - z \cos \kappa) \cos \vartheta(t) - y \sin \vartheta(t)}{a^2} + \frac{(x \sin \kappa - z \cos \kappa) \sin \vartheta(t) + y \cos \vartheta(t)}{b^2} + (x \cos \kappa + z \sin \kappa)^2 = 1. \tag{B 11}
\]

Assuming we can solve the boundary value problem in Step 1, the velocity \( u^*(x^*) \) in the lab frame is found with the formulation of (B 4) in mind. That is, the velocity field in the \( x^* \)-coordinate system becomes

\[
u^*(x^*) = \frac{dx^*}{dt} = \frac{d(R_\vartheta R_\kappa x)}{dt} \bigg|_{x=R_{T\kappa}R_{T\vartheta}x^*} = -U(x^*) + R_\vartheta R_\kappa u(R_{T\vartheta}^T R_{T\kappa}^T x^*). \tag{B 12}
\]

Let \( x^*_0 \) lie on the boundary of the tilted rotating body \( \partial R^* \) in (B 11). The construction of a solution to Stokes equations which satisfies the boundary conditions

\[
\lim_{x^* \to \infty} u^*(x^*) = 0 \quad \text{and} \quad \lim_{x^* \to x^*_0} u^*(x^*) = U^*(x^*_0) \tag{B 13}
\]

is verified through the definition in (B 12) and the boundary conditions imposed on \( u(x) \).
Appendix C. Singularity distribution

Define \( e_x = (1, 0, 0), e_y = (0, 1, 0), \) and \( e_z = (0, 0, 1) \) to be basis elements of \( \mathbb{R}^3 \). Let \( x_0 \) lie on the boundary of the spheroid in (3.1) which is centered at the origin lying on the \( x \)-axis. Then the velocity fields which satisfy \( u^i(x_0) = 0 \) for \( i = 1, 2, 3 \) and

\[
\lim_{x \to \infty} u^1(x) = \omega y \sin \kappa \ e_x \quad \text{(C1a)}
\]

\[
\lim_{x \to \infty} u^2(x) = -\omega x \sin \kappa \ e_y \quad \text{(C1b)}
\]

\[
\lim_{x \to \infty} u^3(x) = \omega z \cos \kappa \ e_y \quad \text{(C1c)}
\]

are provided by Chwang & Wu (1975) as

\[
u^1(x) = \omega \sin \kappa \left( y \ e_x + \int_{-c}^{c} (c^2 - s^2)^2 \left[ \alpha_1 u_{SS}(x-s; e_x, e_y) + \gamma_1 u_R(x-s; e_z) \right] ds + \beta_1 \int_{-c}^{c} (c^2 - s^2)^2 \frac{\partial}{\partial y} u_D(x-s; e_x) ds \right)
\]

\[
u^2(x) = \omega \sin \kappa \left( -x \ e_y + \int_{-c}^{c} (c^2 - s^2)^2 \left[ \alpha_2 u_{SS}(x-s; e_x, e_y) + \gamma_2 u_R(x-s; e_z) \right] ds + \beta_2 \int_{-c}^{c} (c^2 - s^2)^2 \frac{\partial}{\partial y} u_D(x-s; e_x) ds \right)
\]

\[
u^3(x) = \omega \cos \kappa \left( z \ e_y + \int_{-c}^{c} (c^2 - s^2)^2 \left[ \alpha_3 u_{SS}(x-s; e_y, e_z) + \gamma_3 u_R(x-s; e_x) \right] ds + \beta_3 \int_{-c}^{c} (c^2 - s^2)^2 \frac{\partial}{\partial z} u_D(x-s; e_y) ds \right)
\]

with

\[
\gamma_1 = \frac{(1 - e^2)}{-2e + (1 + e^2) \log \left( \frac{1+e}{1-e} \right)}
\]

\[
\alpha_1 = \frac{4e^2}{1 - e^2} \beta_1 = \frac{2e^2 \gamma_1 \left(-2e + \log \left( \frac{1+e}{1-e} \right) \right)}{2e(2e^2 - 3) + 3(1 - e^2) \log \left( \frac{1+e}{1-e} \right)}
\]

\[
\gamma_2 = \frac{1}{-2e + (1 + e^2) \log \left( \frac{1+e}{1-e} \right)}
\]

\[
\alpha_2 = \frac{4e^2}{1 - e^2} \beta_2
\]
\[
\begin{align*}
\gamma_2 &= \frac{e^2 \gamma_2 \left( -2e + (1 - e^2) \log \left( \frac{1+e}{1-e} \right) \right)}{2e(2e^2 - 3) + 3(1 - e^2) \log \left( \frac{1+e}{1-e} \right)} \\
\gamma_3 &= \frac{1 - e^2}{2(2e - (1 - e^2) \log \left( \frac{1+e}{1-e} \right))} \\
\alpha_3 &= \frac{4e^2 - \beta_3}{1 - e^2} \\
\alpha_3 &= \frac{2e(2e - (1 - e^2) \log \left( \frac{1+e}{1-e} \right))}{2e(5e^2 - 3) + 3(1 - e^2)^2 \log \left( \frac{1+e}{1-e} \right)}. \tag{C.3}
\end{align*}
\]

The required singularities to solve these boundary value problems are the stresslet \(u_{SS}\), the rotlet \(u_R\), and a derivative of the point-source dipole \(u_D\). A description of these fundamental solutions is provided in Appendix A.

Chwang & Wu (1975) did not provide the explicit singularity distribution for \(u^4(x)\) which satisfies

\[
\begin{align*}
\lim_{x \to \infty} u^4(x) &= -\omega y \cos \kappa e_z. \tag{C.4}
\end{align*}
\]

This solution is provided as a transformation of \(u^3(x)\) of the form \(y \leftrightarrow z\).

Examine the singularities which comprise the solution of \(u^3(x)\) and note, from Appendix A, that the stresslet and point-source dipole singularities satisfy, respectively,

\[
\begin{align*}
\frac{\partial}{\partial y} u_D(x; e_z; e_x) &= -\frac{\partial}{\partial z} u_D(x; e_y; e_x). \tag{C.5}
\end{align*}
\]

Recall from the same appendix, that the rotlet singularity is defined as

\[
\begin{align*}
u_R(x; \gamma) &= \frac{\gamma \times x}{|x|^3} \tag{C.6}
\end{align*}
\]

where \(\gamma = \alpha \times \beta\). Thus transforming the rotlet singularity \(u_R(x - s; e_x)\) in \(u^3(x)\) requires that one recall that the rotlet is a fundamental solution dependent on two directions. Hence

\[
\begin{align*}
u_R(x - s; e_x) &\equiv u_R(x - s; e_y; e_z) \tag{C.7}
\end{align*}
\]

is transformed to

\[
\begin{align*}
u_R(x - s; e_x; e_y) &\equiv -u_R(x - s; e_x) \tag{C.8}
\end{align*}
\]

and the velocity field for a prolate spheroid held fixed in a flow which is in the \(z\) direction and sheared in the \(y\) direction with the free stream velocity \(-\omega y \cos \kappa e_z\) is

\[
\begin{align*}
u^4(x) &= \omega \cos \kappa \left( -y e_z + \int_{-c}^{c} (c^2 - s^2) \left[ \alpha_4 u_{SS}(x - s; e_y; e_z) + \gamma_4 u_R(x; e_z) \right] ds + \beta_4 \int_{-c}^{c} (c^2 - s^2)^2 \frac{\partial}{\partial z} u_D(x - s; e_y) ds \right) \tag{C.9}
\end{align*}
\]
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where

\[
\gamma_4 = \gamma_3 = \frac{1 - e^2}{2(2e - (1 - e^2) \log \left(\frac{1 + e}{1 - e}\right))}
\]

\[
\alpha_4 = - \alpha_3 = - \frac{4e^2}{1 - e^2} \beta_3
\]

\[
= \frac{4e^2}{1 - e^2} \beta_4
\]

\[
= \frac{2e^2 (1 - e^2)}{2e(3 - 5e^2) - 3(1 - e^2)^2 \log \left(\frac{1 + e}{1 - e}\right)}.
\]

This is verified by Leiterman (2006) where the Stokes velocity solution \(u^4(x)\) defined by

\[
(C 4)
\]

is provided as the solution to an integral equation evaluated along the boundary of the spheroid

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{b^2} = 1 \quad (a > b)
\]

held fixed in the far field shear flow \(-\omega y \cos \kappa e_z\).

Appendix D. Integrals in closed form

The singularity distribution for the velocity field in (3.14) involves integrals of the stresslet \(u_{SS}\), rotlet \(u_R\) and a derivative of the point-source dipole \(u_D\) which have closed algebraic and logarithmic forms. The basic fundamental solutions mentioned are described in Appendix A. The integrals involving these singularities required for the construction of (3.14) are tabulated below. Let \(s = (s, 0, 0), e_x = (1, 0, 0), e_y = (0, 1, 0), e_z = (0, 0, 1)\). Define

\[
r^2 = x^2 + y^2 + z^2
\]

\[
r_s^2 = y^2 + z^2.
\]

Stresslet Distribution

\[
\int (c^2 - s^2) u_{SS}(x - s; e_x, e_y) \, ds = \int \frac{3(x - s) y(c^2 - s^2)}{((x - s)^2 + y^2 + z^2)^{5/2}} \begin{pmatrix} x - s \\ y \\ z \end{pmatrix} ds
\]

(1)

\[
\int \frac{3(x - s)^2 y(c^2 - s^2)}{((x - s)^2 + r_s^2)^{5/2}} ds = \frac{y(-c^2(x - s)^3 + x r_s^4 + 3xs^2(x^2 - 3r_s^2) + s^3(-x^2 + 4r_s^2) + 3s(-x^4 + r_s^4))}{r_s^2 ((x - s)^2 + r_s^2)^{3/2}} - 3y \log \left| (x - s) - \sqrt{(x - s)^2 + r_s^2} \right|
\]

(2)
\[ R. Camassa, T. J. Leiterman, and R. M. McLaughlin \]

\[ \int \frac{3(x-s)y(x^2-s^2)}{(x-s)^2 + r_s^2} \left( \begin{array}{c} y \\ z \end{array} \right) ds = \int \frac{(c^2-s^2)}{(x-s)^2 + y^2 + z^2} \left( \begin{array}{c} -y \\ x-s \\ 0 \end{array} \right) ds \quad (D 4) \]

\[ \text{Rotlet Distributions} \]

\[ \int (c^2-s^2) u_R(x-s; e_z) ds = \int \frac{(c^2-s^2)}{(x-s)^2 + y^2 + z^2} \left( \begin{array}{c} -y \\ x-s \\ 0 \end{array} \right) ds \quad (D 5) \]

\[ \int (c^2-s^2) u_R(x-s; e_x) ds = \int \frac{(c^2-s^2)}{(x-s)^2 + y^2 + z^2} \left( \begin{array}{c} 0 \\ -z \\ y \end{array} \right) ds \]

\[ \int \frac{(c^2-s^2)(x-s)}{(x-s)^2 + r_s^2} \left( \begin{array}{c} y \\ z \end{array} \right) ds = \frac{c^2 + s^2 - 4sx + 2r^2}{\sqrt{(x-s)^2 + r_s^2}} + 2x \log \left| (x-s) - \sqrt{(x-s)^2 + r_s^2} \right| \quad (D 6) \]

\[ \int \frac{(c^2-s^2)}{(x-s)^2 + r_s^2} \left( \begin{array}{c} y \\ z \end{array} \right) ds = \left[ \frac{-c^2(x-s) + s(-x^2 + r_s^2) - xr^2}{r_s \sqrt{(x-s)^2 + r_s^2}} - \log \left| (x-s) - \sqrt{(x-s)^2 + r_s^2} \right| \right] \left( \begin{array}{c} y \\ z \end{array} \right) \quad (D 7) \]

\[ \text{Point-source Quadrupole Distribution} \]

\[ \int (c^2-s^2)^2 \frac{\partial}{\partial y} u_D(x-s; e_x) ds = \int \frac{3(c^2-s^2)^2}{((x-s)^2 + y^2 + z^2)^5/2} \left( \begin{array}{c} y \\ x-s \\ 0 \end{array} \right) ds - \int \frac{15(c^2-s^2)^2(x-s)y}{((x-s)^2 + y^2 + z^2)^7/2} \left( \begin{array}{c} x-s \\ y \\ z \end{array} \right) ds \quad (D 8) \]

\[ \int \frac{3(c^2-s^2)^2(x-s)}{((x-s)^2 + r_s^2)^5/2} ds = \int \frac{(c^4-3c^2s^2)2(r_s^2 - 4s^2x(x^2 - 7r_s^2) + 4r^4(x^2 - 2r_s^2) - 12sx(x^4 - 2x^2r_s^2 - 3r_s^4))}{r_s^2((x-s)^2 + r_s^2)^{3/2}} \]

\[ + \frac{12s^2(x^4 - 4x^2r_s^2 - r_s^4) + 2c^2(2s^3x + 6sx^2 - 2r^4 - 3s^2(x^2 + r^2))}{r_s^2((x-s)^2 + r_s^2)^{3/2}} \quad (D 9) \]
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\[ -12x \log \left| (x - s) - \sqrt{(x - s)^2 + r_s^2} \right| \]

(2)

\[ \int \frac{3(c^2 - s^2)^2y}{((x - s)^2 + r_s^2)^{7/2}} ds = \]

\[ -c^4(x - s)(2(x - s)^2 + 3r_s^2) + 3s(2x^6 + 7x^4r_s^2 + 4x^2r_s^4 - r_s^6) + 2s^3(x^4 + 3x^2r_s^2 - 2r_s^4) \]

- \[ 6s^2x^3(x^2 + 3r_s^2) + x^4(2x^2 + 5r_s^2) + 2c^2(6sx^2r_s^2 - 2x^4 + (s^3 - 3s^2x)(x^2 + r_s^2)) \]

\[ + 3y \log \left| (x - s) - \sqrt{(x - s)^2 + r_s^2} \right| \]

(3)

\[ \int \frac{-15(c^2 - s^2)^2(x - s)^2 y \ ds}{((x - s)^2 + r_s^2)^{7/2}} = \]

\[ y(2c^2(x - s)(c^2 - 2x^2 - 3r_s^2) + (x - s)(2x^4 + 18x^2r_s^2) + 23sx^4 + 37x^2r_s^2) \]

\[ + \frac{3y(c^4(s - x) + s(x^4 - 6sx^2r_s^2 + r_s^4) - x^4 - 2x^2r_s^2 - 3r_s^4)}{(x - s)^2 + r_s^2} - 2c^2(s(x^2 - r_s^2) - x^2) \]

\[ + \frac{y(c^4(s - x) + s(x^4 - 36sx^2r_s^2 + 11r_s^4) + x(-x^4 + 16x^2r_s^2 + 29r_s^4))}{(x - s)^2 + r_s^2} \]

\[ + \frac{y(2c^2(x^4 + 4r_s^2) + s(-x^2 + 6r_s^2))}{(x - s)^2 + r_s^2} + 15y \log \left| (x - s) - \sqrt{(x - s)^2 + r_s^2} \right| \]

(4)

\[ \int \frac{15(c^2 - s^2)^2(x - s) \ y \ \left( \begin{array}{c} y \\ z \end{array} \right) ds}{((x - s)^2 + y^2 + z^2)^{7/2}} = \]

\[ \left[ \frac{8x(x - s)(c^2 - x^2) - 12x(x - s)r_s^2 - 15r_s^4 - 30y^2z^2}{r_s^4 \sqrt{(x - s)^2 + r_s^2}} \right] \]

\[ - \frac{3(c^4 - 3x^4 - 2x^2r_s^2 + r_s^4 + 4sx(x^2 - r_s^2) + 2c^2(-2sx + r_s^2))}{(x - s)^2 + r_s^2} \]

\[ + \frac{2(-2x^3 - 3x^2r_s^2 + 5r_s^4 + 2sx(x^2 - 6r_s^2) + c^2(-2sx + 2x^2 + 5r_s^2))}{r_s^4 \ ((x - s)^2 + r_s^2)^{3/2}} \left( \begin{array}{c} y^2 \\ yz \end{array} \right) \]

Appendix E. Euler angles and an additional rotation

The boundary condition on the spheroid in (7.10) can more specifically be provided as

\[ \mathbf{U}^*(\mathbf{x}^*) + \mathbf{V}^*(\mathbf{x}^*) = \Omega \times \mathbf{x}^* \]

(E1)

where

\[ \Omega = \left( \begin{array}{c} \dot{\sigma} \sin \kappa \cos \vartheta(t) \\ \dot{\sigma} \sin \kappa \sin \vartheta(t) \\ \omega + \dot{\sigma} \cos \kappa \end{array} \right) \]

(E2)
is the angular velocity vector. General rigid body rotations can be specified through three Euler angles \( \phi_E, \theta_E, \psi_E \) (Goldstein 1950). The motion is provided in terms of three rotations:

1. Rotation through an angle \( \phi_E \) about the axis \( \hat{i}, \hat{j}, \hat{k} \).
2. Rotation through an angle \( \theta_E \) about the new \( \hat{i} \) axis \( \bar{i} \).
3. Rotation through an angle \( \psi_E \) about the new \( \hat{k} \) axis \( \hat{k}^* \).

The Euler angles specify the position of the body by providing three orthogonal directions \( \hat{i}^*, \hat{j}^*, \hat{k}^* \) defined relative to the body. This defines a body coordinate system and the description is shown in Figure 21. The orientation of the \( \hat{i}, \hat{j}, \hat{k} \) system relative to the \( \hat{i}^*, \hat{j}^*, \hat{k}^* \) system is completely determined by \( \phi_E, \theta_E, \psi_E \). The transformation from fixed coordinate system to the body coordinate system is provided by

\[
S = S_{\psi_E} S_{\theta_E} S_{\phi_E} 
\]

where

\[
S_{\phi_E} = \begin{pmatrix} \cos \phi_E & \sin \phi_E & 0 \\ -\sin \phi_E & \cos \phi_E & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad S_{\theta_E} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \theta_E & \sin \theta_E \\ 0 & -\sin \theta_E & \cos \theta_E \end{pmatrix}
\]

\[
S_{\psi_E} = \begin{pmatrix} \cos \psi_E & \sin \psi_E & 0 \\ -\sin \psi_E & \cos \psi_E & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

The angular velocity vector

\[
\Omega \equiv \begin{pmatrix} \Omega_1 \\ \Omega_2 \\ \Omega_3 \end{pmatrix}
\]

of the body relative to the axis \( \hat{i}, \hat{j}, \hat{k} \) is

\[
S^T \dot{S} = \begin{pmatrix} 0 & \Omega_3 & -\Omega_2 \\ -\Omega_3 & 0 & \Omega_1 \\ \Omega_2 & -\Omega_1 & 0 \end{pmatrix}
\]
and it can be expressed in terms of the rate of change of the Euler angles as

\[
\dot{\Omega} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \dot{\phi}_E + \begin{pmatrix} \cos \phi_E \\ \sin \phi_E \\ 0 \end{pmatrix} \dot{\theta}_E + \begin{pmatrix} -\sin \theta_E \sin \phi_E \\ \sin \theta_E \cos \phi_E \\ \cos \theta_E \end{pmatrix} \dot{\psi}_E. \tag{E7}
\]

The Euler angles for the boundary condition in (E1) which represents a body revolving about its major axis as it sweeps out a cone are

1. \( \phi_E = \vartheta(t) + \pi/2. \)
   (This is a time-dependent rotation of the spheroid in the \( \hat{i} - \hat{j} \) plane with \( \pi/2 \) signifying that the initial orientation of the tilted body in the \( \bullet \) frame is in the \( \hat{i}^* - \hat{k}^* \) plane.)

2. \( \theta_E = \kappa. \)
   (This is a steady rotation which tilts the spheroid by an angle \( \kappa \) in the \( \bar{i} - \hat{k} \) plane.)

3. \( \psi_E = \sigma(t). \)
   (This is a time-dependent rotation about the major axis of the tilted spheroid sweeping out a cone, which is aligned with the \( \hat{k}^* \) axis.)

As expected, we have

\[
\dot{\Omega} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \omega + \begin{pmatrix} \sin \kappa \cos \vartheta(t) \\ \sin \kappa \sin \vartheta(t) \\ \cos \kappa \end{pmatrix} \dot{\sigma} = \Omega. \tag{E8}
\]