Transport is a fundamental aspect of biology and peristaltic pumping is a fundamental mechanism to accomplish this; it is also important to many industrial processes. We present a variational method for optimizing the wave shape of a peristaltic pump. Specifically, we optimize the wave profile of a two dimensional channel containing a Navier–Stokes fluid with no assumption on the wave profile other than it is a traveling wave (e.g. we do not assume it is the graph of a function). Hence, this is an infinite-dimensional optimization problem. The optimization criteria consists of minimizing the input fluid power (due to the peristaltic wave) subject to constraints on the average flux of fluid and area of the channel. Sensitivities of the cost and constraints are computed variationally via shape differential calculus and we use a sequential quadratic programming (SQP) method to find a solution of the first order KKT conditions. We also use a merit-function based line search in order to balance between decreasing the cost and keeping the constraints satisfied when updating the channel shape. Our numerical implementation uses a finite element method for computing a solution of the Navier–Stokes equations, adjoint equations, as well as for the SQP method when computing perturbations of the channel shape. The walls of the channel are deformed by an explicit front-tracking approach. In computing functional sensitivities with respect to shape, we use $L^2$-type projections for computing boundary stresses and for geometric quantities such as the tangent field on the channel walls and the curvature; we show error estimates for the boundary stress and tangent field approximations. As a result, we find optimized shapes that are not obvious and have not been previously reported in the peristaltic pumping literature. Specifically, we see highly asymmetric wave shapes that are far from being sine waves. Many examples are shown for a range of fluxes and Reynolds numbers up to $Re = 500$ which illustrate the capabilities of our method.
on peristalsis and it would be useful to know what affects this transport in order to better understand causes of diseases, such as cystic fibrosis. In addition, peristalsis may be linked to early lung development in the embryo [8].

In industry, peristalsis is used in mechanical pumps to move very viscous or non-Newtonian fluids through flexible deformable tubes. One common method is to have ‘rollers’ move over and locally compress the tube to induce a net motion of the fluid. Knowing the optimal shape of the deformation would be useful for designing the mechanical parts of the pump, like the rollers, so as to take advantage of efficient pumping profiles.

There is a large body of work on the fluid dynamics of peristalsis. Various studies seek to isolate characteristics of pumping, such as trapping of fluid into boluses and reflux of particles against the peristaltic wave [9–11], elastic wall effects on transport and analysis of different wave shapes are given in [26–28]. More recently, peristalsis of non-Newtonian fluids has been investigated [19–25] and is important for understanding real biological systems. However, little work has been done on optimizing peristalsis, though some comparisons and analysis of different wave shapes are given in [26–28].

In this paper, we present a variational method for optimizing peristaltic pumping in a two dimensional periodic channel whose upper and lower walls move to pump fluid. No prior assumption is made on the wall motion, except that it is a traveling wave in shape. Hence, we consider an infinite-dimensional optimization problem. To the best of our knowledge, optimizing the general wave shape in peristaltic pumping has never been done. Our optimization algorithm consists of finding the shape of the traveling wave such that the input fluid power is minimized subject to a given amount of mass flux and given channel volume. Wall deformations are not penalized in this paper. We first pose the method at the continuous level and use a sequential quadratic programming (SQP) method to find a minimizer. We do not assume a form for the wave shape nor do we assume it is a graph. Our numerical implementation uses explicit front-tracking for deforming the channel walls, with occasional re-meshing of the domain, and a finite element method for solving the fluid PDE and adjoint systems. In computing the sensitivities of the cost and constraints, we use computationally cheap $L^2$-type projections for computing boundary stresses and curvature. We also give an error estimate for our boundary stress approximation. As a result, we are able to compute optimal peristaltic pumping profiles not previously reported in the literature. In particular, for high prescribed flux, we find wave profiles that are not graphs of a function. Most wave-forms assumed in the literature have relatively mild displacements [26–28,12–14] or are sinusoidal [9–11,25]. Moreover, our optimization method can be generalized to include more complicated fluid models, such as generalized Newtonian and viscoelastic flow models.

In Section 2 we state the optimization problem. Section 3 provides a brief overview of shape differential calculus and Section 4 gives a sensitivity analysis for peristaltic pumping (Appendix gives further details). Our continuous level optimization algorithm is given in Section 5 followed by the details of our finite element implementation in Section 6. We conclude with our numerical results in Section 7 and a brief discussion in Section 8.

2. Fluid problem

First we state the physical problem. Consider a periodic channel of length $L$ filled with fluid (see Fig. 1). Let $\Omega_{\text{ALL}}$ be a large ‘hold-all’ domain that contains $\Omega$. We call $\Omega$ the fluid domain with positively oriented boundary given as a union $\partial \Omega = \Gamma_1 \cup \Gamma_0$ of disjoint open sets $\Gamma_1$ and $\Gamma_0$, where $\Gamma_1$ refers to the top and bottom walls of the channel and $\Gamma_0$ denotes the periodic end-sections of the domain. Note that $\Gamma_1$ and $\Gamma_0$ consist of two disjoint pieces: $\Gamma_1 = \Gamma^{+} \cup \Gamma^{-}$ and $\Gamma_0 = \Gamma_0^{+} \cup \Gamma_0^{-}$. The upper and lower boundaries $\Gamma^{+}$, $\Gamma^{-}$ may or may not be mirror images. The shape of the boundary $\Gamma$ is time-varying in the lab frame. We assume this motion to be a traveling wave in the direction $e_1$ (along the channel), with wave speed denoted by $c > 0$.

2.1. Governing equations in lab frame

Henceforth, we scale lengths by $L$, velocities by $c$, and time by $T := L/c$. Thus, the length of $\Omega$ is 1 in the $e_1$ direction. Let the fluid flow (in the fixed lab frame) obey the unsteady Navier–Stokes equations. Writing in non-dimensional form gives:

\[
\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} - [\nabla \cdot \sigma] = 0, \quad \text{in } \Omega,
\]

\[
\nabla \cdot \mathbf{u} = 0, \quad \text{in } \Omega
\]

(1)

where $\sigma$ is the stress tensor and $\mathbf{u}$ is the velocity. The Newtonian stress tensor is defined by

\[
\sigma := -pI + \frac{1}{Re} D(\mathbf{u}),
\]

(2)

where $p$ is the pressure, $D(\mathbf{u}) := \nabla \mathbf{u} + (\nabla \mathbf{u})^\top$ (i.e. the symmetrized deformation gradient), and $Re = p c L / \mu$. Note: $\rho$ and $\mu$ are the density and dynamic viscosity, respectively. We do not specify the velocity boundary conditions yet; this is addressed in the next section.

2.2. Governing equations in wave frame

We rewrite the fluid equations with respect to a frame of reference translating at the wave speed $c$. Define the coordinate transformation from the lab frame $\mathbf{x}$ to the wave frame $\mathbf{\bar{x}}$ as

\[
\mathbf{\bar{x}} := \mathbf{x} - c t,
\]

(3)
The motion of \( \Gamma \) is assumed to be independent of time when viewed in the wave frame. This gives that the velocity \( \mathbf{u} \) is completely tangential (on \( \Gamma \)). In addition, we assume that \( \Gamma \) is (locally) inextensible, implying that velocity is proportional to the oriented unit tangent vector \( \mathbf{r} \) (see Fig. 1).

Deriving the transformed system proceeds as follows. Since \( \bar{\mathbf{u}}(\bar{x}) = \mathbf{u}(t, \bar{x} + \mathbf{e}_1 t) - \mathbf{e}_1 \), we have that

\[
0 = \partial_t \bar{\mathbf{u}}(\bar{x}) = \partial_t \mathbf{u}(t, \mathbf{x} + \mathbf{e}_1 t) + (\mathbf{e}_1 \cdot \nabla) \mathbf{u}(t, \mathbf{x} + \mathbf{e}_1 t),
\]

\[
= \partial_t \mathbf{u}(t, \mathbf{x}) + (\mathbf{e}_1 \cdot \nabla) \mathbf{u}(t, \mathbf{x}).
\]

Ergo, the fluid momentum equation (starting in the lab frame) becomes

\[
\partial_t \mathbf{u} + (\mathbf{e}_1 \cdot \nabla) \mathbf{u} + ((\mathbf{u} - \mathbf{e}_1) \cdot \nabla) \mathbf{u} - [\nabla \cdot \sigma] = 0,
\]

where in the last line we transform to the wave frame. Therefore, after dropping the \( \sim \) notation, the governing fluid equations in the wave frame now reads as:

\[
(\mathbf{u} \cdot \nabla) \mathbf{u} - [\nabla \cdot \sigma] = 0, \quad \text{in } \Omega,
\]

\[
\nabla \cdot \mathbf{u} = 0, \quad \text{in } \Omega,
\]

\[
\mathbf{u} = +\mathbf{r}, \quad \text{on } \Gamma^+, \quad \text{or equivalently,}
\]

\[
\mathbf{u} = -\mathbf{r}, \quad \text{on } \Gamma^-,
\]

with periodic boundary conditions for \( \mathbf{u} \) and \( p \) applied on \( \Gamma_p \). Assuming sufficient smoothness of the velocity implies \( \sigma|_{\Gamma^+} = \sigma|_{\Gamma^-} \). Note that \( \mathbf{u} = \pm \mathbf{r} \) on \( \Gamma \) because \( \mathbf{r} \) is the positively oriented tangent vector. Note that this is the free-pumping regime of peristalsis because there is no net rise in pressure per wavelength of the channel.
2.3. Relevant quantities

Our optimization algorithm will involve three main quantities: (1) the average mass flow rate \( Q \) produced by the pump in the fixed lab frame, (2) the net power \( J \) dissipated by the pump, and (3) the total volume (area) \( A \) in one wavelength of the channel. These quantities are described in the following sections.

In order to avoid excessive notation when writing integrals, we will usually refrain from writing the function arguments, such as the \((x, y)\) coordinates of a vector field. In this case, we also drop the differential notation, i.e. \( d\), \( dy \). The function arguments and differential measure are implied by the domain of integration.

2.3.1. Mass flow rate

The non-dimensional average rate of mass flow per wavelength in the lab frame is given by

\[
Q(\Omega, \mathbf{u}) = \int_{\theta(x)}^{\theta(x)} (\mathbf{u}(x, y) + \mathbf{e}_1) \cdot \mathbf{e}_1 \, dy \, dx = \int_{\Omega} (\mathbf{u} + \mathbf{e}_1) \cdot \mathbf{e}_1 = \int_{\Omega} \mathbf{u} \cdot \mathbf{e}_1 + |\Omega|,
\]

where \( \theta(x) \) is a vertical slice of \( \Omega \) at \( x \) and \( \mathbf{u} \) is the fluid velocity in the wave frame. The dimensional mass flow rate per wavelength is obtained by scaling: \( \rho c L \cdot Q \). If the shape of the channel is a rectangle, then \( \mathbf{u} = -\mathbf{e}_1 \), and so \( Q = 0 \). If the channel is fully occluded (i.e. the top and bottom walls touch), then \( Q = |\Omega| \). For all other channel shapes, \( 0 \leq Q \leq |\Omega| \).

2.3.2. Power loss

The non-dimensional fluid input power functional (in the lab frame) is given by

\[
J(\Omega, (\mathbf{u}, \rho)) = \int_{\Omega} (\mathbf{u} + \mathbf{e}_1) \cdot \sigma = \int_{\Gamma} (\mathbf{u} + \mathbf{e}_1) \cdot \sigma n,
\]

where \( \sigma n \) is the outer unit normal to the fluid domain \( \Omega \), and \( \mathbf{u} \) and \( \sigma \) are the velocity and stress tensor in the wave-frame. The dimensional power loss is obtained by scaling: \( \rho c L \cdot J \). Note, \( J > 0 \).

2.4. The minimization problem

The optimization problem is as follows. We wish to find the shape of the fluid domain \( \Omega \) such that \( J \) is minimized subject to the constraints that \( Q = C_0 \) and \( |\Omega| = C_A \) for fixed positive constants \( C_0 \) and \( C_A \). More precisely, let \( \mathcal{O} \) be the set of admissible shapes for the fluid domain \( \Omega \):

\[
\mathcal{O} = \{ \Omega \subset \Omega_{\text{ALL}} : \Omega \text{ is periodic and simply connected} \ : Q(\Omega, \mathbf{u}(\Omega)) = C_0, \ |\Omega| = C_A, \ \Gamma \text{ is } C^2 \}.
\]

where \( (\mathbf{u}, \rho) \) is a solution of (8). Then the minimization problem is stated as follows. Find an optimal pair \((\Omega^*, (\mathbf{u}^*, \rho^*))\) such that

\[
J(\Omega^*, (\mathbf{u}^*(\Omega^*), \rho^*(\Omega^*))) = \min_{\Omega \in \mathcal{O}} J(\Omega, (\mathbf{u}(\Omega), \rho(\Omega)));
\]

where \( (\mathbf{u}(\Omega), \rho(\Omega)) \) solves (8) on \( \Omega \). The set \( \mathcal{O} \) is general, in that we are not restricting the optimization to a small set of parameters (i.e. we are not assuming a known form for \( \Gamma \) nor do we assume that \( \Gamma \) is the graph of a function; see our results in Section 7).

3. Overview of shape sensitivity analysis

In order to optimize the general shape of the peristaltic pump, we make use of the shape derivative via the speed method. This gives us a method of deforming (or transforming) the fluid domain that is convenient for computing the derivative of domain or boundary functionals with respect to the deformation. In this section, we briefly review the general shape derivative for 2 or 3 dimensional domains; details can be found in [29–34]. In the following sections, and in computing the shape derivatives (see Section 4), we assume sufficient smoothness to make the arguments valid.

3.1. The velocity (speed) method

Let \( \Omega \) be a smooth domain, whose shape we wish to optimize and is contained in a larger, fixed ‘hold-all’ domain: \( \Omega \subset \Omega_{\text{ALL}} \subset \mathbb{R}^d \) for \( d = 2 \) or \( 3 \) (see Fig. 2). Let \( V(\cdot, t) : \Omega_{\text{ALL}} \rightarrow \mathbb{R}^d \) be a smooth velocity field for \( s \in [0, s_{\text{final}}] \) and assume it is smooth with respect to \( s \) and \( V = 0 \) on \( \partial \Omega_{\text{ALL}} \). Next, let \( a \in \Omega_{\text{ALL}} \) be fixed and \( \mathbf{u}(\cdot, a) : [0, s_{\text{final}}] \rightarrow \Omega_{\text{ALL}} \) be a vector function of \( s \) that satisfies the initial value problem:

\[
\frac{d}{ds} \Phi(s; a) = V(s, \Phi(s; a)), \quad s \in [0, s_{\text{final}}],
\]

\[
\Phi(0; a) = a, \quad a \in \Omega_{\text{ALL}}.
\]
The vector \( a \) can be thought of as a material label for the point \( \Phi(s; a) \) parameterized by \( s \). Thus, \( \Phi(s; \cdot) : \Omega_{ALL} \to \Omega_{ALL} \) and \( \Phi(s; a) \) tracks the motion of \( a \) as \( s \) varies. Note that \( \Phi(s; \cdot) \) is a smooth bijective transformation that depends on \( V \) and \( \Phi(0; a) \) is the identity map on \( \Omega_{ALL} \). We use this map to define a parameterized family of domains and corresponding boundaries by \( \Omega_s = \Phi(s; \Omega) \) and \( \Gamma_s = \Phi(s; \Gamma) \). Note that \( \Phi(0; \Omega) = \Omega_0 = \Omega \) and \( \Phi(0; \Gamma) = \Gamma_0 = \Gamma \). In the following sections, we review how functionals that depend on \( \Omega_s \) vary with changes in \( s \).

### 3.2. Shape derivative operations

Let \( f(\Omega_s) := \int_\Omega f(\Omega_s) \). The material derivative (first variation) of the functional \( f \) depending on \( \Omega_s \) is defined as

\[
\delta f(\Omega; V) := \lim_{s \to 0} \frac{f(\Omega_{s}(V)) - f(\Omega)}{s}.
\]

The material derivative of a function that depends on \( \Omega_s \) (e.g. \( f(\Omega_s)(\cdot) : \Omega_s \to \mathbb{R} \)) is

\[
\dot{f}(\Omega; V)(\cdot) := \lim_{s \to 0} \frac{f(\Phi(s; \cdot), s) - f(\cdot, s)}{s}.
\]

The shape derivative of a function (Eulerian partial derivative) is simply

\[
f'(\Omega; V) := \dot{f}(\Omega; V) - \nabla_x \dot{f}(\Omega)(V)_{|s=0}.
\]

In other words, the shape derivative is just the partial derivative with respect to deforming the domain but without the convective effect of moving the domain. This is especially important if \( f \) is the solution of a PDE in the domain \( \Omega \).

In the rest of this paper, we will drop the ‘\( s = 0 \)’ notation in \( V_{|s=0} \) and just write \( V \). Only the value at \( s = 0 \) is important for our calculations. We now state the Reynolds transport theorem in the context of shape differentiation, which says that the material derivative in (14) can be written as

\[
\delta f(\Omega; V) = \int_\Omega f'(\Omega; V) + \int_{\Gamma} f(\Omega)(V \cdot n).
\]

Note that in standard fluid mechanics, \( f' \) is just the partial derivative of \( f \) with respect to time.

### 3.3. The Hadamard–Zolésio structure theorem

The following theorem states that the shape derivative of a functional can always be represented as an integral on the boundary of a measure multiplied by the normal component of the perturbation.

**Theorem 1** (See Theorem 3.5 and Corollary 1 in [30]). The Eulerian (or directional) derivative of a shape functional \( f \) always has a representation of the form

\[
\delta f(\Omega; V) = \langle g, V \cdot n \rangle_{\Gamma},
\]

where \( \langle \cdot, \cdot \rangle_{\Gamma} \) is a duality pairing on \( \Gamma \) and \( g \) is a measure defined on \( \Gamma \). In the case when \( g \) is sufficiently smooth, we have

\[
\delta f(\Omega; V) = \int_{\Gamma} g(V \cdot n).
\]

We make note of Theorem 1 because our shape derivative calculation slightly deviates from this (see Remark 1).
4. Sensitivity analysis for peristaltic wave shape

In the following, we note that $\Gamma^+$ and $\Gamma^-$ are disjoint periodic surfaces (curves). So any integration by parts on $\Gamma^+$ (or $\Gamma^-$) will have no boundary terms.

4.1. Computing the shape derivative of $J$

We can manipulate $J$ into an integral over the bulk:

$$ J(u, p) = \int_\Omega (u + e_1) \cdot \sigma_v + \int_\partial \Omega (u \cdot \nabla) [\nabla \cdot \sigma - (u \cdot \nabla) \sigma_v] \cdot (u + e_1) + \int_\partial \Omega e_1 \cdot [(\nabla \cdot \sigma) + \int_\partial \Omega u \cdot (\sigma_v), \]$$

where we used (8) and (87) and (16), we get

$$ J = \int_\Omega (u + e_1) \cdot \sigma_v + \int_\partial \Omega \sigma \cdot \nabla u = \int_\partial \sigma : \nabla u, \tag{18} $$

where we used (8), divergence theorem, integration by parts, and (2) By (84), the convective term vanishes, and the remaining term is the rate of viscous dissipation.

4.1.1. PDE for the shape derivative

Computing $\delta J$ will require the shape derivative of the solution $(u, p)$ of (8), which is denoted $(u', p')$ and solves the following linear, variable coefficient PDE:

$$ (u' \cdot \nabla) u + (u \cdot \nabla) u' - [\nabla \cdot \sigma] = 0, \text{ in } \Omega, $$

$$ \nabla \cdot u' = 0, \text{ in } \Omega, $$

$$ u' = u - [(V \cdot \nabla) u], \text{ on } \Gamma, \tag{19} $$

where the boundary condition on $\Gamma$ is given by the definition of $u'$; $u$ is given by Eq. (79) in Appendix. Just as in (8), we have periodic boundary conditions on $\Gamma$ and the stress tensor $\sigma'$ is similarly given by

$$ \sigma' = -p' \mathbf{I} + \frac{1}{Re} D(u'). \tag{20} $$

One can derive (19) by (formally) applying the shape derivative operator to (8) and commuting derivatives.

4.1.2. Computing $\delta J$

Making note of the definition of $\sigma$ and periodicity, we have:

$$ -\int_\partial (\nabla \cdot \sigma') \cdot u + \int_\partial u \cdot \sigma' - \int_\partial (\nabla \cdot \sigma) \cdot u' + \int_\partial u \cdot \sigma + \int_\partial (V \cdot \nabla) \sigma : \nabla u, $$

$$ -\int_\partial [(u' \cdot \nabla) u + [(u \cdot \nabla) u']] \cdot u + \int_\partial u \cdot \sigma + \int_\partial (V \cdot \nabla) \sigma : \nabla u, $$

where we performed an integration by parts and used (19) and (8). Next, by (85), (87) and (16), we get

$$ -\int_\partial [(u' \cdot \nabla) u + [(u \cdot \nabla) u']] \cdot u + \int_\partial u \cdot \sigma + \int_\partial (V \cdot \nabla) \sigma : \nabla u, $$

where we used (80) and (83). Note that $[\nabla_j u \cdot \sigma] = \tau \cdot \sigma(\partial_j u) = (\tau \cdot \sigma)(\nabla_j u) \cdot v$, because $\nabla_j = \tau \partial_j$ for a 1D boundary. So we get:

$$ \delta J = \int_\partial u \cdot \sigma' + \int_\partial u \cdot \sigma + \int_\partial (V \cdot \nabla) \sigma : \nabla u - [V \cdot \nabla_j u] \cdot \sigma. \tag{21} $$
4.1.4. Evaluating \( \delta \)

The \( \delta \) term in (21) depends implicitly on the shape perturbation \( \mathbf{V} \). Therefore, to avoid computing a solution of (19) for every perturbation \( \mathbf{V} \), we rewrite that term in a more convenient form using the following adjoint problem. Let \( \mathbf{S} \) be the stress tensor:

\[
\mathbf{S} = -\pi \mathbf{I} + \frac{1}{Re} \mathbf{D}^{r}(\mathbf{r}),
\]

(22)

where \((\pi, \mathbf{r})\) solves the following adjoint PDE:

\[
- [\nabla \mathbf{r}]^{\prime} \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{r} - [\nabla \cdot \mathbf{S}] = 0, \quad \text{in } \Omega, \\
\nabla \cdot \mathbf{r} = 0, \quad \text{in } \Omega, \\
\mathbf{r} = \mathbf{u}, \quad \text{on } \Gamma,
\]

(23)

with periodic boundary conditions applied on \( \Gamma_p \). Note that \( [\nabla \mathbf{r}]^{\prime} \mathbf{u} = [\partial \mathbf{r}]_{\text{ij}} \) using Einstein summation. In the next section, we write \( \delta \) in a way that only involves solving (23) once for all perturbations.

4.1.4. Evaluating \( \delta \) with the adjoint

We make use of the shape derivative PDE (19) and integration by parts:

\[
0 = \int_{\Omega} ([\mathbf{u}^{\prime} \cdot \nabla]) \mathbf{u} + ([\mathbf{u} \cdot \nabla]) \mathbf{u}^{\prime} \cdot \mathbf{r} - \int_{\Omega} ([\nabla \cdot \mathbf{\sigma}]) \cdot \mathbf{r},
\]

\[
= -\int_{\Omega} ([\nabla \mathbf{r}]^{\prime} \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{r} \cdot \mathbf{u}^{\prime} + \int_{\Gamma} (\mathbf{u}^{\prime} \cdot \mathbf{v}) (\mathbf{u} \cdot \mathbf{r})^{\prime} + \int_{\Gamma} \mathbf{\sigma}^{\prime} : \nabla \mathbf{r} - \int_{\partial \Omega} \mathbf{r} \cdot \mathbf{\sigma}^{\prime} v,
\]

\[
= \int_{\Omega} ([\nabla \mathbf{S}] \cdot \mathbf{u}^{\prime} + \int_{\Gamma} \frac{1}{Re} \mathbf{D}^{r}(\mathbf{r}^{\prime}) : \nabla \mathbf{r} - \int_{\Gamma} \mathbf{r}^{\prime} \mathbf{\sigma}^{\prime} v - \int_{\Gamma} (\mathbf{u}^{\prime} \cdot \mathbf{v}) (\mathbf{u} \cdot \mathbf{r}),
\]

\[
= \int_{\Omega} ([\nabla \mathbf{S}] \cdot \mathbf{u}^{\prime} + \int_{\Gamma} \frac{1}{Re} \mathbf{D}^{r}(\mathbf{r}^{\prime}) : \nabla \mathbf{r} - \int_{\Gamma} \mathbf{r}^{\prime} \mathbf{\sigma}^{\prime} v + \int_{\Gamma} (\mathbf{u}^{\prime} \cdot \mathbf{v}) (\mathbf{u} \cdot \mathbf{r}),
\]

\[
= \int_{\Omega} ([\nabla \mathbf{S}] \cdot \mathbf{u}^{\prime} + \int_{\Gamma} \nabla \mathbf{u}^{\prime} : \mathbf{S} - \int_{\Gamma} \mathbf{u} \cdot \mathbf{\sigma}^{\prime} v,
\]

where we used the symmetry of \( \mathbf{D}(\cdot) \), the original PDE (8), the adjoint stress (22) and solution (23), (84), and the fact that \( \nabla \cdot \mathbf{u}^{\prime} = 0 \). Performing another integration by parts, we have

\[
0 = \int_{\Omega} ([\nabla \mathbf{S}] \cdot \mathbf{u}^{\prime} + \int_{\Gamma} (-\mathbf{u}^{\prime} \cdot (\nabla \cdot \mathbf{S}) - \int_{\partial \Omega} (\mathbf{u}^{\prime} \cdot \mathbf{S}) \cdot \mathbf{r} = \int_{\Gamma} \mathbf{u}^{\prime} \cdot \mathbf{S} - \int_{\Gamma} \mathbf{u} \cdot \mathbf{\sigma}^{\prime} v.
\]

Therefore (see (21)), using the shape derivative PDE (19) gives

\[
\delta f(\mathbf{u}, p; \mathbf{V}) = \int_{\Gamma} \mathbf{u} \cdot \mathbf{\sigma}^{\prime} v + \mathbf{u}^{\prime} \cdot \mathbf{S}^{\prime} v + (\mathbf{V} \cdot \mathbf{v}) \nabla_{\mathbf{r}} \mathbf{u} \cdot \mathbf{\sigma}^{\prime} v - (\mathbf{V} \cdot \nabla) \mathbf{u} \cdot \mathbf{S} + (\mathbf{V} \cdot \mathbf{v}) \nabla_{\mathbf{r}} \mathbf{u} - (\mathbf{V} \cdot \nabla) \mathbf{u} \cdot \mathbf{S} + (\mathbf{V} \cdot \mathbf{v}) \nabla_{\mathbf{r}} \mathbf{u} = \int_{\Gamma} \mathbf{u} \cdot \mathbf{S} - \int_{\Gamma} \mathbf{u} \cdot \mathbf{\sigma}^{\prime} v.
\]

(24)

Referring to the appendix (79), we have that \( \mathbf{u} = (\mathbf{u} \cdot \mathbf{r}) (\mathbf{v} \cdot \partial_{r} \mathbf{V}) \mathbf{v} \) (note: \((\mathbf{u} \cdot \mathbf{r}) = \pm 1 \) on \( \Gamma \)). Thus, further manipulation of (24) leads to

\[
\delta f = \int_{\Omega} (\mathbf{u} \cdot \mathbf{r}) (\mathbf{v} \cdot \partial_{r} \mathbf{V}) (\mathbf{v} \cdot [\mathbf{\sigma} + \mathbf{S}]) - (\mathbf{V} \cdot \nabla) \mathbf{u} \cdot \mathbf{S} + (\mathbf{u} \cdot \mathbf{r}) ([\mathbf{V} \cdot \nabla] \mathbf{u} \cdot \mathbf{S} + (\mathbf{u} \cdot \mathbf{r}) (\mathbf{V} \cdot \mathbf{v}) ((\mathbf{u} \cdot \mathbf{r}) / \kappa_{\mathbf{r}}) \cdot \mathbf{v} \mathbf{v} = -(\mathbf{u} \cdot \mathbf{r}) (\mathbf{V} \cdot \mathbf{r}) \kappa.
\]

(25)

The remaining term can be written as follows:

\[
([\mathbf{V} \cdot \nabla] \mathbf{u} \cdot \mathbf{v} = (\mathbf{V} \cdot \mathbf{v}) ([\mathbf{V} \cdot \nabla] \mathbf{u} \cdot \mathbf{v} + (\mathbf{V} \cdot \mathbf{r}) (\mathbf{r} \cdot \mathbf{u}) \cdot \mathbf{v} = (\mathbf{u} \cdot \mathbf{r}) (\mathbf{V} \cdot \mathbf{r}) |(\mathbf{r} \cdot \mathbf{v})| = -(\mathbf{u} \cdot \mathbf{r}) (\mathbf{V} \cdot \mathbf{r}) \kappa,
\]

(26)

using previous results. The tangential component is given by

\[
([\mathbf{V} \cdot \nabla] \mathbf{u} \cdot \mathbf{r} = (\mathbf{V} \cdot \mathbf{r}) ([\mathbf{V} \cdot \nabla] \mathbf{u} \cdot \mathbf{r} = (\mathbf{V} \cdot \mathbf{r}) (\mathbf{r} \cdot \mathbf{u}) \cdot \mathbf{v} = (\mathbf{V} \cdot \mathbf{v}) \mathbf{r} \cdot \mathbf{\sigma} \cdot \mathbf{v} - (\mathbf{u} \cdot \mathbf{r}) (\mathbf{r} \cdot \mathbf{v}) \mathbf{v} = (\mathbf{V} \cdot \mathbf{v}) \mathbf{r} \cdot \mathbf{\sigma} = (\mathbf{V} \cdot \mathbf{r}) / \kappa (\mathbf{u} \cdot \mathbf{r}) \mathbf{v},
\]

(27)
So, Eq. (25) now becomes
\[
\delta J = \int_B (u \cdot \nabla)(v \cdot \partial_t r)(v \cdot [\sigma v + Sv]) - (V \cdot v)K(r \cdot \sigma v) + (V \cdot r)K(v \cdot \sigma v)] - [(V \cdot \nabla)u] \cdot (v \cdot Sv) - [(V \cdot \nabla)u] \cdot r \cdot (\tau \cdot Sv) \\
= \int_B (u \cdot \nabla)(v \cdot \partial_t r)(v \cdot [\sigma v + Sv]) - (V \cdot v)K(r \cdot \sigma v) + (V \cdot r)K(v \cdot \sigma v)] - (u \cdot r)(V \cdot r)K(v \cdot \sigma v) - (V \cdot v)(Re \cdot \sigma v + K(u \cdot r)) (\tau \cdot Sv) \\
= \int_B (u \cdot \nabla)(v \cdot \partial_t r)(v \cdot [\sigma v + Sv]) + K[(V \cdot r)v \cdot (\sigma v + Sv) - (V \cdot v)\tau \cdot (\sigma v + Sv)] - Re \int_B (V \cdot v)(\tau \cdot \sigma v)(\tau \cdot Sv),
\]
where we recall that \(u \cdot \tau = +1 \text{ on } \Gamma^+\) and \(u \cdot \tau = -1 \text{ on } \Gamma^-\). Note that integrating by parts gives the following result
\[
\delta J = \int_B (u \cdot \nabla)(v \cdot \partial_t r)(v \cdot [\sigma v + Sv]) - 2K \tau \cdot (\sigma v + Sv) - Re(\tau \cdot \sigma v)(\tau \cdot Sv)](V \cdot v),
\]
which is consistent with Theorem 1.

**Remark 1.** Even though (29) satisfies the structure theorem (see Theorem 1), Eq. (28) is more convenient because it requires less regularity of the solution of the Navier–Stokes equations (8) and adjoint system (23). Thus, we actually use (28) in computing \(\delta J\) in our optimization algorithm (see Section 5). This requires more regularity of \(V\) but is compensated by solving the variational problem in (43).

### 4.2. Computing the shape derivative of \(Q\)

Next, we compute the derivative of \(Q\) with respect to deforming the domain. We split the calculation into two pieces. Recall from (9) (in the wave frame):
\[
Q_A(u, p) = \int_B 1, \quad Q_B(u, p) = \int_B u \cdot e_1, \quad Q(u, p) = Q_A + Q_B.
\]
By formula (17), we have
\[
\delta Q_A(\tilde{\Omega}, V) = \int_{\partial B} V \cdot v, \quad \delta Q_B(\tilde{\Omega}, V) = \int_B u' \cdot e_1 + \int_{\partial B} u \cdot e_1(V \cdot v),
\]
Just as in Section 4.1.3, we need an adjoint problem.

#### 4.2.1. Adjoint PDE for \(\delta Q_B\)

Let \(H(\tilde{\Omega}, z)\) be the stress tensor defined in (22), where \((\rho, z)\) solves the following adjoint system:
\[
- [\nabla z] u - (u \cdot \nabla)z - \nabla H = e_1, \quad \text{in } \Omega \\
\nabla \cdot z = 0, \quad \text{in } \Omega \\
z = 0, \quad \text{on } \Gamma^c,
\]
where \(u\) solves (8) and \((\rho, z)\) satisfies periodic boundary conditions on \(\Gamma_p\).

#### 4.2.2. Evaluating \(\delta Q_B\) with the adjoint

In the following, we make use of (84) and the boundary conditions of (32):
\[
\int_B u' \cdot e_1 = - \int_B [\nabla z] u - (u \cdot \nabla)z \cdot u' - \int_B u' \cdot (\nabla \cdot H) \\
= \int_B (u' \cdot \nabla)u + (u \cdot \nabla)u' \cdot z - \int_B (u' \cdot v)(u \cdot z) - \int_{\partial B} u' \cdot (Hv) + \int_B z' \cdot \nabla z, \\
= \int_B (u' \cdot \nabla)u + (u \cdot \nabla)u' \cdot z - \int_B u' \cdot (Hv) + \int_B \sigma : \nabla z, \\
= - \int_B u' \cdot (Hv) = - \int_B u \cdot (Hv) + \int_B [(V \cdot \nabla)u] \cdot (Hv),
\]
where we used (19) in the last line. Simplifying, we get:
\[
\int_B u' \cdot e_1 = - \int_B (u \cdot \tau)\tau \cdot (Hv) + \int_B [(V \cdot \nabla)u] \cdot v(\cdot Hv) + [(V \cdot \nabla)u] \cdot r(\tau \cdot Hv), \\
= - \int_B (u \cdot r)[v \cdot \partial_t r(\cdot Hv) + \int_B (V \cdot v)\{Re \cdot \sigma v + K(u \cdot r)\}(\tau \cdot Hv), \\
= \int_B (u \cdot r)[-(v \cdot \partial_t V)(v \cdot Hv) + \kappa((V \cdot v)(\tau \cdot Hv) - (V \cdot \tau)(v \cdot Hv))] + Re \int_B (V \cdot v)(\tau \cdot \sigma v)(\tau \cdot Hv).
\]
where we used (26) and (27). Therefore, putting the above results together, we get
\[
\delta Q = \int_{\Gamma} (\mathbf{u} \cdot \mathbf{e}_1 + 1)(\mathbf{V} \cdot \mathbf{v}) + \int_{\Gamma} (\mathbf{u} \cdot \tau)\{-(\mathbf{v} \cdot \partial, \mathbf{V})(\mathbf{V} \cdot \mathbf{Hv}) + \kappa[(\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{Hv}) - (\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{Hv})]\} + \text{Re} \int_{\Gamma} (\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{Hv}).
\]
(35)

Of course, we can obtain a formula that is consistent with Theorem 1 by integrating by parts:
\[
\delta Q = \int_{\Gamma} [(\mathbf{u} \cdot \mathbf{e}_1 + 1) + (\mathbf{u} \cdot \tau)\{\mathbf{v} \cdot \partial, \mathbf{Hv} + 2\kappa(\mathbf{V} \cdot \mathbf{Hv})\} + \text{Re}(\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{v})](\mathbf{V} \cdot \mathbf{v}).
\]
(36)

But Eq. (35) is more convenient in our optimization method (see Remark 1).

5. Optimization algorithm

We use a sequential quadratic programming (SQP) method to find a local minimizer \( \Omega' \) in the set of admissible shapes \( \Omega \) (recall (11)). In other words, we solve for a shape flow that will deform the channel’s walls \( \Gamma \) in such a way as to reduce the cost \( J \) subject to constraints on the average flux \( Q \) and area \( A(\Omega) = |\Omega| \). A related approach for gradient flows involving Laplacian type PDE constraints can be found in [35,36]. Other approaches using level sets can be found in [37–41], as well as boundary integral methods in [42–44]. See [45,31,29,34,46,47] for other methods.

5.1. Lagrange multipliers

In order to handle the constraint on the admissible shapes, we use Lagrange multipliers with the following Lagrangian functional:

**Definition 1.** Let \( \lambda, \mu \in \mathbb{R} \) and define the Lagrangian to be:
\[
\mathcal{L}(\Omega, \lambda, \mu) = J(\Omega) + \lambda(Q(\Omega) - C_Q) + \mu(A(\Omega) - C_A).
\]
(37)

\( \mathcal{L} \) depends on \( (\mathbf{u}, p, (\mathbf{r}, \pi)), (\mathbf{z}, \varrho) \); we omit writing the explicit dependence on velocity and pressure to avoid excessive notation.

The first order optimality conditions are given by
\[
\frac{\partial \mathcal{L}}{\partial \lambda} = (Q - C_Q) = 0,
\]
\[
\frac{\partial \mathcal{L}}{\partial \mu} = (A - C_A) = 0,
\]
\[
\delta \mathcal{L}(\Omega, \lambda, \mu; \mathbf{V}) = \delta J(\Omega; \mathbf{V}) + \lambda \delta Q(\Omega; \mathbf{V}) + \mu \delta A(\Omega; \mathbf{V}) = 0,
\]
(38)

where \( \mathbf{V} \) is an arbitrary perturbation of \( \Gamma \). Note: \( \mathbf{V} \) is periodic on \( \Gamma_P \); only the boundary \( \Gamma \) is allowed to move. Next, plugging in (28) and (35), performing some integration by parts, and rearranging gives:
\[
0 = \delta \mathcal{L}
\]
\[
= \int_{\Gamma} (\mathbf{V} \cdot \mathbf{v})[\lambda \mathbf{u} \cdot \mathbf{e}_1 + \lambda + \mu + (\mathbf{u} \cdot \tau)\{\mathbf{v} \cdot \partial, (\lambda \mathbf{Hv} + \sigma \mathbf{v} + \mathbf{Sv}) + 2\kappa \mathbf{\tau} \cdot (\lambda \mathbf{Hv} - \sigma \mathbf{v} - \mathbf{Sv})\} + \text{Re}(\mathbf{V} \cdot \mathbf{v})(\mathbf{V} \cdot \mathbf{v})],
\]
(39)

which gives an optimality condition for the minimizing shape.

5.2. Newton’s method

Finding a solution to (38) can be accomplished (formally) by using a Newton method which consists of iteratively solving the following Newton-KKT system [48]
\[
\begin{bmatrix}
\delta^2 \mathcal{L}(\mathbf{V}, \lambda) & \delta Q(\mathbf{V}) & \delta A(\mathbf{V}) \\
\delta Q(\lambda) & 0 & 0 \\
\delta A(\lambda) & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\phi \\
\lambda \\
\mu
\end{bmatrix}
=
\begin{bmatrix}
-\delta \mathcal{L}(\mathbf{V}) \\
-(Q - C_Q) \\
-(A - C_A)
\end{bmatrix}.
\]
(40)

where \( \mathbf{V} \) can be thought of as an infinite-dimensional row index, and \( \delta^2 \mathcal{L}(\mathbf{V}, \phi) \) is the Hessian bilinear form. Solving (40) gives a local perturbation \( \phi \) of the domain shape, which may reduce \( J \) but will also move toward satisfying the constraints. Iterating this will create a flow that deforms the domain \( \Omega \) in order to obtain a (local) solution of (12).
In our method, we avoid computing $\delta^2 \mathcal{L}(\mathbf{v}, \phi)$ by replacing it with a positive definite inner product over an appropriate function space $\mathcal{V}$:

**Definition 2 (Shape Perturbation Space).** Let $H^1(\Gamma)$ be the usual Hilbert space [49,50] given by

$$H^1(\Gamma) = \left\{ \mathbf{v} : \Gamma \rightarrow \mathbb{R}^2 : \int_\Gamma |\mathbf{v}|^2 < \infty, \quad \text{and} \quad \int_\Gamma |\nabla \mathbf{v}|^2 < \infty \right\},$$

where $\Gamma$ is periodic. The perturbation space is taken to be a restriction of $H^1(\Gamma)$:

$$\mathcal{V} = \left\{ \mathbf{v} \in H^1(\Gamma) : \mathbf{v} = 0, \quad \text{on } \Gamma^p \cap \Gamma^c, \quad \text{and} \quad \mathbf{v} \cdot \mathbf{e}_1 = 0, \quad \text{on } \Gamma^p \cap \Gamma^c \right\}.$$  

(41)

In other words, the shape is pinned at the lower left corner and the top wall is prevented from sliding in the $\mathbf{e}_1$ direction. This restriction is needed to prevent the channel domain from rigidly translating and to keep the periodic boundary $\Gamma_p$ as a vertical line segment.

Our algorithm involves solving the following variational formulation (instead of solving (40)):

**Variational Formulation 1 ($H^1$ Shape Perturbation).** Assume that the curvature is point-wise bounded (i.e. $\kappa \in L^\infty(\Gamma)$) and that the solutions of Eqs. (8), (23) and (32) are sufficiently regular (see Theorem 3) such that $\partial\mathcal{L}(\mathbf{v}), \partial Q(\mathbf{v})$, and $\delta A(\mathbf{v})$ are well-defined for all $\mathbf{v}$ in $\mathcal{V}$. Then we solve the following variational formulation to obtain a perturbation of the shape: find $\phi$ in $\mathcal{V}$ and $\lambda, \mu \in \mathbb{R}$ such that

$$\langle \mathbf{v}, \phi \rangle_{\mathcal{V}} + \lambda \partial Q(\mathbf{v}) + \mu \delta A(\mathbf{v}) = -\partial \mathcal{L}(\mathbf{v}),$$

$$\partial Q(\phi) = -Q - C_0,$$

$$\partial A(\phi) = -A - C_\lambda,$$

(43)

for all $\mathbf{v}$ in $\mathcal{V}$. The inner product is given by $\langle \mathbf{v}, \phi \rangle_{\mathcal{V}} = \int_\Gamma \mathbf{v} \cdot \phi + \int_\Gamma \nabla_\Gamma \mathbf{v} : \nabla_\Gamma \phi$.

**Remark 2 (Cost Reduction).** The solution $\phi$ in (43) gives a perturbation for updating the shape which will try to decrease the cost $J$ while maintaining the constraints. To see why, set $\mathbf{v} = \phi$ in (43). Assuming the current shape lies on the constraint manifold (i.e. $Q = C_0$, $A = C_\lambda$), combining the equations in (43) implies $\partial \mathcal{L}(\phi) = -\langle \phi, \phi \rangle_{\mathcal{V}} < 0$ for $\phi \neq 0$.

**Remark 3 (Solvability).** The system (43) has a unique solution provided the following ‘inf-sup’ condition is true [51,52]:

$$\sup_{\mathbf{v} \in \mathcal{V}} \frac{\lambda \partial Q(\mathbf{v}) + \mu \delta A(\mathbf{v})}{\| \mathbf{v} \|_{\mathcal{V}}} \geq C_0(\| \lambda \| + \| \mu \|), \quad \text{for all } \lambda, \mu \in \mathbb{R},$$

(44)

which is equivalent [53] to the following condition:

the $2 \times 2$ matrix $\begin{bmatrix} \partial Q(\mathbf{v}) & \partial Q(\mathbf{w}) \\ \delta A(\mathbf{v}) & \delta A(\mathbf{w}) \end{bmatrix}$ is non-singular for suitably chosen functions $\mathbf{v, w} \in \mathcal{V}$.  

(45)

Proving (45) is not trivial due to the dependence of $\partial Q$ on $\sigma_\mathbf{v}, H_\mathbf{v}$, and $\kappa$. Note that for the trivial case when $\Omega$ is a rectangular channel (horizontal walls $\Gamma$), the matrix in (45) is singular. This corresponds to the case where $Q = 0$ and the velocity field is zero in the fixed lab frame.

**Remark 4 (Choice of $\mathcal{V}$).** Choosing $\mathcal{V}$ in Definition 2 ensures that (43) is well-defined. In particular, it is needed since $\partial \mathcal{L}(\mathbf{v})$ and $\partial Q(\mathbf{v})$ involve tangential derivatives of $\mathbf{v}$. Recall that this was done to avoid differentiating the stress terms (see Remark 1). The practical effect of this is to avoid taking unnecessarily small steps in our optimization routine as we deform $\Omega$ towards an optimal shape (see our iterative algorithm in Section 5.3). This also prevents small scale oscillations from developing in the shape [31]. Thus, choosing the inner product space $\mathcal{V}$ in (42) acts as a pre-conditioner for our optimization algorithm [35,36]. Ideally, one would like to choose $\langle \mathbf{v}, \phi \rangle_{\mathcal{V}} = \delta^2 \mathcal{L}(\mathbf{v}, \phi)$ as this would give a true Newton method (i.e. faster convergence) but we avoid this for simplicity.

### 5.3. SQP method

Our algorithm is essentially an SQP method, where we have replaced the Hessian term by a positive definite bilinear form. The details of our iterative method are described in Algorithm 1. Basically, one first computes the solutions to the Navier–Stokes equation (8) and adjoint PDEs (23) and (32). Next, the shape derivatives are calculated and we solve (43) to obtain a descent direction for changing the domain shape. Lastly, we use a line search (see Section 5.4) to update the domain shape. This process is iterated until a desired convergence criteria is reached.
5.4. Line search with merit function

The optimization process in Algorithm 1 may produce iterates that violate the constraints. Therefore, we must balance reducing the cost versus violating the constraints. This can be done by choosing the step size at each iteration through a merit-function based line search criteria [48]. Consider the following merit function:

\[ \theta(\Omega, \xi) = J(\Omega) + \xi(\|Q(\Omega) - C_0\| + |A(\Omega) - C_A|), \tag{46} \]

where \( \xi \) is a penalty parameter for the constraint violation and is updated at each optimization step. At the kth optimization step, we define a step size \( \alpha \) to be acceptable if

\[ \theta(\Omega^{k+1}(x), \xi^{k+1}) \leq \theta(\Omega^k, \xi^{k+1}) + \xi \alpha \delta \theta(\Omega^k, \xi^{k+1}, \phi^{k+1}), \quad \xi \in [0, 1], \tag{47} \]

where \( \delta \theta \) is the shape derivative of \( \theta \), \( \xi^{k+1} \) is sufficiently large, \( \phi \) is the current descent direction, and we use the abuse of notation \( \Omega^{k+1}(x) := \Omega^k + \alpha \phi \) to denote the domain update. Our line search method is described in Algorithm 2.

### Algorithm 2. Line Search With Merit Function

1. Set parameter \( \xi \)
2. Input: \( \Omega^k, (\phi^{k+1}, x^{k+1}, \mu^{k+1}) \), and \( \xi^{k+1} \)
3. Update Penalty: \( \xi^{k+1} := \max(\xi^k, |x^{k+1}|, |\mu^{k+1}|) \)
4. Compute \( \theta(\Omega^k, \xi^{k+1}) \) by (46) and \( \delta \theta(\Omega^k, \xi^{k+1}, \phi^{k+1}) \) by (48)
5. Initialize: \( \alpha^{k+1} := 1 \), ACCEPT := FALSE.
6. while ACCEPT = FALSE do
7. Compute \( \Omega^{k+1}(x^{k+1}) := \Omega^k + \alpha^{k+1} \phi^{k+1} \)
8. Compute \( \theta(\Omega^{k+1}(x^{k+1}), \xi^{k+1}) \) by (46)
9. if \( \theta(\Omega^{k+1}(x^{k+1}), \xi^{k+1}) \leq \theta(\Omega^k, \xi^{k+1}) + \xi \alpha^{k+1} \delta \theta(\Omega^k, \xi^{k+1}, \phi^{k+1}) \) then
10. ACCEPT :=TRUE
11. else
12. \( \alpha^{k+1} := \alpha^{k+1}/2 \)
13. end if
14. end while
15. return \( \alpha^{k+1} \) and \( \xi^{k+1} \)

Updating the penalty parameter by \( \xi^{k+1} := \max(\xi^k, |x^{k+1}|, |\mu^{k+1}|) \) guarantees that \( \delta \theta(\Omega^k, \xi^{k+1}, \phi^{k+1}) \leq 0 \) by the following theorem.
Theorem 2. Let \((\eta^{k+1}, j^{k+1}, \mu^{k+1})\) be generated by Algorithm 1; in particular, \((\eta^{k+1}, j^{k+1}, \mu^{k+1})\) is a solution of the variational problem (43). Then, for \(\zeta \geq 0\), the shape derivative of \(\partial(\Omega^k, \zeta)\) (46) in the direction \(\eta^{k+1}\) is given by

\[
\delta \partial(\Omega^k, \zeta; \eta^{k+1}) = \delta f(\eta^{k+1}) - \zeta |Q(\Omega^k) - C_Q| + |A(\Omega^k) - C_A|.
\]

Moreover, we have that

\[
\delta \partial(\Omega^k, \zeta; \eta^{k+1}) \leq -\langle \eta^{k+1}, \eta^{k+1} \rangle - (\zeta - \max(|\eta^{k+1}|, |\mu^{k+1}|))(|Q(\Omega^k) - C_Q| + |A(\Omega^k) - C_A|).
\]

Proof. The proof of the finite dimensional version can be found in [48, Theorem 18.2]. For the infinite-dimensional setting, one must assume that the functionals \(J, Q\) and \(\partial Q\) are sufficiently smooth (and analytic) with respect to the flow parameter \(s\) (recall Section 3.1) so that a Taylor expansion in \(s\) makes sense. □

Computing \(\delta \partial(\Omega^k, \zeta; \eta^{k+1})\) (48) is straightforward by using previously known quantities.

6. Finite element method

The finite element method [54–56,51,52] offers a flexible way of solving the Navier–Stokes system (8) and adjoint problems (23) and (32), in addition to computing the sensitivities and a descent direction for deforming the domain. We note that we consider a mixed finite element method for solving the periodic Navier–Stokes system (8) and adjoint systems (23) and (32).

6.1. Solving Navier–Stokes and adjoint systems

We use a mixed finite element method for solving the periodic Navier–Stokes system (8) and for the adjoint systems (23) and (32).

6.1.1. Velocity and pressure discretization

We denote a discrete approximation of the domain by \(\Omega_h\) and partition it into a set of triangular elements \(\mathcal{T}_h\) and discretize velocity and pressure by the Taylor–Hood element

\[
\begin{align*}
U_h &:= \{ u \in C(\Omega_h) : u|_T \in P_2(T), \forall T \in \mathcal{T}_h \}, \\
p_h &:= \{ p \in C(\Omega_h) : p|_T \in P_1(T), \forall T \in \mathcal{T}_h \},
\end{align*}
\]

i.e. vector piecewise quadratic polynomials for velocity and piecewise linear polynomials for pressure. We solve the Navier–Stokes system using a Newton iteration. Details can be found in [54–56,51,52].

6.1.2. Enforcing the tangential boundary condition

In order to enforce the boundary condition \(u = \pm \tau\) on \(\Gamma\), we use an averaging technique. First, let \(\Gamma_h\) be the top and bottom walls of the polygonal boundary of \(\Omega_h\) and partition it into a set of edges denoted \(S_{I_h}\) (this set of edges is inherited from \(\mathcal{T}_h\)). Define the piecewise linear space \(\mathbb{B}_h\)

\[
\mathbb{B}_h := \{ v \in C(\Gamma_h) : v|_E \in P_1(E), \forall E \in S_{I_h} \},
\]

i.e. the set of vector piecewise linear functions over the boundary \(\Gamma_h\). Denote the unit tangent vector of \(\Gamma_h\) by \(T_h\) which is piecewise constant. Now define a piecewise linear approximation of the tangent vector \(\tau\) of \(\Gamma\) in the following way. Let \(\iota \in \mathbb{B}_h\) and \(x_i\) be the position of a vertex of \(\Gamma_h\) with adjacent edges labeled as \(E_{i-1}\) and \(E_i\). The nodal values of \(\iota\) are given by:

\[
\iota_i := \frac{|E_{i-1}|}{|E_{i-1}| + |E_i|} t_{h|E_{i-1}|} + \frac{|E_i|}{|E_{i-1}| + |E_i|} t_{h|E_i|}, \quad \Rightarrow \quad \iota(x_i) := \frac{\iota_i}{|\iota_i|}
\]

i.e. a local average of the piecewise constant tangent vector which is then normalized. Without the normalization, equation (52) is similar to the so-called gradient recovery formula [57–59, except it is applied to the tangential derivative of a parametrization of \(\Gamma_h\), namely \(T_h\). From [57–59, and provided \(\Gamma\) is a \(C^1\) curve, it is straightforward to show that

\[
\| \iota - (\iota \circ F) \|_{L^1(\Gamma)} \leq C h^2,
\]

where \(F : \Gamma \rightarrow \Gamma_h\) is a continuous, piecewise smooth locally defined map [60]. Thus, it is advantageous to enforce the boundary condition in (8) using the approximation of the tangential vector \(\iota\). One can also use the \(L^2(\Gamma_h)\) projection of \(T_h\) onto \(\mathbb{B}_h\); this has the same order of accuracy as the method in [52], but is a little more expensive because a mass matrix must be inverted.
6.1.3. Finite element discretization error

We will use the following result [54,52] in Section 6.2 to estimate the error in approximating the boundary stress.

**Theorem 3.** Suppose there exists a unique solution \((u, p)\) of (8) in the sense of distributions with the following regularity:

\[
u \in H^1(\Omega), \quad p \in H^2(\Omega).
\]

Then we have the following error estimate for the Taylor–Hood element (50):

\[
\|u - u_h\|^2_{H^1(\Omega)} + \|p - p_h\|^2_{L^2(\Omega)} \leq Ch^2(\|u\|^2_{H^1(\Omega)} + \|p\|^2_{H^2(\Omega)}),
\]

where \(C\) is an independent constant and \(h\) is the maximum size of an edge in the mesh \(T_{\Omega_h}\).

**Remark 5.** The regularity assumption in (53) is guaranteed if the domain is \(C^3\) [61]. In our numerical results (see Section 7), the domain shapes appear to be smooth. Lastly, the Navier–Stokes and adjoint equation solvers were tested against a known exact solution to confirm the error decay given by (54).

### 6.2. Stress approximation

Computing the shape derivatives, namely \(\partial J\) and \(\partial Q\), requires the stresses on the boundary \(\sigma\), \(S\), and \(H\). In our method, we use an \(L^2\) type projection property similar to [62, 63]. For computing \(\sigma\), we have the following weak formulation of (8):

\[
\int_{\Gamma} (\sigma \cdot \nu) \cdot \nu = \int_{\Gamma} (u \cdot \nabla u) \cdot \nu + \int_{\Omega} \sigma \cdot (u, p) : \nabla \nu, \quad \text{for all } \nu \in H^1(\Omega)^2,
\]

where \((u, p)\) is the solution of (8). At the discrete level, the right hand side of (55) can be viewed as given data and \(\sigma\) is treated as an unknown. To state the discrete variational formulation of (55), we need the following finite element space:

\[
W_h := \{ \nu \in C(\overline{\Omega}_h) : \nu|_T \in P_1(T), \forall T \in T_{\Omega_h}, \text{ and } \nu = 0 \text{ at all interior nodes} \},
\]

i.e. the set of vector piecewise linear functions over the triangulation \(T_{\Omega_h}\) with all interior nodal values set to zero. Recall the definition of \(B_h\) (51); note that \(B_h\) is the restriction of \(W_h\) to the boundary \(\Gamma_h\). Therefore, given the discrete solution \((u_h, p_h)\), find a discrete approximation of the boundary stress \((\sigma \nu)_h \in B_h\) such that

\[
\int_{\Gamma_h} (\sigma \nu)_h \cdot \nu_h = \int_{\Gamma_h} ([u_h \cdot \nabla] u_h) \cdot \nu_h + \int_{\Gamma_h} \sigma_h : \nabla \nu_h, \quad \text{for all } \nu_h \in W_h,
\]

where \(\sigma_h = -\nu p_h + (1/Re)D(u_h)\). This gives a square mass matrix on the left side which is trivial to invert compared to solving (8), (23), (32). Computation of the boundary stresses \((S \nu)_h\) and \((H \nu)_h\) is done similarly.

Using averaging, least-squares, and \(L^2\)-type projections to compute stresses is a classical technique in the finite element literature; for instance, see [64, 65]. Our approximation of the boundary stress is based on a method in [62, 63] which was used to compute the boundary flux for Laplace’s equation given the discrete solution of the Dirichlet problem. Following a similar outline as in [63], we derive error estimates for the boundary stress approximation (57) in the following sections. More recent methods of post-processing the solution to obtain flux information over the entire domain can be found in [66].

#### 6.2.1. Preliminary estimates

In the following, we require that \(T_{\Omega_h}\) be a quasi-uniform, shape regular triangulation of \(\Omega\) (see [55, 56]). We also assume that \(\Omega_h = \Omega\) to avoid unnecessary technicalities (see Remark 6).

**Lemma 1** (trace inverse estimate). Let \(S_T = S_T(\Omega, h)\) denote a strip of triangles in \(T_{\Omega_h}\) such that each triangle \(T \in S_T\) has at least one vertex on \(\Gamma\). Let \(\nu_h \in W_h\). Then,

\[
\|\nabla \nu_h\|^2_{L^2(S_T)} \leq Ch^{-1/2} \|\nu_h\|^2_{L^2(\Gamma)};
\]

\[
\|\nu_h\|^2_{L^2(S_T)} \leq Ch^{1/2} \|\nu_h\|^2_{L^2(\Gamma)},
\]

where \(C\) is a constant independent of \(h\).

**Proof.** Using basic inverse estimates [55, 56] (i.e. norm equivalence on finite dimensional spaces) gives the assertion [63].

**Lemma 2.** The following interpolation estimates hold:

\[
\int_{\Gamma} (\sigma \nu - \mathcal{I}(\sigma \nu)) \cdot \nu_h \leq Ch^{1/2} (\|u\|^2_{H^1(\Omega)} + \|p\|^2_{H^2(\Omega)}) \|\nu_h\|^2_{L^2(\Gamma)},
\]

where \(\mathcal{I}\) is the interpolation operator onto \(B_h\).
Proof. The Bramble–Hilbert lemma [56] gives
\[ \| \sigma v - I(\sigma v) \|_{L^2(\Gamma)} \leq C h^{3/2} \| \sigma v \|_{H^1(\Gamma)}. \] (60)
Then using standard Sobolev embedding [50] and the smoothness of the domain (see Remark 5) gives
\[ \int_{\Gamma} (\sigma v - I(\sigma v)) \cdot v_h \leq \| \sigma v - I(\sigma v) \|_{L^2(\Gamma)} \| v_h \|_{L^2(\Gamma)} \leq C h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}) \| v_h \|_{L^2(\Gamma)}. \]

Lemma 3. Suppose that \( v_h \in V_h \). Then the following estimate holds
\[ \int_{\Gamma} (\sigma v - (\sigma v)_h) \cdot v_h \leq C h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}) \| v_h \|_{L^2(\Gamma)}. \] (61)

Proof. Using the variational forms (55) and (57), we have that
\[
\int_{\Gamma} (\sigma v - (\sigma v)_h) \cdot v_h = \int_{\Omega} (\sigma - \sigma_h) : \nabla v_h + \int_{\Omega} ((u \cdot \nabla) u - (u_h \cdot \nabla) u_h) : v_h \\
= - \int_{\Omega} (p - p_h) \nabla \cdot v_h + \frac{1}{Re} \int_{\Omega} (D(u) - D(u_h)) : \nabla v_h + \int_{\Omega} ((u - u_h) \cdot \nabla u + (u_h \cdot \nabla) (u - u_h)) \cdot v_h \\
\leq C_2 \left( \| p - p_h \|_{L^2(\Omega)} + \frac{1}{Re} \| u - u_h \|_{L^2(\Omega)} \right) \| \nabla v_h \|_{L^2(\Gamma)} + \| u - u_h \|_{H^1(\Omega)} \| \nabla u \|_{L^2(\Gamma)} \| v_h \|_{H^1(\Gamma)} \\
+ \| u_h \|_{H^2(\Omega)} \| \nabla u \|_{L^2(\Gamma)} \| v_h \|_{H^1(\Gamma)} \\
\leq C_4 h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}) \| v_h \|_{H^1(\Gamma)}. \] (62)

Note: we used the classical fact that (see [52,67])
\[ \int_{\Omega} (u \cdot \nabla) u \cdot v = C \| u \|_{H^1(\Omega)} \| \nabla u \|_{H^1(\Omega)} \| v \|_{H^1(\Omega)}. \] \( \Box \)

Remark 6. For the case where the discrete domain only approximates the true domain \( (\Omega_h \neq \Omega) \), one must account for the difference by considering a locally defined map \( F : \Omega \to \Omega_h \) and use a variational crime argument [56,68,60]. It can be shown that the error due to approximating the domain with a polygon is \( O(h^2) \).

6.2.2. Boundary error estimate

Theorem 4. Let the solution \((u, p)\) of (8) satisfy the regularity property (53). Assume the finite element mesh is shape regular and quasi-uniform. If the boundary stress is approximated by (57), then
\[ \| \sigma v - (\sigma v)_h \|_{L^2(\Gamma)} \leq C h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}). \] (63)

Proof. First, using (61) and (59), we get
\[
\| (\sigma v)_h - I(\sigma v) \|_{L^2(\Gamma)} \leq \int_{\Gamma} (\sigma v)_h - (\sigma v) + (\sigma v) - I(\sigma v) \cdot (\sigma v)_h - I(\sigma v) \\
\leq C_1 h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}) \| (\sigma v)_h - I(\sigma v) \|_{L^2(\Gamma)}, \] (64)
which implies \( \| (\sigma v)_h - I(\sigma v) \|_{L^2(\Gamma)} \leq C_1 h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}). \) Together with (60), we get
\[ \| \sigma v - (\sigma v)_h \|_{L^2(\Gamma)} \leq \| \sigma v - I(\sigma v) \|_{L^2(\Gamma)} + \| I(\sigma v) - (\sigma v)_h \|_{L^2(\Gamma)} \leq C_2 h^{3/2} (\| u \|_{H^1(\Omega)} + \| p \|_{H^2(\Omega)}). \] \( \Box \)

Remark 7. Implementation of (57) is straightforward. The finite element matrices, using the Taylor–Hood element, are already assembled when solving (8). One need only combine the rows of the discrete column vector representing the right hand side of (8) appropriately to reduce the test function \( v_h \) from piecewise quadratic to piecewise linear.

The error analysis given here can be modified to obtain an error estimate of \( O(h^2 \ln(1/h)) \) if the solution is more regular, i.e. \((u, p) \in W^{3,\infty}(\Omega) \times W^{2,\infty}(\Omega) \) [69] (see [63] in the case of Laplace’s equation). In our numerical tests of convergence, we first computed a discrete solution of (8) (when the exact solution is \( C^{\infty} \)) and then computed \( (\sigma v)_h \) from (57) using the discrete solution of (8). In this case, we appear to get \( O(h^3) \) in \( L^2(\Gamma) \) when comparing the approximation \( (\sigma v)_h \) to the exact \( C^{\infty} \) solution.
6.3. Curvature approximation

We also use an $L^2$ projection for computing the curvature, which takes advantage of the variational structure of the curvature vector $\mathbf{K}$. This follows by multiplying equation (76) by a smooth test function $\mathbf{v}$ and integrating by parts:

$$\int_{\Gamma} \mathbf{K} : \mathbf{v} = \int_{\Gamma} -\Delta_{\text{ext}} \mathbf{X} : \mathbf{v} = \int_{\Gamma} \nabla_{\mathbf{r}} \mathbf{X} : \nabla_{\mathbf{r}} \mathbf{v} = \int_{\Gamma} \nabla_{\mathbf{r}} \mathbf{v}.$$

(65)

The last term in Eq. (65) makes sense even when $\Gamma$ is a polygonal curve. Hence, our finite element method for computing curvature is the following. Recall the finite element space $\mathcal{B}_h$ and define the following discrete variational problem: find $\mathbf{K} \in \mathcal{B}_h$ (a piecewise linear approximation of the curvature) such that

$$\int_{\Gamma_h} \mathbf{K} : \mathbf{v} = \int_{\Gamma_h} \nabla_{\mathbf{r}} \mathbf{v}, \quad \forall \mathbf{v} \in \mathcal{B}_h.$$

(66)

Similarly to the previous section, this gives a mass matrix on the left side of (66) that is cheap to invert. If we assume that $\Gamma_h$ interpolates an underlying smooth curve, then this approximation of the curvature appears to be $O(h^2)$ in the $L^2(\Gamma)$ norm by our own numerical tests. This type of approximation is analyzed in [70].

6.4. Computing the descent direction

The system in (43) is a standard saddle point system and can be solved by straightforward techniques. The finite element space $\mathcal{V}_h \subset \mathcal{V}$ is given by (51): $\mathcal{V}_h := \mathcal{B}_h$. More details can be found in [55,56,51].

6.5. Method for deforming the domain

The shape perturbation $\varphi$ that solves (43) is only defined on the upper and lower walls $\Gamma$ of the domain $\Omega$. Since the domain is partitioned into a set of triangles, we must extend $\varphi$ to all of $\Omega$ in order to update the interior mesh properly. We do this in two steps. First, we define $\varphi$ on the periodic boundary $\Gamma_P$ of $\Omega$ by linear interpolation of $\varphi$ between $\Gamma_P \cap \Gamma_{\text{ext}}$ and $\Gamma_P \cap \Gamma_{\text{int}}$, which acts to vertically stretch/compress $\Gamma_{\text{int}}$. This fully defines $\varphi$ on $\partial \Omega$. Second, we extend $\varphi$ by letting $\varphi_{\text{ext}}$ solve the following vector Laplace equation (harmonic extension) [71]:

$$- \Delta \varphi_{\text{ext}} = 0, \quad \text{in } \Omega,$$

$$\varphi_{\text{ext}} = \varphi, \quad \text{on } \partial \Omega.$$  

(67)

This will not affect the updated shape of the domain (because $\varphi_{\text{ext}} = \varphi$ on $\Gamma$). It is a classical result that the solution of (67) minimizes $\int_{\Omega} |
abla \varphi_{\text{ext}}|^2$ [49], which is desirable because large gradients in the velocity cause mesh distortion [71]. This allows for smoothly updating the mesh node positions in the interior at each optimization step. However, after several steps the mesh may still become distorted, so we use an optimization based mesh smoothing method every few iterations [72].

Of course, in the case of large deformations even these methods will fail. Thus, whenever the mesh quality [73] gets sufficiently bad, we re-mesh the domain using the program “Triangle” [74].

7. Numerical results

In our numerical experiments, we introduce a non-dimensional scaling of the cost functional $J$:

$$J_{\text{scaled}} := \frac{Re}{50} J.$$  

(68)

We use this scaling uniformly for all our experiments so that $J_{\text{scaled}}$ and $Q$ have the same order of magnitude (note that $J$ contains $1/Re$ by the definition (2) of $\varphi$). This ensures that the terms in the merit function (46) have similar weight. If the cost

<table>
<thead>
<tr>
<th>Occ. index</th>
<th>Symmetry enforced</th>
<th>Flat bottom wall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Re = 0.01$ (%)</td>
<td>$Re = 20$ (%)</td>
</tr>
<tr>
<td></td>
<td>$Re = 0.01$ (%)</td>
<td>$Re = 20$ (%)</td>
</tr>
<tr>
<td>1</td>
<td>2.97</td>
<td>-0.36</td>
</tr>
<tr>
<td>2</td>
<td>8.83</td>
<td>3.45</td>
</tr>
<tr>
<td>3</td>
<td>32.1</td>
<td>29.1</td>
</tr>
<tr>
<td>4</td>
<td>24.5</td>
<td>24.8</td>
</tr>
<tr>
<td>5</td>
<td>43.5</td>
<td>41.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occ. index</th>
<th>Symmetry enforced</th>
<th>Flat bottom wall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Re = 0.01$ (%)</td>
<td>$Re = 20$ (%)</td>
</tr>
<tr>
<td>1</td>
<td>1.33</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td>5.22</td>
<td>1.38</td>
</tr>
<tr>
<td>3</td>
<td>24.8</td>
<td>22.9</td>
</tr>
<tr>
<td>4</td>
<td>13.0</td>
<td>13.6</td>
</tr>
<tr>
<td>5</td>
<td>9.70</td>
<td>8.50</td>
</tr>
</tbody>
</table>
(a) $Re = 0.01$: Initial Guess (left) and Optimized Shape (right).

(b) $Re = 20$: Initial Guess (left) and Optimized Shape (right).

Fig. 3. Optimization for five different initial shapes and fluxes (asymmetric initial condition) with Reynolds number at (a) $Re = 0.01$ and (b) $Re = 20$. Each plot window is a unit square in non-dimensional units. The left column in each sub-figure is the initial guess for the shape; the right column is the shape obtained by our optimization algorithm. Each row, indexed 1–5 by increasing occlusion, corresponds to a desired amount of flux $Q(X) = CQ$ with increasing flux towards the bottom. The area constraint in each case is $A(X) = CA = 0.4$. The rate of energy dissipation $J_{\text{scaled}}$ and average flux $Q$ is stated underneath each plot. The interior curves of each shape represent streamlines of the flow referenced to the moving wave frame.
and constraints are not scaled similarly, then it can adversely affect the convergence rate of our optimization algorithm \[48\]. Of course, we also scale \( d \) by \( R e / 50 \).

For all numerical tests, we set \( \xi = 0 \) in \(47\). In our backtracking line search routine, we set a minimum acceptable step size of \( \alpha_{\text{min}} := 5 \times 10^{-6} \). In most of our numerical runs, we never achieve the minimum step size; we usually find

\[
\begin{align*}
J_{\text{scaled}} &= 0.039219 \\
Q &= 0.018955 \\
J_{\text{scaled}} &= 0.056392 \\
Q &= 0.018810 \\
J_{\text{scaled}} &= 0.045428 \\
Q &= 0.018812 \\
J_{\text{scaled}} &= 0.150007 \\
Q &= 0.082182 \\
J_{\text{scaled}} &= 0.120700 \\
Q &= 0.082181 \\
J_{\text{scaled}} &= 0.214553 \\
Q &= 0.081801 \\
J_{\text{scaled}} &= 0.191772 \\
Q &= 0.152198 \\
J_{\text{scaled}} &= 0.325532 \\
Q &= 0.081795 \\
J_{\text{scaled}} &= 0.22986 \\
Q &= 0.229898 \\
J_{\text{scaled}} &= 0.240564 \\
Q &= 0.229898 \\
J_{\text{scaled}} &= 0.345393 \\
Q &= 0.310554 \\
J_{\text{scaled}} &= 0.240580 \\
Q &= 0.310565 \\
J_{\text{scaled}} &= 0.440564 \\
Q &= 0.307391 \\
J_{\text{scaled}} &= 0.240162 \\
Q &= 0.307391
\end{align*}
\]

(a) \( Re = 200 \): Initial Guess (left) and Optimized Shape (right).

(b) \( Re = 500 \): Initial Guess (left) and Optimized Shape (right).

Fig. 4. Optimization for five different initial shapes and fluxes (asymmetric initial condition) with Reynolds number at (a) \( Re = 200 \) and (b) \( Re = 500 \). Same format as in Fig. 3.
One cause of taking very small steps is that the Navier–Stokes and adjoint PDE’s are not solved accurately enough, which can lead to an inconsistency between $J$ and $dJ$ (similarly for $Q$ and $dQ$). In other words, this can cause the optimization routine to become ‘stuck’. If we reach the minimum step size for more than two iterations, we uniformly refine the mesh to increase accuracy in solving the PDEs and continue with the optimization; this avoids becoming stuck. Another cause of taking very small steps is an inappropriate choice of the function space $V$ (42). We experimented with using the space $L^2(C)$ for $V$ and found that this forces the optimization to take extremely small steps to avoid developing oscillations in the shape. Recalling the discussion in Remark 4, this is a crucial instance where knowing the continuous level functional sensitivities $dJ$, $dQ$ is able to benefit the optimization algorithm (i.e. the choice of $V$).

We define an efficiency for peristaltic pumping by

$$\eta_{eff} := \frac{Q}{J_{scaled}}.$$  \hfill (69)

Eq. (69) is different than the standard definition $\eta_{eff} = \Delta p \cdot Q / J_{scaled}$ [26,19] because our problem does not have a net rise in pressure per wavelength of the channel (i.e. we are in the free-pumping regime).

We present a variety of applications for our optimization method. Section 7.1 shows several cases for a range of $Re$ where the initial domain shape is not symmetric top-bottom and the top and bottom walls $C_+$ and $C_0$ are free to evolve in order to reduce the cost $J$. Here, we find that the resulting shapes are far from symmetric. In Section 7.2 we explicitly enforce symmetry, so only the top wall moves, and we find that the input fluid power is much larger than the previous case (up to 92% higher, see Table 1). Section 7.3 is similar to the first case, except we fix the bottom wall to be horizontal and only allow the top wall to evolve. Lastly, Section 7.4 shows the optimization of a double peaked initial shape. All simulations were run until the reduction of the cost $J$ appeared to saturate and the relative change in the power was less than 0.001% of the initial cost and the constraint violation for both flux and area was less than 0.1% of the desired values.
7.1. Up-down asymmetric solutions with both walls free

In Figs. 3 and 4, we show the results of optimizing peristaltic wave shape for four different cases of Reynolds number \( \text{Re} = 0.01, 20, 200, 500 \). For each Reynolds number, we chose a sequence of five initial shapes with a varying amount of channel occlusion (i.e. the minimal spacing between the walls). We index the initial shapes according to the amount of occlusion; index 1 is the least occluded while index 5 is the most occluded. We refer to this as the occlusion (occ.) index. More occlusion implies more flux.
In all cases, the desired domain area is $C_A = 0.4$ and the initial guess for the shape satisfies this. The desired flux $C_Q$ is taken to be the average flux for the initial shape. The streamlines of the flow (plotted with respect to the moving wave frame) are also shown. Note the lack of symmetry (top/bottom) between the channel walls. This becomes very pronounced for larger fluxes (see the bottom two rows of Figs. 3 and 4) where the top wall is no longer the graph of a function. Moreover, the streamlines for the higher flux cases show the presence of two vortices (in the initial shape of the channel) which implies that the viscous dissipation $J$ is large. Our optimization algorithm reduces $J$ by deforming the walls so as to isolate a single bolus of fluid, which propagates towards the right in the fixed lab frame. It is clear that this configuration is favorable for reducing $J$ by reducing the symmetrized form of the velocity gradient (see Fig. 7 for an illustration of the change in the flow field as the optimization progresses).

In row 3 of Fig. 3, it appears that the final shape of the walls is close to two out of phase sine waves. It has been shown in the literature (for instance, see [9]) that the average flux in peristaltic pumping for two sine waves that are perfectly out of phase is close to zero in the long wavelength regime. However, the domain shapes in our experiments do not fall under the long wavelength assumption. But it is interesting that in the ‘short’ wavelength regime such an arrangement can now appear as an optimal solution.

There is also an asymmetry that develops as the Reynolds number increases. For instance, note the difference in the final shape between Figs. 3 and 4 for occlusion index 3. Also, the streamlines become more asymmetric with increasing $Re$ for all cases. However, despite the broken left/right symmetry, the final shapes for the higher flux cases (rows 4 and 5) are remarkably similar for the range of Reynolds numbers considered here. For low Reynolds number, see Fig. 3(a), the final shapes are left-right symmetric which is a consequence of the reversibility of Stokes flow. In row 5 of Fig. 3(a), the final shape is offset from the exact center. In our optimization runs, we noticed a small amount of ‘sliding’ of the shape in a few cases. However, this is only a superficial effect because all peristaltic pumping shapes are invariant under translation in the $e_1$ direction (because of periodicity). We believe this is due to discretization error, especially since the meshes used to represent $\Omega$ are unstructured with no underlying symmetry.

In Fig. 5, we plot the flux, input fluid power (or rate of viscous dissipation), and the pumping efficiency versus the occlusion index for all four cases of Reynolds number (referring to Figs. 3 and 4). Note that the amount of occlusion is directly proportional to the flux. The input power also increases with occlusion for low Reynolds number, but peaks at index 3 for $Re = 500$. There is also a peak in the efficiency for $Re = 0.01$ and 20 at occlusion index 3. The efficiency improves with increasing channel occlusion for higher Reynolds number.

As a representative sample, we give more information in Figs. 6 and 7 about the optimization process for the case of (occ. index 5, $Re = 200$) described in Fig. 4(a). Fig. 6 shows the change in power, flux, and area with iteration and Fig. 7 shows several frames depicting the evolution of the peristaltic channel shape during the optimization. From Fig. 6 we see that the input fluid power decays as the optimization progresses (reduced by $-46\%$), while the constraints are at first violated and then eventually return to their desired values. In Fig. 7, we see how the algorithm acts to isolate the flow into an asymmetric ‘bag-like’ region. In a biological application, there will certainly be some penalty associated with deforming the channel walls, e.g. energy expended in muscle contraction. There is no penalty for wall deformation in our optimization criteria. However, it is interesting to note the kinds of optimal shapes favored when wall deformations are not costly to perform.

In Fig. 8, we plot the vorticity field (in color) for the final shapes of (occ. index 5, $Re = 200$) and (occ. index 3, $Re = 500$) depicted in Fig. 4. Both ‘waves’ propagate towards the right in the fixed lab frame. Part (a) of the figure clearly shows a large
rotating region of the fluid (i.e. a bolus) trapped in a ‘bag-like’ region. The vorticity in the bag is approximately uniform and is rotating counter-clockwise (positive) which is consistent with the motion of the traveling wave. A region of negative vorticity is present in the ‘tube’ region. In part (b), the desired flux is less and the optimized shape has a less extreme wave-shape.
Here, the vorticity (both positive and negative) is concentrated on the top wall; the vorticity in the lower region is close to zero. For both shapes, the top wall cannot be represented as the graph of a function. In most of the peristaltic pumping literature, the traveling wave is assumed to be the graph of a function which translates at a constant speed. This is not the case in our framework because we have treated the traveling wave shape differently and the walls are inextensible.

Fig. 10. Optimization for five different initial shapes and fluxes (symmetry top/down is explicitly enforced) with Reynolds number at (a) $Re = 200$ and (b) $Re = 500$. Same format as in Fig. 9. The desired flux $Q(\Omega) = CQ$ for each occlusion index and Reynolds number is the same as for each occlusion index and Reynolds number in Fig. 4.

(a) $Re = 200$: Initial Guess (left) and Optimized Shape (right).

(b) $Re = 500$: Initial Guess (left) and Optimized Shape (right).
Fig. 11. Optimization results when top/down symmetry is explicitly enforced. Thus, only the top wall is free to deform. Plots of (a) flux $Q$, (b) power $J_{scaled}$, and (c) efficiency $\eta_{eff} := Q/J_{scaled}$ are given versus the occlusion of the channel (index = 1 means low occlusion; index = 5 means high occlusion). Four cases $Re = 0.01, 20, 200, 500$ are plotted for each occlusion index; the same legend notation is used in all three plots. The values plotted here correspond to the final shapes resulting from our optimization algorithm (see Figs. 9 and 10).

Fig. 12. Variation of relevant quantities for the case in Fig. 10(b), occlusion index 4 at $Re = 500$. Plots of (a) power $J_{scaled}$ (b) flux $Q$, and (c) area $A$ are shown versus the optimization iteration index. In plots (b) and (c), a dashed line denotes the desired value. The input power is reduced by $-23.8\%$ of the initial amount. Violation of the flux and area constraints at the last iteration is $+0.0242\%$ and $-0.00035\%$ of the desired values, respectively. Note the jumps in the flux at approximate iteration indices 12 and 72. This corresponds to globally re-meshing the fluid domain.

7.2. Up-down symmetric solutions with both walls free

For this case, we only optimize the top-half of the channel. Specifically, we restrict $\Gamma^-$ (here, the x-axis) to be a line-of-symmetry with boundary condition given by

$$
\begin{align*}
\mathbf{u} \cdot \mathbf{n} &= 0, & \text{on } \Gamma^-, \\
\mathbf{r} \cdot \mathbf{v} &= 0, & \text{on } \Gamma^-,
\end{align*}
$$

(70)

which means that $u_2 = 0$ and $\partial u_1 / \partial y$ where $\mathbf{u} = (u_1, u_2)$. Hence, the top wall shape is left free to be optimized, while the bottom wall is made flat/horizontal. Eq. (70) is used in the Navier–Stokes system (8) and the adjoint systems (23) and (32).

Figs. 9 and 10 (in the format of Figs. 3 and 4) show our results when symmetry is explicitly imposed. Note only the top-half of the domain is shown but the power $J_{scaled}$, flux $Q$, and area $A$ is given for the entire domain. The desired domain area for all cases is again $C_A = 0.4$ which the initial shape satisfies. For each occlusion index and Reynolds number, the desired flux $C_Q$ is set to be the same as for the corresponding occlusion index and Reynolds number in Figs. 3 and 4. This was done in order to directly compare the results of this section with Section 7.1.

The optimal power achieved by the optimization routine when symmetry is enforced is higher than in the previous section (asymmetric case). Computing the normalized difference $(J_{sym} - J_{asym})/J_{asym}$ for occlusion index 1 and 2 says that the symmetric case is $\approx 1\%$ to $15\%$ larger than the asymmetric case. The difference for indices 3, 4, and 5 ranges from $\approx 14\%$ to $92\%$ above the asymmetric case (see Table 1). The reduction in power is substantial for the asymmetric case given the less constrained nature of the optimization in Section 7.1 (i.e. both walls are independent of each other). The power cost is especially expensive in the symmetric case for the largest desired flux because of the presence of two vortices instead of one in the asymmetric case.

In Fig. 11, we plot the flux, input fluid power (or rate of viscous dissipation), and the pumping efficiency versus the occlusion index for all four cases of Reynolds number (referring to Figs. 9 and 10). Flux increases linearly with channel occlusion just as in Fig. 5. But there is no peak in the input fluid power, only a general increase with increasing occlusion. There is also no peak in the efficiency as before. Here, $\eta_{eff}$ decreases (increases) with increasing occlusion when $Re = 0.01, 20 (Re = 200, 500)$. 

For this case, we only optimize the top-half of the channel. Specifically, we restrict $\Gamma^-$ (here, the x-axis) to be a line-of-symmetry with boundary condition given by

$$
\begin{align*}
\mathbf{u} \cdot \mathbf{n} &= 0, & \text{on } \Gamma^-, \\
\mathbf{r} \cdot \mathbf{v} &= 0, & \text{on } \Gamma^-,
\end{align*}
$$

(70)

which means that $u_2 = 0$ and $\partial u_1 / \partial y$ where $\mathbf{u} = (u_1, u_2)$. Hence, the top wall shape is left free to be optimized, while the bottom wall is made flat/horizontal. Eq. (70) is used in the Navier–Stokes system (8) and the adjoint systems (23) and (32).

Figs. 9 and 10 (in the format of Figs. 3 and 4) show our results when symmetry is explicitly imposed. Note only the top-half of the domain is shown but the power $J_{scaled}$, flux $Q$, and area $A$ is given for the entire domain. The desired domain area for all cases is again $C_A = 0.4$ which the initial shape satisfies. For each occlusion index and Reynolds number, the desired flux $C_Q$ is set to be the same as for the corresponding occlusion index and Reynolds number in Figs. 3 and 4. This was done in order to directly compare the results of this section with Section 7.1.

The optimal power achieved by the optimization routine when symmetry is enforced is higher than in the previous section (asymmetric case). Computing the normalized difference $(J_{sym} - J_{asym})/J_{asym}$ for occlusion index 1 and 2 says that the symmetric case is $\approx 1\%$ to $15\%$ larger than the asymmetric case. The difference for indices 3, 4, and 5 ranges from $\approx 14\%$ to $92\%$ above the asymmetric case (see Table 1). The reduction in power is substantial for the asymmetric case given the less constrained nature of the optimization in Section 7.1 (i.e. both walls are independent of each other). The power cost is especially expensive in the symmetric case for the largest desired flux because of the presence of two vortices instead of one in the asymmetric case.

In Fig. 11, we plot the flux, input fluid power (or rate of viscous dissipation), and the pumping efficiency versus the occlusion index for all four cases of Reynolds number (referring to Figs. 9 and 10). Flux increases linearly with channel occlusion just as in Fig. 5. But there is no peak in the input fluid power, only a general increase with increasing occlusion. There is also no peak in the efficiency as before. Here, $\eta_{eff}$ decreases (increases) with increasing occlusion when $Re = 0.01, 20 (Re = 200, 500)$. 

For this case, we only optimize the top-half of the channel. Specifically, we restrict $\Gamma^-$ (here, the x-axis) to be a line-of-symmetry with boundary condition given by

$$
\begin{align*}
\mathbf{u} \cdot \mathbf{n} &= 0, & \text{on } \Gamma^-, \\
\mathbf{r} \cdot \mathbf{v} &= 0, & \text{on } \Gamma^-,
\end{align*}
$$

(70)
Fig. 12 shows the change in power, flux, and area with iteration for the case of (occ. index 4, Re = 500) described in Fig. 10(b). Our algorithm decreases the input fluid power, relative to the starting point, by −23.8%. The input fluid power
decreases rapidly at first and then levels off, which is typical for gradient descent type methods. When the fluid power saturates, the algorithm gradually deforms the channel shape in order to better satisfy the constraints.
Reocclusion and average flux and recall that $Q$ is non-dimensional, thus it does not depend on $Re$.

Fig. 15. Optimization results for the asymmetric case with bottom wall constrained to be flat. Plots of (a) flux $Q$, (b) power $J_{scaled}$, and (c) efficiency $\eta_{eff} = Q/J_{scaled}$ are given versus the occlusion of the channel (index $= 1$ means low occlusion; index $= 5$ means high occlusion). Four cases $Re = 0.01$, 20, 200, 500 are plotted for each occlusion index; the same legend notation is used in all three plots. Note the linear relationship between occlusion and average flux and recall that $Q$ is non-dimensional, thus it does not depend on $Re$.

Fig. 16. Variation of relevant quantities for the case in Fig. 14(b), occlusion index 5 at $Re = 500$. Plots of (a) power $J_{scaled}$, (b) flux $Q$, and (c) area $A$ are shown versus the optimization iteration index. In plots (b) and (c), a dashed line denotes the desired value. The input power is reduced by $54.4\%$ of the initial amount. Violation of the flux and area constraints at the last iteration is $+0.0047\%$ and $-0.0010\%$ of the desired values, respectively. Note the 'kink' regions in the power at approximate iteration indices 10 and 55, which correlate with the relatively large violations of the flux constraint (also at iteration indices 10 and 55). Immediately after the kinks, the power decreases slowly down and the optimization evolves the shape in order to improve the constraint satisfaction. The small jumps in the constraints correspond to re-meshing the fluid domain.

7.3. Up-down asymmetric solutions with bottom wall flat

This section is the same as Section 7.1, except that the bottom wall is constrained to be flat/horizontal. This is similar to many industrial pumps where rollers traverse one side of a tube. Note: there is no line-of-symmetry here. Figs. 13 and 14 show our results for a range of desired fluxes and $Re$ (similar to Figs. 3 and 4). The desired domain area for all cases is again $C_A = 0.4$ which the initial shape satisfies. The desired fluxes correspond to those in Figs. 3 and 4. This was done in order to directly compare the results of this section with Section 7.1.

The optimization in this section is slightly more constrained than in Section 7.1 because the bottom wall is forced to be flat. Thus, the optimal shapes in this case have cost value $J$ slightly higher than when both walls are allowed to change (approximately $0.3-25\%$ higher, see Table 1). Other than this, the final shapes are very similar to Figs. 3 and 4. The largest difference can be seen for occlusion index 2 and 3.

In Fig. 15, we plot the flux, input fluid power (or rate of viscous dissipation), and the pumping efficiency versus the occlusion index for all four cases of Reynolds number (referencing to Figs. 13 and 14). The plots are similar to Fig. 5, e.g. the power peaks at index 3 for $Re = 500$. However, the efficiency does not peak for low $Re$. In fact, the efficiency is almost constant for $Re = 0.01$ and 20. But the efficiency does improve markedly, with increasing occlusion index, for $Re = 200$ and 500.

Fig. 16 shows the change in power, flux, and area with iteration for the case of (occ. index 5, $Re = 500$) described in Fig. 14(b). Our algorithm decreases the input fluid power by $54.4\%$. The general behavior is similar to Figs. 6 and 12.

7.4. Optimization of shape with "double peaked" initial data

Our last example considers an initial shape with two peaks within one wavelength of the channel. The optimization criteria is the same and we allow both walls to deform. The desired flux $C_Q$ and volume $C_A$ is taken to be the value given by the initial domain shape. Fig. 17 shows several frames depicting the evolution of the peristaltic channel shape during the optimization. The initial shape has a large amount of viscous dissipation as can be seen by the rapidly curving streamlines. The algorithm acts to reduce the input fluid power (viscous dissipation) by removing the two peaks and making the channel more uniform in thickness. The final shape is similar to the out of phase sine wave shape in Fig. 3(a) (see occlusion index...
3). During optimization the left-right symmetry is broken, which is most likely due to having an unstructured, non-symmetric mesh. Nevertheless, the final shape has left-right symmetry because the flow regime is low Reynolds number \( \text{Re} = 0.01 \).

There is a slight shift of the final shape from being perfectly centered. Again, this is only superficial because peristaltic pumping profiles are invariant under translation (by periodicity).

In Fig. 18, we see the change in power, flux, and area with optimization iteration. The input fluid power decays as the optimization progresses (reduced by -81.5%). The constraints become violated during different parts of the optimization, but eventually return to their desired values.
8. Conclusion

We have presented a variational method for optimizing the shape of a peristaltic traveling wave for pumping. This method is potentially useful for understanding certain biological processes, such as mucus transport in the lungs and embryonic transport in the reproductive system, and optimizing industrial pumps that operate by peristalsis.

8.1. Direct extensions of the 2D Case

Our method can be easily extended to include other models of fluid response. For instance, a Generalized Newtonian model that has shear-thinning or shear-thickening can be included in our framework without much effort, and would be relevant for examining mucus transport in the lungs. A fully viscoelastic model, such as Oldroyd-B, would be relevant for investigating peristaltic pumping of polymeric fluids; this situation was simulated in [25], where the traveling wave was defined to be a sine wave. However, optimizing with an Oldroyd-B model would require significant changes in the PDE solvers.

Other extensions could include penalizing large deformations of the channel walls (recall the bag-like regions in rows 4 and 5 of Figs. 3 and 4) by adding a penalty term (e.g. $\int f \kappa^2$ or $\int f \gamma$) to the optimization cost function. One can also add an elastic wall model that is coupled to the interior fluid, thus changing the boundary conditions of the governing PDE equations.

In addition to optimizing the shape, one can also allow for local stretching and contraction of the channel walls (we treat the channel walls as inextensible in this paper). In other words, one can treat the velocity boundary condition as an extra control variable (or function) to be optimized. Of course, one would need to put suitable constraints on the amount of in-wall deformation. Another interesting extension would be to look at a non-periodic channel with an open end. Optimization in this setting would lead to an optimal control problem for the time-varying shape of the channel walls.

8.2. Optimization in 3D

The first step for investigating peristaltic pumping in 3D would be to assume an axisymmetric shape, which is relevant to many applications. For this, cylindrical coordinates would be an obvious choice in posing the problem. And while the sensitivities would certainly change and require a different derivation, the fundamental quantities would remain the same, i.e. curvature and surface stresses on the 1D curve representing the axisymmetric shape would still appear in the linear forms representing the sensitivities. However, the channel walls could no longer be assumed to be inextensible, in which case an elastic wall model should be used. In this case, it would still be relevant to look at static channel shapes with respect to the wave frame. Here, one could use the elastic wall model to infer the velocity boundary condition for a given shape of the domain and wave speed. In addition, another energy term could be added to the cost functional that depends on the elastic wall energy to investigate the trade-off between viscous dissipation and wall deformation.

We believe that with axisymmetry one would still see non-obvious optimal shapes resulting from our algorithm. It is conceivable that a torus-like region (analogous to the ‘bag’ region depicted in the higher flux cases) could be an optimal shape if the enclosed volume per wavelength is large enough. But other shapes, like those in the symmetry enforced case (see Section 7.2) may also be likely.

For general 3D peristalsis, the time-independent assumption (in the wave frame) may still be relevant for moderate Reynolds number. The most critical aspect will be dealing properly with the geometry. For instance, the curvature computation given in Section 6.3 will not work when approximating the surface by a piecewise linear triangulation (i.e. the $L^2$ projection of curvature does not converge for 2D surfaces in 3D; see [75]). In order to get a convergent method, higher order geometric elements (curved triangles) must be used. In contrast, the $L^2$ projection for the stress does generalize to the 3D case, and the error analysis would simplify when using curved triangles to approximate the surface. Lastly, optimizing general 3D peristals-
sis will be more computationally intense and require adequate meshing tools to deal with the deforming domain as the optimization algorithm progresses [76].
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Appendix A. Differential geometry

We collect here some elementary results from differential geometry. Let $\Gamma$ be a closed surface, or curve, and let $\nabla_{\Gamma}$ be the surface (or tangential) gradient. The subscript $\Gamma$ in $\nabla_{\Gamma}$ refers to the surface on which the surface gradient is being computed. The Laplace–Beltrami operator is given by $\Delta_{\Gamma} := \nabla_{\Gamma} \cdot \nabla_{\Gamma}$. In the case of a 1D curve, $\nabla_{\Gamma} = \tau \partial_{s}$ (i.e. the surface gradient is the oriented unit tangent vector times the derivative with respect to arc-length) and $\Delta_{\Gamma} = \tau \partial_{s} \tau$.

We make repeated use of the identity:

$$I = vv^\dagger + \tau \tau^\dagger = v \otimes v + \tau \otimes \tau,$$  \hspace{1cm} (71)

where $v$ is the outer unit normal to $\Gamma$. We also make repeated use of the following decomposition of the gradient and divergence operators:

$$\nabla() = v^\dagger (v \cdot \nabla) () + \nabla_{\Gamma} (),$$

$$\nabla \cdot () = v^\dagger \cdot [(v \cdot \nabla) ()] + \nabla_{\Gamma} \cdot ().$$  \hspace{1cm} (72) (73)

Next, let $X$ be a vector parameterization of the surface (or curve) $\Gamma$. Then $\nabla_{\Gamma} X$ is a projection matrix onto the tangent space of $\Gamma$, i.e. $\nabla_{\Gamma} X = I - v \otimes v$. We also have the following symmetric relations:

$$\nabla_{\Gamma} X = [\nabla_{\Gamma} X]^\dagger, $$

$$\nabla_{\Gamma} v = [\nabla_{\Gamma} v]^\dagger. $$  \hspace{1cm} (74) (75)

Furthermore, the Laplace–Beltrami (or ‘surface’ Laplacian) of the parameterization is the total curvature vector:

$$-\Delta_{\Gamma} X := -\nabla_{\Gamma} \cdot [\nabla_{\Gamma} X] = \kappa v,$$  \hspace{1cm} (76)

where $\kappa$ is the total scalar curvature [77] and is positive when $\Gamma$ is convex. The following ‘integration by parts’ formulas involving curvature are useful:

$$\int_{\Gamma} \nabla_{\Gamma} \omega = \int_{\Gamma} \omega \kappa v, $$

$$\int_{\Gamma} \nabla_{\Gamma} \phi = \int_{\Gamma} \phi \otimes v \kappa, $$

$$\int_{\Gamma} \nabla_{\Gamma} \phi = \int_{\Gamma} \phi \cdot v \kappa,$$  \hspace{1cm} (77)

for all smooth scalar $\omega$ and vector $\phi$.

Lastly, when $\Gamma$ is perturbed by a vector field $V$, we have that the material derivative of the unit outward normal and tangent vectors is given by:

$$\dot{v} = -[\nabla_{\Gamma} V]^\dagger v, $$

$$\dot{\tau} = (v^\dagger [\nabla_{\Gamma} V] \tau) v,$$  \hspace{1cm} (78) (79)

where $\tau := v^\dagger = (-v_2, v_1)$ is the oriented tangent vector.

Appendix B. Some identities

Let $u$, $r$ be smooth vector fields defined on a smooth domain $\Omega$ (with $\Gamma = \partial \Omega$) and suppose $u = r = \tau$ on $\Gamma$ and $\nabla \cdot u = \nabla \cdot r = 0$. The first identity we have is:

$$0 = \nabla \cdot u|_{\Gamma} = [(v \cdot \nabla) u] \cdot v + \nabla_{\Gamma} \cdot u = [(v \cdot \nabla) u] \cdot v,$$  \hspace{1cm} (80)

because $\nabla_{\Gamma} \cdot u = \pm \nabla_{\Gamma} \cdot \tau = 0$ on $\Gamma$. Next, we have

$$(D(u)v) \cdot (D(r)v) = v^\dagger D(u) D(r) v,$$

$$= (v^\dagger D(u) v) (v^\dagger D(r) v) + (v \cdot D(u) \tau) (\tau \cdot D(r) v), $$

$$= (v \cdot D(u) \tau) (\tau \cdot D(r) v), $$  \hspace{1cm} (81)

by expanding with (71), and using (80).

The next relation involves $D(\cdot)$ (recall $D(u) := (\nabla u + (\nabla u)^\dagger)$):
\[ D(\mathbf{u}) : D(\mathbf{r}) = [(D(\mathbf{u})v)^i + (D(\mathbf{u})\tau)^i] : D(\mathbf{r}), \]

where we used (71). Concentrating on \((D(\mathbf{u})r) : (D(\mathbf{r})r)\), we see that

\[ (D(\mathbf{u})r) : (D(\mathbf{r})r) = (v^i D(\mathbf{u})\tau)(v^i D(\mathbf{r})\tau) + (\tau^i D(\mathbf{u})r)(\tau^i D(\mathbf{r})r), \]

again using (71) and the fact that \(u\) and \(r\) are tangential on \(G\). Therefore,

\[ D(\mathbf{u}) : D(\mathbf{r}) = (D(\mathbf{u})v) : (D(\mathbf{r})v) + (v^i D(\mathbf{u})\tau)(v^i D(\mathbf{r})\tau), \]

\[ = 2(D(\mathbf{u})v) : (D(\mathbf{r})v) = 2(\tau D(\mathbf{u})v) : (\tau D(\mathbf{r})v). \tag{82} \]

by the relation (81) and symmetry of \(D(\cdot)\).

Lastly, we have the following relation involving the stress tensor \(\sigma\) (recall (2)):

\[ \sigma : \nabla \mathbf{r} = \left( \frac{1}{\text{Re}} \right) [D(\mathbf{u}) : D(\mathbf{r})], \]

\[ = \frac{1}{\text{Re}} (\tau : D(\mathbf{u})v) : (\tau : D(\mathbf{r})v), \tag{83} \]

because both \(\mathbf{u}\) and \(\mathbf{r}\) satisfy (80). Note that (81)–(83) are also true when \(\mathbf{r}\) is replaced by \(\mathbf{u}\).

**Appendix C. Integration by parts formulae**

Let \(\mathbf{u}, \mathbf{v}, \mathbf{w}\) be smooth vector fields. Then, we have:

\[ \int_G [(\mathbf{u} \cdot \nabla)\mathbf{v}] \cdot \mathbf{w} = \int_G [u_i w_j (\partial_i \mathbf{v})], \]

\[ = -\int_G [v_j w_i (\partial_i u_i) + u_i v_j (\partial_i w_j)] + \int_{\partial G} [(u_i n_i) (v_j w_j)], \]

\[ = -\int_G [((\nabla \cdot \mathbf{u}) (\mathbf{v} \cdot \mathbf{w}) + ([\mathbf{u} \cdot \nabla] \mathbf{w}) \cdot \mathbf{v}] + \int_{\partial G} (\mathbf{u} \cdot \mathbf{v}) (\mathbf{v} \cdot \mathbf{w}). \tag{84} \]

Eq. (84) gives the following special case. Suppose \(\mathbf{u}\) is the velocity component of the solution of (8) and \(\mathbf{u}'\) is the velocity component of the solution of the shape derivative PDE (19). Then, by (84), we have

\[ \int_G [(\mathbf{u} \cdot \nabla)\mathbf{u}] \cdot \mathbf{u}' = -\int_G [((\nabla \cdot \mathbf{u}) (\mathbf{u} \cdot \mathbf{u}') + ([\mathbf{u} \cdot \nabla] \mathbf{u}') \cdot \mathbf{u}] + \int_{\partial G} (\mathbf{u} \cdot \mathbf{v}) (\mathbf{u} \cdot \mathbf{u}'), \]

\[ = -\int_G [((\mathbf{u} \cdot \nabla) \mathbf{u}) \cdot \mathbf{u}], \tag{85} \]

where we used the divergence free constraint and the fact that \(\mathbf{u} \cdot \mathbf{v} = 0\). We also have

\[ \int_G [(\mathbf{u}' \cdot \nabla)\mathbf{u}] \cdot \mathbf{u} = -\int_G [((\mathbf{u}' \cdot \nabla) (\mathbf{u} \cdot \mathbf{u}) + ([\mathbf{u}' \cdot \nabla] \mathbf{u}) \cdot \mathbf{u}] + \int_{\partial G} (\mathbf{u}' \cdot \mathbf{v}) (\mathbf{u} \cdot \mathbf{u}), \]

\[ = -\int_G [((\mathbf{u}' \cdot \nabla) \mathbf{u}) \cdot \mathbf{u} + \int_{\partial G} (\mathbf{u}' \cdot \mathbf{v}), \tag{86} \]

\[ = -\int_G [([\mathbf{u}' \cdot \nabla] \mathbf{u}) \cdot \mathbf{u} + \int_{\partial G} \nabla \cdot \mathbf{u}' = -\int_G [((\mathbf{u}' \cdot \nabla) \mathbf{u}) \cdot \mathbf{u}], \]

which implies that

\[ \int_G [(\mathbf{u}' \cdot \nabla)\mathbf{u}] \cdot \mathbf{u} = 0. \tag{87} \]

**References**


