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Iterative solution of (symmetric) linear systems

Target problems: very large (n = 105, 106, . . .), A is usually sparse

and has specific properties.

To solve

Ax = b

we construct a sequence

x1,x2, . . .

of iterates that converges as fast as possible to the solution x,

where x

k+1 can be computed from {x1, . . . ,x
k

} with as little cost

as possible (e.g., one matrix-vector multiplication).
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Iterative solution of (symmetric) linear systems

Let Q be invertible, then

Ax = b , Q�1(b�Ax) = 0

, (I �Q�1A)x+Q�1
b = x

, Gx+ c = x
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Iterative solution of (symmetric) linear systems

Theorem: The fixed point method x

k+1 = Gx

k

+ c with an

invertible G converges for each starting point x

o

if and only if

⇢(G) < 1,

where ⇢(G) is the largest eigenvalue of G (i.e., the spectral

radius).
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Iterative solution of (symmetric) linear systems

Choices for Q:

I
Choose Q = I. . . Richardson method

For more choices, consider A = L+D + U , where D is diagonal,

L and U are lower and upper triangular with zero diagonal.
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Iterative solution of (symmetric) linear systems

A = L+D + U

I
Choose Q = D . . . Jacobi method

Theorem: The Jacobi method converges for any starting point x

o

to the solution of Ax = b if A is strictly diagonal dominant, i.e.,

|a
ii

| >
X

j 6=i

|a
ij

|, for i = 1, . . . , n.
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Iterative solution of (symmetric) linear systems

A = L+D + U

I
Choose Q = D + L . . . Gauss-Seidel method

Theorem: The Gauss-Seidel method converges for any starting

point x

o

if A is spd.
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Iterative solution of (symmetric) linear systems

Relaxation methods: Use linear combination between new and

previous iterate:

x

k+1 = !(Gx

k

+ c) + (1� !)x
k

= G
!

x

k

+ !c,

where ! 2 [0, 1] is a damping/relaxation parameter (sometimes,

! > 1 is used, leading to overrelaxation). Target is to choose !
such that ⇢(G

!

) is as small as possible.
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Iterative solution of (symmetric) linear systems

Def: A fixed point method x

k+1 = Gx

k

+ c with G = G(A) is
called symmetrizable if for any spd matrix A, I �G is similar to an

spd matrix.
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Iterative solution of (symmetric) linear systems

Let the fixed point method be symmetrizable, and A an spd

matrix. Then all eigenvalued of G are real and less than 1.
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Iterative solution of (symmetric) linear systems

Finding the optimal damping parameter:
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Iterative solution of (symmetric) linear systems

Krylov methods:

Idea: Build a basis for the Krylov subspace {r0, Ar0, A2
r0 . . .}

and reduce residual optimally in that space.

I
spd matrices: Conjugate gradient (CG) method

I
symmetric matrices: Minimal residual method (MINRES)

I
general matrices: Generalized residual method (GMRES),

BiCG, BiCGSTAB

Properties:

Do not require eigenvalue estimates; require usually one

matrix-vector multiplication per iteration; convergence depends on

eigenvalue structure of matrix (clustering of eigenvalues aids

convergence). Availability of a good preconditioner is often

important. Some methods require storage of iteration vectors.
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