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Abstract The emergence of persistent zonal structures is studied in freely decaying plasma flows. The plasma turbulence6

with drift waves can be described qualitatively by the modified Hasegawa-Mima (MHM) model, which is shown to create7

enhanced zonal jets and more physically relevant features compared with the original Charney-Hasegawa-Mima (CHM)8

model. We analyze the generation and stability of the zonal state in the MHM model following the strategy of the selective9

decay principle. The selective decay and metastable states are defined as critical points of the enstrophy at constant energy.10

The critical points are first shown to be invariant solutions to the MHM equation with a special emphasis on the zonal11

modes, but the metastable states consist of a zonal state plus drift waves with a specific smaller wavenumber. Further, it12

is found with full mathematical rigor that any initial state will converge to some critical point solution at the long time13

limit under proper dissipation forms, while the zonal states are the only stable ones. The selective decay process of the14

solutions can be characterized by the transient visits to several metastable states, then the final convergence to a purely15

zonal state. The selective decay and metastability properties are confirmed by numerical simulations with distinct initial16

structures. One highlight in both theory and numerics is the tendency of Landau damping to destabilize the selective17

decay process.18

Keywords zonal flows · selective decay principle · modified Hasegawa-Mima model19

1 Introduction20

The large-scale coherent structures and zonal flows are important and universally observed phenomena found in various21

experiments and simulations with different degrees of complexity, for example, in the mesoscale motions of the atmosphere22

and ocean [14,18,23,24] and in the toroidally magnetically confined plasmas [1,2,4,7]. In particular, the generation of zonal23

flows in the magnetic confinement fusion has the crucial role in regulating the drift wave turbulence and suppressing the24

disastrous particle transport towards the boundary regime [1,2,11,19]. For qualitative understanding about the physics25

Di Qi
Department of Mathematics and Center for Atmosphere and Ocean Science, Courant Institute of Mathematical Sciences, New York
University, New York, NY 10012
E-mail: qidi@cims.nyu.edu

Andrew J. Majda
Department of Mathematics and Center for Atmosphere and Ocean Science, Courant Institute of Mathematical Sciences, New York
University, New York, NY 10012
E-mail: jonjon@cims.nyu.edu



2 Di Qi, Andrew J Majda

in the energy-conserving nonlinear dynamics and the formation of zonal jets, the Charney-Hasegawa-Mima (CHM)26

model (also known as the quasi-geostrophic model) is used to describe both the Rossby wave turbulence in geophysical27

turbulence [18] and the plasma drift wave turbulence [6]. In plasma physics, the equation provides a simple envelope28

formulation in describing the essential physics in drift wave – zonal flow nonlinear interactions. The flows are formulated29

on a projected two-dimensional domain in the perpendicular direction to the ambient magnetic field, where the three-30

dimensional magnetic surfaces are embedded.31

A modified Hasegawa-Mima (MHM) model is introduced later [1,4] as a more physically relevant formulation for32

the plasma flows. The MHM model takes into account the suppression of the magnetic-surface-averaged electron density33

response. The model modification gains the physically consistent property of Galilean invariance under poloidal translation34

which is not guaranteed in the original CHM model [1,22]. More importantly, it is observed from numerical simulations35

that the excitation of zonal flows is particularly strong in the MHM model in comparison with the original CHM case [4,36

11,26], where no dominant zonal structure is excited.37

In this paper, we investigate the creation and persistence of strong and coherent large-scale anisotropic zonal structures38

found in the MHMmodel through a rigorous mathematical approach. The maintenance of a dominant single scale structure39

is related to the selective decay principle under proper damping forms that dissipate energy among all the other scales in40

a much faster rate than a particular single selected scale. The mathematical selective decay principle for the CHM model41

has been developed by Majda and Wang in [14,12]. It proves that for the quasi-geostrophic equation including rotation42

and stratification, only a single largest scale mode is left on the ground energy level at long time limit with damping and43

no forcing effect.44

However, the MHM model with the important response modification alters the flow dynamics in a fundamental way.45

The final selective state is no longer in the largest scale and always displays a strong anisotropic zonal structure. Here46

we focus on the new phenomena observed in the MHM model, that is, the decay to a purely zonal structure in the final47

selective decay state, and the coexistence of many intermediate transient metastable states during the decay process.48

The physicist’s selective decay principle generally states that the solutions of the two-dimensional turbulence flow will49

approach to the state which minimizes the enstrophy for a given energy. For a more precise characterization of the decay50

process, the solution will usually visit several metastable critical points of the enstrophy with small-scale fluctuations51

before the final convergence to the large-scale zonal state. We investigate the mechanism in the MHM model for the52

generation of coherent zonal flows by showing the following major results:53

– The critical points of the enstrophy with given constant energy from the variational principle isolate the zonal mode54

from the other non-zonal fluctuation modes in the MHM model. Two types of exact solutions for the MHM equation55

can be found at the selective decay or metastable state. One is purely zonal and the other requires a special relation56

between the wavenumbers in the zonal and fluctuation eigenstate consisting of drift waves.57

– A natural general form of dissipation operators is found that has the selective decay property for the MHM model. It58

guarantees the convergence to a selective decay state with one particular single mode from any initial configuration59

of the state variables. On the other hand, strong ion Landau damping breaks down the selective decay to one large60

scale state by transferring energy to smaller scales.61
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– The stable selective decay state is the purely zonal solution with zero fluctuation. Then small perturbations in a62

low-wavenumber zonal mode can drive the metastable critical point solution with non-zero fluctuations on a higher63

energy level to a lower energy state with only zonal structures. Usually the solution will visit several intermediate64

transient metastable states during the decay process.65

– The number of zonal jets in the final converged zonal state is also related with the initial configuration of the state66

variables and nonlinear interactions. The zonal modes are first excited by the nonlinear transfer of energy. The lowest67

wavenumber that contains non-zero energy from the initial state usually determines the final number of zonal jets.68

The above results are further illustrated by a series of numerical experiments. The selective decay performance is first69

confirmed by solutions starting from different initial configurations. The additional contribution from the ion Landau70

damping is shown to transfer energy downscale and destroy the zonal mean structure if this Landau damping is strong71

enough. Additional interesting phenomena include an anti-damping effect to create strong large-scale condensation in one72

zonal mode. Together, these numerical simulations characterize the many facets of the selective decay and metastability73

features in the MHM model.74

In the structure of this paper, we describe the general model formulations in Section 2. The selective decay results for75

the original CHM model are briefly reviewed in Section 3. The mathematical theory for metastability and selective decay76

in the MHM model is developed in Section 4 and 5. The permitted selective decay and metastable states are first derived77

from the variational principle in Section 4; while Section 5 offers the major results for the selective convergence to stable78

zonal jets. The theoretical results are illustrated with numerical simulations with various initial states and damping forms79

in Section 6. The conclusions are summarized in Section 7, with the more detailed calculations shown in the appendixes.80

2 The Original and Modified Hasegawa-Mima Models81

The Hasegawa-Mima (HM) model is first introduced in [6] using the adiabatic electron response on equilibrium magnetic82

surfaces with the Boltzmann distribution exp (E/Te) of electron energy E. Later, a model modification is proposed [3,1,83

19] to prevent the unphysical net radial electron transport that happens in the original equation. The original Charney-84

Hasegawa-Mima (CHM) equation and the Modified Hasegawa-Mima (MHM) equation can be formulated under the same85

framework by defining a switch parameter with s = 0 for CHM and s = 1 for MHM as86

∂q

∂t
+ J (ϕ, q)− κ∂ϕ

∂y
= D (∆)ϕ, q = ∇2ϕ− (ϕ̃+ δs0ϕ) , (1)

with ϕ the zonal average defined below. The flows are usually projected on a two-dimensional doubly periodic geometry87

with x = (x, y). We use x to represent the radial direction of the background density gradient, and y as the symmetric88

poloidal direction. In fusion plasma, ϕ (x, t) is the non-dimensionalized electrostatic potential, ζ = ∇2ϕ is the ion relative89

vorticity, and vE = −∇ϕ× ẑ/B0 is the E×B velocity. J (ϕ, q) = ∂xϕ∂yq − ∂yϕ∂xq is the Jacobian operator due to the90

flow advection vE · ∇q. And κ is a constant factor describing the exponentially decaying structure in the background91

density along the radial direction n0 ∼ exp (−κx). At last, the Kronecker delta δs0 is used to remove the zonal mean92
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state in the density response, and D (∆) introduces the generalized ion collisional viscosity and hyperviscosity, which will93

be discussed in detail next.94

In geophysical literature [18,24], the same CHM equation is also known as the quasi-geostrophic model with F -plane95

effect. Then κ = −β becomes the beta-plane approximation of the Coriolis effect. The potential vorticity is usually defined96

as q = ∇2ψ − Fψ with ψ the stream function and F describing the relative strength of rotation to stratification. Thus97

the CHM model is essentially equivalent to the quasi-geostrophic model, whose properties have been studied in full detail98

in previous literatures [24,18,8,13,14]. Rigorous theories (such as nonlinear instability and selective decay) then apply to99

the CHM model in the exactly same fashion. In the rest of the paper, we focus on the changes in the MHM model and100

the profound differences induced from the model adaption.101

Model modification for stronger zonal flow and Galilean invariance102

The modified Hasegawa-Mima model is developed to induce stronger zonal jets [1,4] with an additional correction on the103

balanced electron response on magnetic surfaces. To achieve this, we define the zonal mean state f by averaging along104

the y-direction and the fluctuation component f̃ by removing the zonally-averaged mean from the original state variable105

f , that is,106

f (x) =
1

Ly

ˆ
f (x, y) dy, f̃ = f − f.

The MHM equation is modified by only removing the zonal mean electrostatic potential ϕ in the electron response.107

Then the new potential vorticity in the MHM model is defined as q = ∇2ϕ− ϕ̃ with no zonal mean state in the second108

component.109

Though it seems simple in the formulation of the MHMmodel in comparison with the CHMmodel, many improvements110

with desirable physical features can be found with this model modification [11,1]. First, the MHM model enhances the111

excitation of zonal flows with more prominent zonal structures. Second, the MHM model is Galilean invariant under112

boosts in the y (poloidal) direction as desired for the symmetry in the poloidal direction. Further, with a constant and113

uniform background mean flow in the y direction, v̄ŷ, the MHM model leads to a simple Doppler shift in the drift-wave114

dispersion relation ω =
kyκ
1+k2 + ky v̄. In comparison, the original CHM model without the modification about the mean115

state does not maintain these crucial properties.116

2.1 Introducing inhomogeneous damping and forcing effects117

On the right hand side of the equation (1), we include the general damping operator D (∆) to investigate the evolution of118

solutions according to the dissipation mechanism. The general dissipation can be formulated as a combination of different119

orders of the Laplace operator120

D (∆)ϕ =
L∑
j=0

dj (−∆)j (ϕ̃+ δs0ϕ) , (2)

up to order L. Specifically, the zero-order term, d0ϕ, is related with the ion Landau damping [25]; −d1∆ϕ often arises121

from the boundary layer effects (such as the Ekman drag); d2∆2ϕ represents the ion collisional friction (or Newtonian122
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viscosity); and the higher order terms usually represent the hyperviscosity [8]. In addition, the operators act as damping123

effects as dj > 0, while we can also add an anti-damping (forcing) effect into the system by using some dj < 0.124

As a typical dissipation case, we are interested in a combined damping and anti-damping effect125

D (∆)ϕ = D
(
∆2ϕ− 2∆ϕ̃+ ϕ̃

)
+ µ (∆ϕ− ϕ̃) + Cϕ,

= (µq −Dq̃) +D∆q + Cϕ.

(3)

Usually, C > 0 as the ion Landau damping has stronger effect on the large-scale modes, while D and µ mostly act on the126

smaller scales. These terms can be assigned with clear physical interpretation by comparing with the two-state balanced127

Hasegawa-Wakatani model [25,11,22]. The above damping form is recovered at the strong resistivity limit as α→∞ (so128

that the balanced Hasegawa-Wakatani model converges to the modified Hasegawa-Mima model [11,22]).129

2.2 Conserved quantities and their dynamical equations in the MHM model130

In the CHM and MHM models, two important conservative quantities [14,17] are found as the energy E and enstrophy131

W132

E =
1

2

ˆ
|∇ϕ|2 + ϕ̃2 =

1

2

ˆ
|∇ϕ̃|2 + ϕ̃2 + |∂xϕ|2 , (4)

W =
1

2

ˆ (
∇2ϕ− ϕ̃

)2
=

1

2

ˆ (
∇2ϕ̃− ϕ̃

)2
+
∣∣∣∂2xϕ∣∣∣2 , (5)

invariant under the nonlinear advection. The total energy and enstrophy defined in (4) and (5) for the MHM model133

are purely determined by the damping terms on the right hand side of (1). We consider the general damping form (2)134

including all orders. Then the dynamical equation for the total energy E becomes135

dE

dt
= −

∑
j

dj

∥∥∥(−∆)
j
2 (ϕ̃+ δs0ϕ)

∥∥∥2
0
. (6)

And the dynamical equation for the total enstrophy W can be derived in a similar way as136

dW

dt
= −

∑
j

dj

(∥∥∥(−∆)
j
2 ∇ (ϕ̃+ δs0ϕ)

∥∥∥2
0

+
∥∥∥(−∆)

j
2 ϕ̃
∥∥∥2
0

)
. (7)

Formally, we can rewrite
∥∥∥(−∆)

1
2 ϕ
∥∥∥
0

= ‖∇ϕ‖0 and
∥∥∥(−∆)

j
2 ∇ϕ

∥∥∥2
0

=
∥∥∥(−∆)

j+1
2 ϕ

∥∥∥2
0
. Notice that the second term in the137

enstrophy equation (7) only contains the fluctuation component ϕ̃ due to the model modification. The total energy and138

enstrophy are both monotonically decreasing in time from the general damping effects dj > 0. At the same time, it can139

be observed in the damping forms that there is always one more differential operator ∇ for the enstrophy equation than140

that in the energy. This implies a faster decay of the enstrophy while the energy stays relatively conserved at a suitable141

intermediate time scale. This sets up the foundation for the selective decay principle to be discussed in next sections.142
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3 Review of the Selective Decay Principle for the Charney-Hasegawa-Mima Model143

We first briefly review the selective decay conclusions for the Charney-Hasegawa-Mima equation shown in (1) with s = 0,144

∂q

∂t
+ J (ϕ, q)− κ∂ϕ

∂y
=
∑
j

dj (−∆)j ϕ, q = ∇2ϕ− ϕ. (8)

The selective decay principle predicts the convergence of any solutions of (8) to a single eigenstate usually in the lowest145

permitted energy [14]. The mathematically rigorous proof for the selective decay principle is first studied by [5,9,15,16]146

for the Navier-Stokes equations. In [14,12], the selective decay results for geophysical flows with beta-plane and F -plane147

effects are developed. These results for the CHM model also offer useful comparisons to distinguish the representative148

features that can only be discovered in the MHM model with response modification.149

3.1 Selective decay statements for the CHM model150

In summary for the CHM model, the following conclusions can be derived rigorously based on the critical point states151

from the variational principle and the convergence of the ratio Λ (t) = W/E.152

– The selective decay solution from the critical point of the enstrophy with constant energy has the structure153

ϕk (t) =
∑
k2=Λk

cke
i(k·x−ωkt)e

−D(−Λk)
Λk+1

t
,

on a single energy shell Λk. The above state ϕk forms an exact solution of the CHM equation (8) with initial value ck,154

and provides the critical enstrophy–energy relation, W (ϕk) = (Λk + 1)E (ϕk). The parameter κ generates dispersive155

drift waves (or Rossby waves) with the dispersion relation ω =
κky

(2π/L)2k2+1
. The general dissipation operator D (∆)156

gives the damping effect D(−Λk)
Λk+1 on the single energy shell.157

– With the existence of non-zero viscosity,
∑L
j=1 dj > 0, the generalized Dirichlet quotient Λ (t) = W/E monotonically158

decreases to some single energy shell of wavenumber k159

lim
t→∞

Λ (t) = Λk + 1 =

(
2π

L

)2

k2 + 1,

for one single eigenvalue Λk of the Laplace operator. This further implies the convergence of any normalized solution160

φ to one of the selective decay state φk restricted on a single energy shell in the H1 sense161

lim
t→∞

‖∇φ−∇φk‖0 = 0, φ =
ϕ

‖∇ϕ‖0
,

with ϕ the potential function solution from the CHM equation (8) with any initial condition.162

– The above selective decay states associated with eigenvalues Λk on higher energy shells of wavenumber k > 2 are all163

unstable. Then arbitrary small perturbations from a lower energy state will drive the original Dirichlet quotient to a164

strictly lower energy level Λl with l < k. Accordingly, the potential state ϕ will finally reach the ground state on the165

lowest energy shell depending on the initial symmetry.166
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From the above conclusions, we can see that the structure of the final selective decay state is a coherent vortex with167

drift waves with frequency ωk on the lowest permitted energy shell. Especially in the CHM model, there is no preference168

in the zonal modes ky = 0 and the other fluctuation modes. The selective decay state is usually symmetric in x and y169

directions. In the next section, we will follow the same argument to derive the corresponding selective decay results for170

the MHM equation, where anisotropic zonal structures will always emerge in the final selective decay solutions. Before171

proceeding to the main results, we first illustrate the selective decay features in the CHM model using simple numerical172

simulations.173

3.2 Numerical illustration of the selective decay in the CHM model174

The numerical setup for the CHM model is taken the same as the later test cases for the MHM model simulations shown175

in Section 6. The model parameters used are listed in Table 1, and we test the selective decay from the three initial176

states with distinct structures shown in Figure 2. The dissipation operator is taken as D (∆) q = D∆q, where the rigorous177

selective decay result is guaranteed.178

In the first row of Figure 1, the snapshots of the electrostatic potential function ϕ at the final computation time179

t = 5000 with the three different initial conditions are plotted. Only large scale structures remain in all the three cases.180

It is found that the final structure of the selective decay state is related with the symmetry in the initial value. The first181

initial case has the leading Fourier mode (1, 0) and a competing mode (1, 1). In the second initial state case where more182

small-scale vortices are given, the final selective decay state becomes the two leading Fourier modes (2, 0) and (0, 2). In183

contrast, the third initial state with interacting double vortices with opposite signs decays to the single selective decay184

mode with wavenumber (1, 1). As further comparisons, the second row of Figure 1 shows the corresponding time-series of185

the Dirichlet quotient Λ (t) with different initial states. In this CHM case, the Dirichlet quotient Λ (t) always converges to186

Λ∗ = Λk + 1 larger than 1. The difference in the three cases corresponds to the different initial configurations for energy187

shells k2 = 1, k2 = 2, and k2 = 4. As a major difference in comparison with the MHM model, the CHM model has no188

preference in the zonal flows and always generates symmetric structures in both x and y directions.189

4 Selective Decay and Metastable Solutions from the Variational Principle190

From this section, we investigate the emergence of the large-scale coherent zonal structures generated from the MHM191

model modification that usually cannot be observed from the CHM model. The change in the solution of the MHM model192

comes from the rearrangement in the balanced potential vorticity q = ∇2ϕ− ϕ̃ by removing the zonal mean state. In the193

first place, we solve the selective decay and metastable states directly from the variational principle, which is the state194

with critical value of the enstrophy at fixed energy level.195

From the physical selective decay principle, a selective decay state ϕ∗ refers to a critical point of the enstrophy at a196

constant energy level. From the previous definitions of the conserved energy and enstrophy (4) and (5), the critical point197

satisfies the variational principle198

E
(
ϕ∗
)

= E,
δW

δϕ
|ϕ∗= Λ

δE

δϕ
|ϕ∗ , (9)
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Fig. 1: Snapshots of the electrostatic potential function ϕ at final time from the CHM model simulations, together with
the time-series of the Dirichlet quotient Λ (t) with three different initial states.

with Λ the Lagrangian multiplier. More precisely, we only refer the stable critical solution as the final selective decay state,199

while the unstable saddle points are referred as the metastable solutions of the system. Next, we find the variational200

derivatives for the energy and enstrophy defined for the MHM model; then derive the explicit forms of the invariant201

selective decay solutions based on the critical points and dissipation forms.202

4.1 Variational derivatives for the modified energy and enstrophy203

We start directly from the definitions of the energy and enstrophy in (4) and (5). The variational derivatives of a functional204

F (u) can be calculated from the directional derivative under the inner product (u, v)0 =
´
uv in Hilbert space so that205

(
δF
δu
, δu

)
0

≡ lim
ε→∞

F (u+ εδu)−F (u)

ε
.

First for the energy variation, considering the small variations in the potential ϕ + εδϕ, and vorticity ζ + εδζ, with206

δζ = ∆δϕ, we calculate directly from the definition207

1

ε
[E (ϕ+ εδϕ)− E (ϕ)] = (−ζ + ϕ̃, δϕ)0 +O (ε) .

The above relation is a direct result from an integration by parts
´
ϕδζ =

´
ζδϕ and noticing

´
ϕ̃δϕ̃ =

´
ϕ̃δϕ. Taking208

the limit ε → 0, the left hand side of the above equation defines the variational derivative through the inner product209 (
δE
δϕ , δϕ

)
0
. In a similar way, we calculate for the enstrophy210

1

ε
[W (ϕ+ εδϕ)−W (ϕ)] =

(
∆ζ − 2ζ̃ + ϕ̃, δϕ

)
0

+O (ε) .
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Therefore, the variational derivatives for the energy and enstrophy are derived as211

δE

δϕ
= −ζ + ϕ̃,

δW

δϕ
= ∆ζ − 2ζ̃ + ϕ̃. (10)

Notice that if we remove the tildes in the above identities in (10), they go back to the variational derivatives for the CHM212

model energy and enstrophy accordingly [14].213

Next, by putting the variational derivatives back to the Euler-Lagrangian equation (9) with the Lagrangian multiplier214

Λ, the critical solution (ζ∗, ϕ∗) satisfies the equation215

∆ζ∗ − 2ζ̃∗ + ϕ̃∗ = −Λζ∗ + Λϕ̃∗

⇒ (∆− 1 + Λ) (1−∆) ϕ̃∗ =
(
∂2x + Λ

)
∂2xϕ∗.

We rearrange the above equation by putting the fluctuation modes on the left side and the zonal mean state on the right.216

To solve the equation, again by taking the zonal average on both sides, we find the equation for the zonal mean state;217

then the solution for the fluctuation modes follows by subtracting the zonal mean equation. Therefore, the critical point218

state should satisfy the following eigen equations in mean and fluctuation components219

∂2xϕ∗ = −Λϕ∗,

∆ϕ̃∗ = − (Λ− 1) ϕ̃∗.

(11)

In the MHM model case, the eigenvalues for the zonal state ϕ and the fluctuations ϕ̃ have a difference of 1. Directly from220

the equations (11), the critical energy and enstrophy satisfy the relation221

W ∗ =
1

2

ˆ (
ζ∗ − ϕ̃∗

)2
=

1

2
Λ2

ˆ (
ϕ̃∗ + ϕ∗

)2
= ΛE∗. (12)

Note that the CHM and MHM models get the same critical energy–enstrophy relation, but with different critical states222

[14]. The Lagrangian multiplier Λ could be different in the two models. Similarly, we arrive at the result that the ground223

state with minimum Λ∗ = Λ1 + 1 (where Λ1 is the minimum value of the Laplace operator) gives the minimizer of the224

enstrophy W given the energy E with non-zero fluctuations. Still, the zonal solutions in (11) give a series of permitted225

selective decay states.226

4.2 Exact solutions from the metastable and selective decay states227

We find the eigenfunctions from the equations in (11) and verify that they form the exact solutions for the mean and228

fluctuation equations of the MHM model. First we solve the solution of the zonal mean state229

ϕ = A (t) cos
√
Λx+B (t) sin

√
Λx, ζ = ∂2xϕ = −Λϕ. (13)
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The coefficients (A,B) can be determined by the zonal mean equation with the dissipation form in (3)230

∂tϕ = −
(
DΛ+ CΛ−1 − µ

)
ϕ.

Therefore, the solution of zonal state (13) is persistent with the following exponential decay profile231

A (t) = A0e
−(DΛ+CΛ−1−µ)t, B (t) = B0e

−(DΛ+CΛ−1−µ)t,

with (A0, B0) the initial value of the zonal mean state. Indeed, we can see from the exact solution that the parameter232

µ > 0 increases the energy in the zonal state while the parameters D and C dissipate the energy. In addition, D has233

stronger effect on the smaller scales in high wavenumber modes and C acts strongest on the large scale modes.234

Then by solving the second equation for the fluctuations, we find the solution of the fluctuation component235

ϕ̃ =
∑

k2=const.

ck (t) ei
2π
L

k·x, ζ̃ = ∆ϕ̃ = −Λkϕ̃, (14)

with k = (kx, ky) ∈ Z2 and |k| = k on a constant energy shell. Especially, the permitted eigenvalue for the critical236

solutions satisfies237

Λ− 1 = Λk ≡
(

2π

Lx
kx

)2

+

(
2π

Ly
ky

)2

, Λ > 1, (15)

where (kx, ky) are integers and (Lx, Ly) are important model parameters defining the domain size in x and y directions.238

We also get the constraint in the eigenvalue Λ ≥ 1 + (2π/L)2 for all the nontrivial fluctuation state. The equation for the239

coefficient ck can be found from the fluctuation equation for q̃ = ζ̃ − ϕ̃ = −Λϕ̃240

dck
dt

+ i
2π

Ly
kyκΛ

−1ck = −
(
DΛ+ CΛ−1 − µ

)
ck.

The solution for the coefficient ck can be written as241

ck (t) = ck (0) e−iωkt−dkt, ωk =
2π

Ly
kyκΛ

−1, dk = DΛ+ CΛ−1 − µ.

The non-zero density gradient κ generates drift waves in the solution.242

Remark. (different domain sizes with aspect ratio α = Ly/Lx) From the above argument, it can be found that the critical243

state is valid for any rectangular domain size with aspect ratio α. In fact, the only difference from the elongated x244

or y direction is the introduction of more intermediate modes between the original integer wavenumber values. These245

additional modes will induce more complicated nonlinear interactions between different scales during the transient states246

in the decay process, while the same final selective decay state will be reached as the energy inside all the other modes are247

dissipated. The effect of different aspect ratios for more complex plasma turbulence is discussed with numerical results248

in [22].249
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The practical selective decay state with periodic boundary condition250

More attention is needed in treating the zonal selective decay solution (13) given the periodic boundary condition. To251

enforce the periodicity at the boundary points x = ±Lx2 , the permitted solution must be in the form252

ϕ = A cos
√
Λk + 1x,

for any values of
√
Λ =

√
Λk + 1 not an integer. But the constraint for the zonal eigenstate ϕ in the above form is253

only for the case with non-zero fluctuation modes ϕ̃. As another alternative, the eigenstate only has a single zonal mode254

with zero fluctuation. Then all wavenumbers are permitted for the zonal state. Both of the solutions satisfy the MHM255

equation (1) and are valid for the variational principle (9) that minimizes the enstrophy with constant energy. Therefore256

we summarize the two different kinds of critical point solutions as follows.257

Proposition 1. The selective decay or metastable solution for the MHM model (1) has either of the following two forms:258

– If there exists non-zero fluctuation modes ky 6= 0 with drift waves in the critical state, the only permitted solution259

from the variational principle with periodic boundary condition satisfies the structure260

ϕ = A0e
−dkt cos

√
Λx, ϕ̃ =

∑
k2=const.

ck,0e
−iωkt−dktei

2π
L

k·x, Λ− 1 = Λk ≡
(

2π

L

)2

k2, (16)

with dk the total damping effect and ωk the drift-wave frequency.261

– If there is a purely zonal flow state with ky = 0 in the critical state, the solution has the general zonal form varying262

along the x-direction for some integer number l263

ϕl = A0e
−dkt cos

(
l
2π

L
x

)
+B0e

−dkt sin

(
l
2π

L
x

)
, ϕ̃ ≡ 0. (17)

This critical point solution is more likely to become the final selective decay state, considering that the non-zonal264

fluctuations keep breaking into zonal modes through the nonlinear interactions.265

Therefore, the general solution of the metastable states of the MHM model can be written as the summation of either266

the above eigenfunctions (16) or (17). In the second case, there is only non-zero zonal state and the zonal wavenumber267

does not need to be larger than 1.268

5 Selective Decay Principle for the Modified Hasegawa-Mima Model269

In this section, we consider the mathematical formulation for the selective decay of the MHM model. Previously, the270

solutions (16) and (17) are directly achieved from the variational principle and are confirmed to satisfy the MHM equation.271

The next question is whether arbitrary initial states will converge to these selective decay solutions. Especially, we would272

like to find the proper dissipation forms that can guarantee the selective delay from arbitrary initial conditions.273
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In constructing the proper dissipation forms that drive the system to the selective decay state, the key quantity is274

the Dirichlet quotient Λ (t) defined as the ratio between the enstrophy and energy275

Λ (t) =
W (t)

E (t)
. (18)

It quantifies the decay rates of modes among different scales during the evolution of the solution (Λ (t) should not be276

confused with the previous eigenvalue Λ). If the Dirichlet quotient Λ (t) converges to some corresponding eigenvalue Λ∗,277

it implies the mathematical selective decay to some exact eigen solution in (16) or (17). At last, we have the convergence278

to one of the selective decay state ϕk for the normalized potential function in the H1 sense279

lim
t→∞

‖∇φ−∇φk‖0 = 0, φ =
ϕ

‖∇ϕ‖0
, (19)

from the convergence of Λ (t). The rigorous argument for (19) will be exactly the same as the convergence in the CHM280

model once we have the monotonic convergence of the Dirichlet quotient. It requires careful comparison for the lower and281

higher modes projected to different energy levels calculated in detail in [12]. In this section, we first check the energy-282

enstrophy decay based on the Dirichlet quotient. Then, the selective decay principle can be derived based on the final283

convergence of the Dirichlet quotient Λ (t) to one of the eigenvalues.284

To display the major conclusions in the first place, we state the following theorem for the mathematical selective285

decay principle:286

Theorem 2. (selective decay for the modified Hasegawa-Mima model) For the MHM model (1) with modified potential287

vorticity q = ∇2ϕ− ϕ̃, the selective decay principle holds for arbitrary initial data in the sense of (19) when the Dirichlet288

quotient Λ (t) monotonically decreases to an eigenvalue Λ∗. For several specific dissipation forms of D (∆), we have the289

following conclusions according to the time evolution of the Dirichlet quotient Λ (t):290

– With the first-order linear damping D (∆) = −D1q, there is no selective decay effect. In this case, the energy E and291

enstrophy W both decay at the same exponential rate, and the Dirichlet quotient Λ (t) ≡ Λ (0) is conserved in time.292

– The selective decay is enhanced with the second-order damping form293

D (∆)ϕ = D2 (∆q − q̃) .

The second part in the dissipation relating only the fluctuation is essential in guaranteeing the selective decay. In294

addition, the combination of the first and second order damping forms295

D (∆)ϕ = D
(
∆q + ∂2xϕ

)
= D (∆q − q̃) +Dq,

also guarantees the monotonic decrease of the quotient Λ (t), while the energy and enstrophy may increase when the296

second term, D > 0, gives the anti-damping effect.297

– The linear Landau damping C0ϕ increases the Dirichlet quotient Λ (t) by strongly dissipating the largest scales. This298

implies that the Landau damping moves energy down spectrum to small scales and usually breaks the selective decay299
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state. In a combination with the second-order damping form300

D (∆)ϕ = C0ϕ+D2 (∆q − q̃) ,

the selective decay is resumed only when the Landau damping strength is small enough, C0 ≤ D2Λ
2
1.301

– A general dissipation operator that gives the selective decay principle can be constructed in the following form302

D (∆)ϕ = −
∑
j≥1

Dj

[
(−∆+ 1)j ϕ̃+

(
−∂2x

)j
ϕ

]
,

with Dj ≥ 0 for j ≥ 2 and D1 in any values.303

5.1 Bounds and dynamics of the Dirichlet quotient304

We can first find the lower bound for the Dirichlet quotient Λ (t). From the definitions of energy and enstrophy in (4)305

and (5), the Dirichlet quotient can be written explicitly as306

Λ (t) =

∥∥∇2ϕ̃− ϕ̃
∥∥2
0

+
∥∥∂2xϕ∥∥20

‖∇ϕ̃‖20 + ‖ϕ̃‖20 + ‖∂xϕ‖20
.

A simple application of Poincaré inequality,
∥∥∇2ϕ̃

∥∥2
0

+ ‖∇ϕ̃‖20 ≥ Λ1

(
‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
, and

∥∥∂2xϕ∥∥20 ≥ Λ1 ‖∂xϕ‖20 gives307

Λ (t) ≥ Λ1,

with Λ1 =
(
2π
L

)2 the smallest eigenvalue of the Laplace operator. As long as the quotient Λ (t) is monotonically decreasing308

in time, together with that Λ (t) has a lower bound, we know that Λ (t) converges to some limit as t→∞, that is,309

Λ (t)→ Λ∗ ≥ Λ1.

Next, it is relatively easy to show that Λ (t) converges to some eigenvalue (Λk + 1 or Λl) from the dynamical equation of310

Λ (t). In the first part of this section, we drive the dynamical equation for the Dirichlet quotient Λ (t), then discuss its311

decaying property from the dynamics of energy and enstrophy.312

5.1.1 Dynamical equation for the Dirichlet quotient313

Consider the dissipation in one single order j acting on either the entire state variable or just the fluctuation component314

Djϕ = dj (−∆)j ϕ, D̃jϕ = dj (−∆)j ϕ̃.

The corresponding energy and enstrophy equations from (6) and (7) then become315

dE

dt
= −dj

∥∥∥(−∆)
j
2 ϕ
∥∥∥2
0
,

dW

dt
= −dj

(∥∥∥(−∆)
j+1
2 ϕ

∥∥∥2
0

+
∥∥∥(−∆)

j
2 ϕ̃
∥∥∥2
0

)
,
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for Djϕ, and316

dE

dt
= −dj

∥∥∥(−∆)
j
2 ϕ̃
∥∥∥2
0
,

dW

dt
= −dj

(∥∥∥(−∆)
j+1
2 ϕ̃

∥∥∥2
0

+
∥∥∥(−∆)

j
2 ϕ̃
∥∥∥2
0

)
,

for D̃jϕ. By directly taking the derivative for the Dirichlet quotient Λ (t), we find the dynamical equation from the energy317

and enstrophy dynamics for a single-order damping with j ≥ 1318

dΛ

dt
=

1

E2

(
EẆ − ĖW

)
=

1

E

(
Ẇ − ΛĖ

)
= −dj

E

[(∥∥∥(−∆)
j+1
2 ϕ̃

∥∥∥2
0
− Γ (t)

∥∥∥(−∆)
j
2 ϕ̃
∥∥∥2
0

)
+

(∥∥∥∥(−∂2x) j+1
2
ϕ

∥∥∥∥2
0

− Λ (t)

∥∥∥∥(−∂2x) j2 ϕ∥∥∥∥2
0

)]
,

(20)

by introducing Γ (t) = Λ (t) − 1. The above equation (20) is from the full damping operator Djϕ, and the second319

component for damping on the zonal mean state will vanish if we only consider the damping on fluctuations D̃jϕ. For320

simplicity in notation, we introduce the new quantities321

Uj = U j + Ũj ,
U j =

∥∥∥∥(−∂2x) j2 ϕ∥∥∥∥2
0

− Λ (t)

∥∥∥∥(−∂2x) j−1
2
ϕ

∥∥∥∥2
0

,

Ũj =
∥∥∥(−∆)

j
2 ϕ̃
∥∥∥2
0
− Γ (t)

∥∥∥(−∆)
j−1
2 ϕ̃

∥∥∥2
0
.

(21)

Then, we can rewrite the dynamical equations (20) in the compact form322

dΛ

dt
= −dj

E

(
Ũj+1 + U j+1

)
, with Djϕ = dj (−∆)j ϕ,

dΛ

dt
= −dj

E
Ũj+1, with D̃jϕ = dj (−∆)j ϕ̃.

Due to the linear structure, the dynamics with different orders of dissipation forms Djϕ can be added together from the323

above single contribution with each individual damping. In general, it is difficult to determine the signs in the terms Uj+1324

and Ũj+1 on the right hand sides of the above equations. Next, we try to reorganize these terms through several useful325

identities from the Dirichlet quotient.326

5.1.2 Useful equalities from the Dirichlet quotient327

Using the definition of the Dirichlet quotient Λ (t), we find the following useful equality328

ˆ (
ζ̃2 − Γ |∇ϕ̃|2

)
+

ˆ (
ζ
2 − Λ |∂xϕ|2

)
= −

ˆ (
|∇ϕ̃|2 − Γϕ̃2

)
.

The identity is through a simple rearrangement of the previous equality in the zonal and fluctuation parts and using the329

relation Λ (t) = Γ (t)+1. The two terms on the left hand side can be further reorganized through an integration by parts.330

The fluctuation part becomes331

ˆ (
ζ̃2 − Γ |∇ϕ̃|2

)
=

ˆ ∣∣∣ζ̃ + Γϕ̃
∣∣∣2 + Γ

ˆ (
|∇ϕ̃|2 − Γϕ̃2

)
.
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In a similar way, we also have the identity for the the zonal mean state part as332

ˆ (
ζ
2 − Λ |∂xϕ|2

)
=

ˆ ∣∣ζ + Λϕ
∣∣2 + Λ

ˆ (
|∂xϕ|2 − Λϕ2

)
.

Combining all the above relations together and again using Γ (t) + 1 = Λ (t), we find the useful identity relating the333

different damping effects334

∥∥∥ζ̃ + Γϕ̃
∥∥∥2
0

+
∥∥ζ + Λϕ

∥∥2
0

= −Λ
[(
‖∇ϕ̃‖20 − Γ ‖ϕ̃‖

2
0

)
+
(
‖∂xϕ‖20 − Λ ‖ϕ‖

2
0

)]
. (22)

For simplicity, we can rewrite the above relation (22) by introducing the new notation335

S1 = S̃1 + S1 = −ΛU1,

where U1 is defined in (21) and the non-negative pairs for the fluctuation and zonal mean state are defined in general as336

S̃j =
∥∥∥(−∆)

j+1
2 ϕ̃− Γ (−∆)

j−1
2 ϕ̃

∥∥∥2
0
, Sj =

∥∥∥∥(−∂2x) j+1
2
ϕ− Λ

(
−∂2x

) j−1
2
ϕ

∥∥∥∥2
0

. (23)

Following the same trick of integration by parts, we can find the useful recursive relations for the above quantities in the337

more general form338

Ũj+1 = S̃j + ΓŨj , U j+1 = Sj + ΛU j . (24)

Notice the difference in the coefficients Λ (t) = Γ (t) + 1 in the fluctuation and zonal mean state. A detailed calculation339

about the above identities are shown in Appendix A. These equalities will be used repeatedly next for the derivation of340

proper dynamical equation for the Dirichlet quotient Λ (t) under different damping forms.341

5.2 The dissipation operators for selective decay342

Now we show the proper dissipation operators that can monotonically reduce the value of the Dirichlet quotient Λ (t)343

as the system evolves in time. As one of the major difference in the MHM model in comparison with the CHM model,344

the separate roles of the zonal and fluctuation modes need to be identified here. We begin with the typical damping345

cases introduced in (3), then consider the general damping form including all higher order terms that can maintain the346

selective decay principle.347

5.2.1 The first and second order dissipation operators348

In the first case, we consider the simplest linear damping on the potential vorticity349

D (∆)ϕ = −D1q = −D1 (∆ϕ− ϕ̃) . (25)
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From the dynamical equation (20) for the general form, we can immediately find the dynamical equation for the Dirichlet350

quotient in this first order case as351

dΛ

dt
= −D1

E

(
U2 + Ũ1

)
,

with the notations Uj and Ũj defined in (21). Then using the equality (24), it can be found that the total damping effect352

on the right hand side actually vanishes in this case353

Ũ2 = S̃1 + ΓŨ1, U2 = S1 + ΛU1

⇒ U2 + Ũ1 = S1 + ΛU1 = 0,

where the relation Λ = Γ + 1 and the identity S1 = −ΛU1 in (22) are applied. This shows that the Dirichlet quotient in354

the linear damping case (25) is conserved in time, so that it can be determined from the initial value355

dΛ

dt
= 0 ⇒ Λ (t) = Λ (0) . (26)

Furthermore, notice that this conclusion is valid for either positive or negative values of the coefficient D1. This result is356

no surprise since in this linear damping case, both the energy and enstrophy dynamics become linear357

dE

dt
= −D1E,

dW

dt
= −D1W.

This implies that the enstrophy and energy both decay at the same rate at every scale with W (t) = Λ (0)E (t), and that358

the initial values at each scale decay at the same rate. Thus there is no selective decay for a particular scale in this linear359

damping case.360

Next, we consider the second-order viscosity with the Laplace operator on the potential vorticity361

D (∆)ϕ = −D2 (−∆q + q̃) = −D2

(
−∆2ϕ+ 2∆ϕ̃− ϕ̃

)
. (27)

Similarly as before using the general dynamics (20), we find the dynamical equation for the Dirichlet quotient with the362

second-order damping as363

dΛ

dt
= −D2

E

(
U3 + 2Ũ2 + Ũ1

)
.

Using again the equality (24) repeatedly, the damping terms on the right hand side can be reorganized in the form364

U3 = S2 + ΓŨ2 + ΛU2, Ũ2 = S̃1 + ΓŨ1, U2 = S1 + ΛU1

⇒ U3 + 2Ũ2 + Ũ1 = S2 + S̃1 + Λ (S1 + ΛU1) = S2 + S̃1.

Therefore, in the second-order damping case (27), the Dirichlet quotient follows the dynamical equation with strictly365

non-positive terms on the right hand side as366

dΛ

dt
= −D2

E

(∥∥∥∇ζ̃ + Γ∇ϕ̃
∥∥∥2
0

+
∥∥∂xζ + Λ∂xϕ

∥∥2
0

+
∥∥∥ζ̃ + Γϕ̃

∥∥∥2
0

)
. (28)
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The quotient Λ (t) is monotonically decreasing until it reaches the minimum value Λ∗. Then the final state should367

converge to a corresponding eigenstate ∇2ϕ̃∗ = −Γ ∗ϕ̃∗ and ∂2xϕ∗ = −Λ∗ϕ∗, where every term on the right hand side of368

(28) vanishes. We will discuss the more rigorous proof for this convergence next in Section 5.3. On the other hand, it can369

be found that the second component, −D2q̃, acting on the fluctuation component is essential in maintaining the strictly370

decreasing property of the Dirichlet quotient. In Appendix B, we give a simple counter-example using only the damping371

operator D∆q, where it is shown that with particular initial state, the Dirichlet quotient will increase in time. Thus the372

selective decay might be violated in that case.373

In addition, we may also consider the combined effects from the previous two damping cases (25) and (27), making374

use of the fact that the linear damping −D1q will not alter the value of Λ (t). Therefore, the above dynamical equation375

(28) is still valid for the combined damping form376

D (∆)ϕ = −D2 (−∆q + q̃)−D1q = D2∆q + (D2 +D1) (∆ϕ̃+ ϕ̃)−D1∂
2
xϕ,

for any constant value D1. Especially, by taking D1 = −D2, we recover the selective damping with the Laplace operator377

on the potential vorticity, D2

(
∆q + ∂2xϕ

)
. Further notice that when D1 < 0, the second part D1q actually acts as an378

anti-damping (forcing) effect to increase both energy and enstrophy.379

5.2.2 The effect from ion Landau damping380

Another interesting case is to introduce the effect of ion Landau damping [25] as a linear constant directly applying on381

the potential function382

Dϕ = C0ϕ.

The Landau damping C0 usually has stronger damping effect on the large scales and weaker on the small scales. As a383

result, it may have the effect to increase the portion of energy among small scales. Accordingly, we can find the dynamical384

equation for the Dirichlet quotient with only Landau damping as385

dΛ

dt
=

C0

ΛE

(∥∥∥ζ̃ + Γϕ̃
∥∥∥2
0

+
∥∥ζ + Λϕ

∥∥2
0

)
. (29)

Indeed, the value of Λ (t) = W/E becomes monotonically increasing in time with the pure effect of the Landau damping386

C0 > 0. This means that the Landau damping induces the forward energy cascade down the spectrum. Then no selective387

decay to a dominant large scale mode can be expected with the pure effect of Landau damping.388

In real applications, the Landau damping is usually combined together with other dissipation effects [1,11]. Here,389

consider the dissipation form including the second-order damping in (27) and the Landau damping390

D (∆)ϕ = −D2 (−∆q + q̃) + C0ϕ. (30)
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Combining equations (28) and (29) together, the new dynamical equation with the damping form (30) becomes391

dΛ

dt
= −D2

E

(∥∥∥∇ζ̃ + Γ∇ϕ̃
∥∥∥2
0

+
∥∥∂xζ + Λ∂xϕ

∥∥2
0

)
+

1

E

(
C0Λ

−1 −D2

)∥∥∥ζ̃ + Γϕ̃
∥∥∥2
0

+
C0

ΛE

∥∥ζ + Λϕ
∥∥2
0

≤ 1

E

(
C0Λ

−1 −D2 (Λ1 + 1)
)∥∥∥ζ̃ + Γϕ̃

∥∥∥2
0

+
1

E

(
C0Λ

−1 −D2Λ1

)∥∥ζ + Λϕ
∥∥2
0
.

The last inequality uses the Poincaré inequality and the lower bound of the Dirichlet quotient Λ (t) ≥ Λ1. The right hand392

side above may still reach positive values during the evolution of the system. It is difficult in general to get the selective393

decay principle. Still, we can find one sufficient condition to guarantee selective decay in the combined effects of Landau394

damping and linear viscosity, that is,395

C0 ≤ D2Λ
2
1.

The above relation makes sure that the right hand side of the dynamical equation is always negative in time. Then the396

monotonic decay of Λ (t) gets maintained. With larger values of C0, however, the energy in the small scales may grow in397

time, thus may lead to the violation of the selective decay principle.398

At last, to generalize from the previous special damping cases, a general dissipation form to guarantee the monotonic399

decrease of the Dirichlet quotient Λ (t) can be constructed to satisfy the following structure400

D (∆)ϕ = −
L∑
j=2

Dj

[
(−∆+ 1)j ϕ̃+

(
−∂2x

)j
ϕ

]
+D1 (∆ϕ− ϕ̃) . (31)

We have shown that the second term above with D1 will not change the value of Λ (t). The separated damping operators401

for the fluctuation ϕ̃ and zonal state ϕ are also reasonable considering the different treatment of the zonal state and402

fluctuations in the MHM equation. With detailed calculations, we show in Appendix A the explicit dynamical equation for403

Λ (t) under this generalized damping and its strictly decreasing features. To summarize, we use the following proposition404

to list all the results we achieved for the dynamics of the Dirichlet quotient:405

Proposition 3. The Dirichlet quotient Λ (t) = W (t)
E(t) is monotonically decreasing under the general damping form (31)406

as a combination of different orders of the Laplace operator on the zonal mean and fluctuation components. Specifically407

for several important special cases, we have:408

i) The leading order damping, D1 (∆ϕ− ϕ̃), will not alter the value of the Dirichlet quotient with conservation equation409

(26) for any values of the strength D1. This term will act as an anti-damping effect to increase both energy and410

enstrophy with D1 > 0;411

ii) The second-order damping, −D2 (−∆q + q̃), guarantees the monotonic decrease of the Dirichlet quotient with the412

dynamical equation (28), while the first component of the damping only, D2∆q, may violate the strictly decreasing413

property of Λ (t);414

iii) The ion Landau damping, C0ϕ, increases the value of the Dirichlet quotient. As a result, it plays the role of transferring415

the energy downscale to generate more smaller-scale structures. In a combination with the second-order damping, the416

monotonic decrease of Λ (t) is restored when the Landau damping strength becomes small enough, C0 ≤ D2Λ
2
1.417
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5.3 The convergence to the selective decay state418

In the previous discussion, we have shown the the convergence of the Dirichlet quotient Λ (t) in time with selective decay419

guaranteed damping operators. With the valid damping forms, the function Λ (t) is a monotonic decreasing function with420

a lower bound. Thus, we have the convergence for the quotient Λ (t) to a limit Λ∗ as time goes to infinity421

lim
t→∞

Λ (t) = Λ∗ ≥ Λ1. (32)

The next task is to show that the limit Λ∗ can only be one of the eigenvalues (15) of the system. For the CHM model,422

the conclusion is directly from the convergence of the corresponding damping terms [14]. However, here for the MHM423

model, additional complexity appears due to the separation of the zonal state and fluctuations with different treatments424

in the equation.425

For simplicity, we consider only the second-order damping form (or assume there exists a non-zero second-order426

damping D2), D (∆)ϕ = D2 (∆q − q̃). The dynamical equation for the Dirichlet quotient Λ (t) in this case from (28) is427

dΛ

dt
= −D2

E

(∥∥∥∇ζ̃ + Γ∇ϕ̃
∥∥∥2
0

+
∥∥∂xζ + Λ∂xϕ

∥∥2
0

+
∥∥∥ζ̃ + Γϕ̃

∥∥∥2
0

)
.

Integrating the above equation directly in time and letting t→∞ give the following relation with Λ (t) = Γ (t) + 1428

ˆ ∞
0

∥∥∥ζ̃ + Γϕ̃
∥∥∥2
0

+
∥∥∥∇ζ̃ + Γ∇ϕ̃

∥∥∥2
0

+
∥∥∂xζ + Λ∂xϕ

∥∥2
0

‖∇ϕ̃‖20 + ‖ϕ̃‖20 + ‖∂xϕ‖20
dt ≤ D−1

2

(
Λ (0)− Λ∗

)
<∞.

On the right hand side, strictly we have Λ (0) > Λ (t) > Λ∗ at time 0 < t <∞. The finite value of the infinite integration429

on the left side requires the integrand to vanish as t→∞. Writing the integrand under each Fourier mode with eigenvalue430

Λk = (2π/L)2 k2 gives431

∥∥∥ζ̃ + Γϕ̃
∥∥∥2
0

+
∥∥∥∇ζ̃ + Γ∇ϕ̃

∥∥∥2
0

+
∥∥∂xζ + Λ∂xϕ

∥∥2
0

‖∇ϕ̃‖20 + ‖ϕ̃‖20 + ‖∂xϕ‖20
=

∑
k (Λk − Γ (t))2 (Λk + 1) |ϕ̃k|2 +

∑
l Λl (Λl − Λ (t))2 |ϕl|2∑

k (Λk + 1) |ϕ̃k|2 +
∑
l Λl|ϕl|2

≥ min

{
min
kx,ky

|Λk − Γ (t)|2 ,min
l
|Λl − Λ (t)|2

}
→ 0,

as t → ∞, where ϕ̃k is the fluctuation Fourier mode with ky 6= 0 and ϕl is the zonal Fourier mode with kx = l and432

ky = 0. Directly, we have that at least one of the two coefficients433

min
kx,ky

|Λk + 1− Λ (t)| , or min
l
|Λl − Λ (t)| ,

must go to zero at the long time limit. Applying the above relation again for the other coefficient, we reach that both the434

coefficients must converge to zero as t goes to infinity. With the convergence of Λ (t) to a single eigenvalue, the final task435

is to show that ϕ (t) indeed converges to the corresponding selective decay eigenstate in the H1 sense. The argument for436

the convergence is exactly the same as that in the CHM model case thus we neglect the details here. Detailed proofs are437

shown in [14] and [12] from two different approaches.438
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5.3.1 Two types of metastable or selective decay states439

We have two types of final converged state solutions with corresponding eigenvalues Λk + 1 and Λl. In the first case,440

if Λ (t) → Λk + 1 > 1, there exist non-zero fluctuation modes in the final selective decay state. Second, there exists441

another possibility in the MHM model for the fluctuation modes to vanish uniformly, ϕ̃ ≡ 0. If the quotient goes to some442

value smaller than 1, Λ (t) → Λl < 1, the selective decay state is purely zonal. Then the ratio of the fluctuation modes443

must go to zero. In fact, if we have a series of {tj}∞j=1 , so that the fluctuation modes are always non-vanishing at some444

wavenumber |ϕ̃k (tj)|2 /E (tj) ≥ δ > 0, then from the above relation for large enough time t > T , there always exists a445

sub-sequence (without loss of generality still represented as {tj}) so that446

∑
k (Λk − Γ (tj))

2 (Λk + 1) |ϕ̃k|2 (tj) + ε

E (tj)
>

(Λk + 1− Λ∗)2 (Λk + 1) |ϕ̃k|2 (tj)

E (tj)
≥ cδ > 0.

This violates the integrability of the above infinite integral. Therefore, we have the conclusion that if Λ∗ < 1, the ratio447

of energy in the fluctuation modes must vanish in the large time limit, that is,448

Ẽ (t)

E (t)

t→∞−→ 0, when Λ (t)→ Λ∗ < 1.

Notice that the above argument dose not require the decaying property of the total energy E (t) or enstrophy W (t). The449

conclusion is also valid for the generalized damping case in (3) where there exist anti-damping effects with D1 > 0 even450

to increase the energy and enstrophy. From another approach, we can also directly show from the dynamical equations451

of E (t) and Ẽ (t) that the ratio Ẽ/E goes to zero at large time limit once the value of Λ (t) goes below 1. The detailed452

calculation is shown in Appendix C.453

As a major difference from the CHM model result, the conclusion for the final selective decay state in the MHM454

model emphasizes the role of the zonal state depending on the convergence value of the Dirichlet quotient Λ∗. We need455

to separately consider the two cases corresponding to the two sets of eigenfucntions found in (16) and (17), depending456

on whether all the fluctuation modes |ϕ̃k|2 (t) /E (t) go to zero or not at the limit. In a similar way, we can determine457

the selective decay state in the following two cases. The result can be first summarized in the following theorem:458

Corollary 4. (selective decay state in the MHM model) There exist two types of admissible selective decay or metastable459

states in the MHM model with periodic boundary condition:460

– If there exists non-zero fluctuation component ϕ̃ in the critical state, the selective decay state is on a fixed energy shell461

with some eigenmode k462

lim
t→∞

Λ (t) = Λk + 1, Λk =

(
2π

L

)2

k2,

with the corresponding eigenfunction (16). Notice that the zonal mean mode ϕ = A cos
√
Λx has the wavenumber463

always larger than 1 due to the above eigenvalue relation. This is usually the transient metastable state during the464

evolution of the solution. This admissible state is always dynamically unstable (see Section 5.3.2 below).465
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– If there is no fluctuation component in the critical state, the system converges to a single zonal mode with wavenumber466

l467

lim
t→∞

Λ (t) =

(
2π

L

)2

l2, l ∈ N,

with the corresponding eigenfunction (17). The single zonal mode ϕl can have any integer wavenumber l. Especially,468

if the final limit Λ∗ < 1, the ratio of energy in the fluctuation modes, Ẽ/E, must converge to zero at the large time469

limit, and this is the final selective decay state to which the solution converges.470

The constraint in the zonal mode in the first case is due to the relation with a non-zero fluctuation mode, while in471

the second case without a fluctuation component, the zonal state can converge to any acceptable zonal mode. Still, the472

contribution from the non-zonal fluctuation perturbation should be considered. It is found that the stable zonal mode473

usually takes the wavenumber near the ground state
√
Λ1 + 1 due to the direct cascade of energy from this mode.474

5.3.2 The stability of the zonal selective decay states475

The last thing we need to show is the stability of the zonal modes. It can be seen first that the quotient in the fluctuation476

part477

Λ̃ =
‖∆ϕ̃− ϕ̃‖20
‖∇ϕ̃‖20 + ‖ϕ̃‖20

≥ Λ1 + 1,

is always larger than one if there exists non-zero fluctuation. Then a perturbation in the zonal mode with Λ < 1 will478

always lead to a drop in value of the total quotient Λ (t). It shows that the first type of critical state with non-zero479

fluctuation mode ky 6= 0 is unstable. The solution usually lingers around these metastable states for some time, and480

will finally go on decaying to a purely zonal state (Section 6.1 will show the numerical confirmation of such dynamical481

activities). Another way to understand the instability in the fluctuation mode is from secondary instability [21], where482

the energy in drift waves keeps transferring to the large-scale zonal modes due to the nonlinear interactions.483

To illustrate the result, consider a fluctuation mode ϕ̃k on the energy shell Λk, so that,484

Λ (ϕ̃k) =
(Λk + 1)2 ‖ϕ̃k‖20
(Λk + 1) ‖ϕ̃k‖20

= Λk + 1.

We introduce a small perturbation in the zonal mode εϕl with the eigenvalue smaller than one, Λl < 1. The Dirichlet485

quotient for the new perturbed variable ϕ = ϕ̃k + ϕl becomes486

Λ (ϕ) =
(Λk + 1)2 ‖ϕ̃k‖20 + ε2Λ2

l ‖ϕl‖
2
0

(Λk + 1) ‖ϕ̃k‖20 + ε2Λl ‖ϕl‖
2
0

= (Λk + 1) + ε2
Λl ‖ϕl‖

2
0

E (ϕ)
(Λl − Λk − 1) < Λk + 1.

This shows that any eigenvalue Λ = Λk + 1 larger than one will be reduced by introducing perturbations with zonal487

wavenumber smaller than one, Λl =
(
2π
L l
)2
< 1. Then the original selective decay state related with eigenvalue Λk + 1488

including non-zero fluctuation components becomes unstable and decays to the next state on the lower energy shell due489

to the strict monotonic decreasing property. Combining this with the previous conclusion in Corollary 4 that the only490

permitted selective decay states are associated with eigenvalue Λk + 1 or Λl. This implies that the final stable eigenstate491
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will always reach the purely zonal state with the corresponding eigenvalue Λ∗ = Λl < 1. Then we reach the following492

conclusion as a corollary:493

Corollary 5. (Stability of the selective decay states in the MHM model) All the critical point states with a non-zero494

fluctuation component and eigenvalue Λ = Λk+1 in the MHM are unstable due to arbitrary small zonal mode perturbations495

with eigenvalue Λl < 1. The solution of the MHM model usually visits several of these transient metastable critical states496

during its evolution in time, and final goes to the zonal selective decay state on a lower energy shell containing only one497

zonal mode.498

Remark. (The number of zonal jets in the final selective decay state) The result above still dose not tell which final zonal499

eigenstate Λl the system will actually converge to in the time limit. Practically, from various numerical simulations, the500

final zonal state is not always the state on the lowest energy shell (that is, with l = 1) and is also related with the initial501

configuration. Usually, several intermediate saddle point solutions are generated at the same time depending on the initial502

configuration, then the lowest state with non-zero energy becomes the final selective decay solution that the system finally503

converges to.504

6 Numerical Confirmation of the Selective Decay Principle505

With the theoretical understanding about the MHM model, we confirm the selective decay and metastability properties506

through running direct numerical simulations. The equation (1) is solved on a doubly periodic domain. The variables of507

interest (ϕ, ζ) get the spectral representations under Galerkin projection on the Fourier modes508

ϕ =
N∑
|k|=1

ϕ̂k (t) eik̃·x, ζ =
N∑
|k|=1

−k̃2ϕ̂k (t) eik̃·x,

with the spatial variables x = (x, y) and the corresponding spectral wavenumbers509

k̃ =

(
2π

Lx
kx,

2π

Ly
ky

)
, (kx, ky) ∈ Z2.

In the numerical simulations, we assume the same length Lx = Ly = L along x and y directions. A pseudo-spectral code510

with a 3/2-rule for de-aliasing the nonlinear term is applied on the square domain with length L = 40 and resolution511

N = 256. A fourth-order explicit-implicit Runge-Kutta scheme is used to integrate the time steps. The background512

density gradient is fixed at κ = 0.5. The simulations are all run up to a large time much longer than the damping time513

scale. The model parameters are taken according to the more generalized numerical simulations in [11,22].514

For the dissipation operators, we mainly consider the following damping form515

D (∆)ϕ = −D2 (−∆q + q̃) + C0ϕ. (33)

As we have shown in the previous discussions, the first term with D2 guarantees the selective decay to a single-mode zonal516

state, while the second term as the ion Landau damping C0 leads to the growth in small-scale fluctuations. We choose517

moderate viscosity D2 = 1 × 10−3, and two different values of Landau damping C0 = 0.01κ and C0 = 0.05κ if added518
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domain size L 40

spatial discretization N 256

time step ∆t 1× 10−3

mean density gradient κ 0.5

kinetic ion viscosity D2 1× 10−3

ion Landau damping C0 0, 0.005, 0.025

Table 1: Basic model parameter values for numerical simulations.

in the system. No extra forcing and hyperviscosity are added in the numerical scheme. The parameters for numerical519

simulations are summarized in Table 1.520

We use the the initial profiles from [14] which are also tested for the CHM model (shown in Figure 1). The following521

three different initial states are considered in showing the system’s decay from various starting structures:522

– The initial states 1 and 2 use the potential functions first proposed from [23] where a broad spectrum is introduced523

by a superposition of many modes524

ϕ0 = cos (αx+ 0.3) + 0.9 sin (3 (αy + 1.8) + 2αx)

+ 0.87 sin (4 (αx− 0.7) + (αy + 0.4) + 0.815)

+ 0.8 sin (5 (αx− 4.3) + 0.333) + 0.7 sin (7αx+ 0.111) .

(34)

The parameter α is used to control the smallest initial scale. The initial state 1 uses α = π
L and the initial state 2525

uses α = 2π
L with smaller-scale initial structures.526

– The initial state 3 considers a large scale background mean solution adding small vortical fluctuations in the form527

ϕ0 = A0 sin

(
2πx

Lx

)
sin

(
2πy

Ly

)
+

2∑
j=1

Ajbr (|x− xj |) , (35)

where the two small vortices are aligned along x-axis with opposite signs528

br (s) =

∣∣∣∣max

(
0, 1−

(s
r

)2)∣∣∣∣2 , r =
L

20
, xj = (±10, 0) .

The snapshots of the tested initial states are plotted in Figure 2. The first and second initial cases have the same structure529

but different scales controlled by the factor α. We use this to check the selective decay state sensitivity to different initial530

value scales. In the third case, we set two vortices with opposite signs located on the x-axis. Thus they will be advected531

by the drift waves along y-direction while interact with each other.532

6.1 Selective decay and metastability from different initial states533

In the first test case, we monitor the selective decay performance with the damping operator −D2 (−∆q + q̃). From534

Theorem 2, the Dirichlet quotient Λ (t) will monotonically decrease to a final stable eigenvalue Λl < 1 with a purely zonal535

single-mode solution. In the first column of Figure 3, we show the snapshots of the electrostatic potential function ϕ at536
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Fig. 2: Snapshots of the initial states for the electrostatic potential function ϕ.

the final simulation time starting from the three different initial states (34) and (35). Regardless of the distinct initial537

structures including many non-zonal fluctuations, the final solutions all converge to the purely zonal state without any538

fluctuation modes under this selective decay dissipation with no external excitation. Especially with the initial type 3539

starting from two strong small vortices, the interacting vortices with opposite signs induce many multiscale structures in540

the transient states and then gradually break into larger scale structures.541

One important observation from tracking the solution time evolution is the appearance of multiple time scales and542

many intermediate metastable states during the decaying process. Starting from the initial state, the flow solution usually543

first arrives at several intermediate saddle points on higher energy levels before it finally decays to the stable purely zonal544

state. To characterize this, we introduce the normalized energy spectra in both the fluctuation modes and the zonal545

modes546

Ẽk =
k2 |ϕ̃k|2

‖∇ϕ‖20
, El =

l2 |ϕl|
2

‖∇ϕ‖20
,

with ‖∇ϕ‖20 =
∑
k k

2 |ϕ̂k|2 the total kinetic energy. In general, the energy spectrum in fluctuations Ẽk becomes flat with547

uniform zero values at the final time, while the ratio of energy in the zonal modes El goes to one at one single wavenumber548

and to zero for all the other modes. The second parts of Figure 3 plot the normalized energy spectra Ẽk and El at several549

intermediate time instants to illustrate the detailed decay process before it reaches the final zonal state. Starting from the550

different initial spectra, the solutions perform differently in the transient states, but always first visit several metastable551

intermediate states in (16) with eigenvalues larger than one and non-zero fluctuation modes. The solutions hover around552

these states for a while, and then break away from these unstable saddle point solutions and converge to the purely zonal553

final stable selective decay state in (17).554

Specifically, with the first initial state, first two major fluctuation modes are generated on higher energy levels. Then555

the one with higher energy breaks down to create a dominant fluctuation mode structure. Finally, all the energy in556

fluctuations decays to zero and a strong single zonal mode gradually forms. With the second initial case with more557

smaller scale initial structures, the solution visits energy shells with even higher energy. There is a non-zero zonal mode558

with corresponding eigenvalue Λ > 1. Then this state becomes unstable, and the solution moves to the next intermediate559

energy level with lower energy. The energy in fluctuation keeps inversely cascading to larger scales and finally a single560

zonal mode forms up with eigenvalue Λ < 1. In contrast with the third initial state, there exists larger fluctuation energy561

among the largest scales at the starting time. But rapidly, the energy in fluctuations cascades downward to smaller scales562
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Fig. 3: Snapshots of the electrostatic potential function ϕ with dissipation form −D (−∆q + q̃) at the final simulation
time, starting from three different initial states. The normalized energy spectra in both fluctuation modes k2 |ϕ̃k|2 / ‖∇ϕ‖20
(with ky 6= 0) and the zonal modes l2 |ϕl|

2 / ‖∇ϕ‖20 are compared at different time instants. At the final time, the energy
spectra in fluctuation modes always become flat with uniform zeros.

and creates both active zonal modes and fluctuations. Then the energy cascades inversely again and forms the final stable563

zonal selective decay solution. This case takes a longer time to saturate due to the more complicated interactions.564

As a final point, it is interesting to observe that the three initial cases give different numbers of zonal jets in the final565

selective decay states. It confirms that the final configuration is also related with the initial setup. Specifically here, it is566

related with the largest non-zero mode in the initial value. In the first two initial states, little energy is contained in the567

first few largest wavenumbers. The final converged scale (with 5 or 4 jets) is determined by the lowest active wavenumber.568

In contrast, the third initial state gets larger energy in the largest scales at the initial time. Thus the energy in the lowest569

zonal wavenumber gets maintained and the system converges to the final solution in a larger scale with two zonal jets.570

Next in Figure 4, the time evolutions of the the Dirichlet quotient Λ, total energy E, total enstrophyW , and anisotropic571

ratio R = ‖∂xϕ‖20 / ‖∇ϕ‖
2
0 are compared. Unlike the CHM case (shown in Figure 1), the Dirichlet quotient Λ (t) always572

decreases monotonically to value below one, implying the generation of purely zonal structures. For comparison, we also573
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Fig. 4: Time-series of the Dirichlet quotient Λ, total energy E, total enstrophy W , and anisotropic ratio R from the three
different types of initial states. The quantities only in the zonal modes are also compared in the first three plots.

show the ratios in the zonal mean state only Λ (t) = W
E
. Though the total ratio Λ (t) should always be monotonic, the574

quotient in the mean Λ could either increase or decrease in the starting transient state, but finally converges to the full575

Dirichlet quotient Λ at the final time. Accordingly, the total energy and enstrophy also keep decreasing due to the pure576

damping effect without any forcing. Still the energy and enstrophy in the zonal mean part increase in the transient state577

and are approaching the total energy and enstrophy as time goes on. At last, as a measure for anisotropy, we compare578

the ratio R, where the flow becomes purely zonal when R = 1. In the selective decay cases, the ratios R all approach 1,579

consistent with the theory and previous observations for the convergence to purely zonal structures.580

6.2 The effect from the ion Landau damping581

Next, we add the effect of the ion Landau damping −D2 (−∆q + q̃) +C0ϕ in addition to the previous damping form. As582

we have shown in the theoretical discussion, Landau damping with smaller strength can still maintain the selective decay,583

while more smaller scale modes get excited and destroy the original zonal selective decay state when the Landau damping584

strength grows to larger values. In Figure 5, we first show the snapshots of the final potential function ϕ starting from585

initial state 1 with two different Landau damping strengths, C0 = 0.005 and C0 = 0.025. The weaker Landau damping586

case still generates a purely zonal flow in the final selective decay state with the same number of jets as the case without587

Landau damping (first row of Figure 3). In contrast, the strong Landau damping case keeps transporting energy to588

smaller scales, thus finally destroys the large-scale zonal structure.589

We again plot the the normalized energy spectra in both fluctuation modes k2 |ϕ̃k|2 / ‖∇ϕ‖20 (ky 6= 0) and the zonal590

modes l2 |ϕl|
2 / ‖∇ϕ‖20 at different time instants for showing the detailed decaying process. In the weak Landau damping591

case, the decay from non-zonal modes to the final zonal selective decay state is observed in a similar way as the previous592
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Fig. 5: Snapshots of the electrostatic potential function ϕ at final time starting from initial state 1 with different Landau
damping strengths C0 = 0.005 and C0 = 0.025. The normalized energy spectra in both fluctuation modes k2 |ϕ̃k|2 / ‖∇ϕ‖20
and the zonal modes l2 |ϕl|

2 / ‖∇ϕ‖20 are compared at different time instants.

case without Landau damping. In the strong Landau damping case, we also observe the generation of several intermediate593

unstable selective decay states and the generation of a zonal structure in the starting transient states. However, due to594

the strong Landau damping in the largest scales, the zonal selective decay state is no longer persistent. The energy begins595

to move further downscale. The portion of energy in the zonal state becomes negligible with only some modes in small596

scales in the final state. This shows the competition of two time scales: one for the generation of zonal selective decay597

state due to the original damping, −D2 (−∆q + q̃); and the other for the downward cascade of energy due to the Landau598

damping, C0ϕ.599

In Figure 6, we plot the time-series of the Dirichlet quotient Λ, total energy E, total enstrophy W , and anisotropic600

ratio R with the effect of Landau damping. The ratio Λ (t) is still monotonically decreasing in the weak Landau damping601

case, guaranteeing the selective decay principle in this case. For the case with strong Landau damping, Λ (t) is no longer602

monotonic and violates the selective decay. However in the starting time, Λ (t) still has a decreasing regime with the603

zonal structure developed from the more homogeneous initial value. Then the Landau damping effect takes over to damp604

strongly on the large zonal scales and raise the portion of energy in the small-scale modes. The quotients in the zonal605

modes and fluctuations Λ and Λ̃ both increase in this case, showing the downscale cascade of energy in all modes. Both606

energy and enstrophy keep decreasing in a much faster rate compared with the previous cases due to the additional effect607

from Landau damping (especially for largest scales). The large-scale zonal structure is no longer persistent in time and608

also gets dissipated faster even in the weak Landau damping case due to the strong damping effect on the large scales.609
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Fig. 6: Time-series of the Dirichlet quotient Λ, total energy E, total enstrophy W , and anisotropic ratio R with Landau
damping. Results with different Landau damping strengths are displayed. The initial state 1 is used in the tests.

6.3 Long-time phenomena with anti-damping effect: the large-scale condensation610

In this final test case, we consider the large-scale energy condensation in one zonal mode with both damping and forcing611

effects in the MHM model. The forced-dissipated operator considered here has the form612

D (∆)ϕ = µ (∆ϕ− ϕ̃) +D
(
∆2ϕ− 2∆ϕ̃+ ϕ̃

)
, (36)

with D > 0 as the damping effect and µ > 0 as the forcing effect for the system. According to (6) and (7), the the613

equations for energy E and enstrophy W according to this specific forcing and damping form (36) can be found as614

dE

dt
= −D

(
‖∆ϕ‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
+ µ

(
‖∇ϕ‖20 + ‖ϕ̃‖20

)
;

and615

dW

dt
= −D

(
‖∆∇ϕ‖20 + 2 ‖∆ϕ̃‖20 + ‖∇ϕ̃‖20

)
+ µ

(
‖∆ϕ‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
.

Therefore, both the energy and enstrophy may increase in time due to the forcing effect from the parameter µ. This is616

no longer the exact selective decay case as in the previous tests since the amplitudes of the modes actually do not keep617

decreasing any more. Particularly, from the above energy and enstrophy equations, we observe that a saturated energy618

E∗ and enstrophy W ∗ can be reached only if the potential function converges to the eigenmode ϕ∗ on a single energy619

shell with corresponding eigenvalue Λ∗. This implies the constraints between the model parameters for a saturated state620

to be reached, DΛ∗ = µ, with Λ∗ =
(
2π
L

)2
k2 + 1 for non-zero fluctuation mode, and Λ∗ =

(
2π
L l
)2 for the purely zonal621

state. However, the permitted eigenvalue Λ∗ may not usually agree with the above parameter constraint for a saturated622

steady state. This implies that the total energy and enstrophy may keep increasing from the combined forced-dissipated623

form (36).624
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On the other hand, the conclusion from Theorem 2 is still valid here under this forced-dissipated form since the effect625

from µ dose not change the value of the Dirichlet quotient, so that Λ (t) monotonically decreases to one eigenvalue Λ∗626

with627

Λ0 ≥ Λ (t) ≥ Λ∗

for all the time. Therefore, we can still expect a final purely zonal state with corresponding eigenvalue Λl. And the ratio628

of energy among all the other modes decreases to zero in time. At the same time, the forcing effect raises the total energy629

and enstrophy in the system. It implies that the single dominant mode will increase in energy in time, and all the energy630

will get condensed in this single mode.631

In the numerical tests, we test three different values of the anti-damping parameter, µ = 2× 104, 5× 10−4, 1× 10−3.632

Still, we set the system to start from the initial state 1. In Figure 7, the first row shows the zonal mean mean profiles633

v = ∂xϕ with different parameter values of µ at several different time instants. The system always reaches the final purely634

zonal state. With small µ, the energy in the dominant zonal mode decreases in time similar as the previous selective decay635

case. As the value of µ becomes larger, the final mean state stops decreasing, and finally begins to increase in amplitude636

with the largest value of µ. In the second row, we compare the energy in the large scale modes with k < 5, in the small637

scale modes with k > 5, and the single selected zonal mode with k = 5. In agreement with the theory, the energy among638

all the other modes decays in time regardless of the positive forcing, while the energy in the selective decay mode may639

either increase or decrease depending on the forcing strength µ. Finally in the last row, the Dirichlet quotient Λ (t) is still640

monotonically decreasing among all the cases with different forcing values of µ, confirming the single large-scale mode641

condensation from the theorem. In comparison, the total energy and enstrophy decrease in the smallest forcing case, but642

begin to grow as µ increases to the largest value.643

7 Summary644

In this paper, we discussed the emergence of the coherent zonal structures in freely decaying plasma turbulence using the645

modified Hasegawa-Mima model. The argument follows the selective decay principle [14,12] developed for the Charney-646

Hasegawa-Mima model (or equivalently the quasi-geostrophic model). In the investigation of the zonal flow generation, it647

is found that the MHM model with the particle response correction on magnetic surfaces can excite much stronger zonal648

mean flow than the classical CHM model [1,11]. We first describe the outstanding zonal structures in the MHM model649

from the variational principle where the enstrophy reaches a critical point with constant energy. Then, the convergence650

to the purely zonal state is shown under the general selective decay dissipation forms. The argument depends on the651

dynamics of the Dirichlet quotient defined as the ratio between the total enstrophy and energy. Under proper generalized652

dissipation operators, the Dirichlet quotient monotonically converges to one of the eigenvalues of the critical states,653

implying the convergence of the flow solution to one selected state on a single energy shell. The special role of the zonal654

modes is further confirmed with the faster decay rate of energy among all the fluctuation modes. The zonal state becomes655

the only possible stable final selective decay state, while all the other critical point solutions act as transient metastable656

states which the flow visits during its time evolution before the final convergence.657
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Fig. 7: First line: the zonal mean flow v = ∂xϕ with different values of the anti-damping parameter µ = 2 × 104, 5 ×
10−4, 1× 10−3 at several different time instants. The final state is plotted in thick black line. Second line: time-series of
the energy in the large scale modes k < 5, the small scale modes k > 5, and the non-zero zonal mode k = 5. Third line:
time-series of the Dirichlet quotient Λ, total energy E, total enstrophy W .

Direct numerical simulations of the MHM model are used to confirm the final selective decay to zonal structures658

independent of various small-scale fluctuations introduced in the initial states. In particular, we investigated the effects659

from two terms with particular physical interest. The ion Landau damping strongly dissipates the largest scales and660

leads to forward energy transport to smaller scales. Then the selective decay to large-scale zonal flow will be destroyed661

when the Landau damping becomes dominant. In the second case, an anti-damping term that increases both energy and662

enstrophy is considered, while at the same time still guarantees the generation of a single zonal mode. This creates a663

large-scale condensation inducing a single zonal state with an increasing amplitude in time. The generation of zonal states664

is also related with the nonlinear instabilities and the nonlinear transfer of energy between the zonal states and non-zonal665

fluctuation modes [10,26,20]. One interesting direction in the future is to consider the detailed energy mechanism in the666

high-order interactions between modes. In this way, the selective decay phenomena can be further understood with the667

internal instability and external forcing [21].668
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A Generalized dissipation form with selective decay671

In this appendix, we show the derivation for the general dissipation form that is in agreement with the selective decay principle. As from672

the main text for the proof of selective decay, the major task is to construct the proper damping operators D (∆) on the right hand side of673

(20) so that the Dirichlet quotient Λ (t) stays monotonically decreasing in time. From the first and second order selective decay damping674
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forms in Section 5.2, it can be summarized that the agreeable dissipation operators for selective decay should follow the general structure675

D (∆)ϕ = −
L∑
j=2

Dj

[
(−∆+ 1)j ϕ̃+

(
−∂2x

)j
ϕ
]

+D1 (∆ϕ− ϕ̃) , (A.1)

with damping coefficients Dj ≥ 0, j ≥ 2. We have shown in (26) that the first order term above with any constant value D1 will not676

change the value of Λ (t) during its time evolution. The separated damping effects on the fluctuation ϕ̃ and zonal mean ϕ are reasonable677

considering the different treatment of the two parts in the MHM model. Next, we derive the dynamical equations for the Dirichlet quotient678

with a single order damping j from (A.1).679

First from the equation (20), we have found the dynamical equations for Λ (t) subject to the damping with a single order of the Laplace680

operator applied on either the full potential function or its fluctuation part ϕ̃ = ϕ− ϕ681

dΛ

dt
= −

dj

E
Uj+1, with Djϕ = dj (−∆)j ϕ,

dΛ

dt
= −

dj

E
Ũj+1, with D̃jϕ = dj (−∆)j ϕ̃.

Then for the generalized damping form in (A.1), we can consider the effects componentwisely through the polynomial expansion of the682

damping operator683

(−∆+ 1)j ϕ̃ =

j∑
l=0

λl (−∆)l ϕ̃,

with the coefficients λl =

j
l

. Accordingly for the general damping of a single order j,684

−Dj
[
(−∆+ 1)j ϕ̃+

(
−∂2x

)j
ϕ
]

= −Dj

(−∆)j ϕ+

j−1∑
l=0

λl (−∆)l ϕ̃

 ,
we get the dynamical equation for Λ (t) in the expansion form by adding up all the component contributions as685

dΛ

dt
= −

Dj

E

Uj+1 +

j−1∑
l=0

λlŨl+1

 , (A.2)

where we use the notation Uj = Uj + Ũj from (21) for the contributions from the zonal mean and fluctuation components686

Uj =

∥∥∥∥(−∂2x) j2 ϕ∥∥∥∥2
0

− Λ (t)

∥∥∥∥(−∂2x) j−1
2 ϕ

∥∥∥∥2
0

,

Ũj =
∥∥∥(−∆)

j
2 ϕ̃
∥∥∥2
0
− Γ (t)

∥∥∥(−∆)
j−1
2 ϕ̃

∥∥∥2
0
.

Then the task is to reorganize the right hand side of (A.2) into a summation of non-positive quantities.687

Next, we show the derivation of the recursive relations between the quantities defined in (21) and (23)688

Ũj+1 = S̃j + ΓŨj , Uj+1 = Sj + ΛUj + ΓŨj , S1 = −ΛU1. (A.3)
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The third relation is already derived in (22) directly from the definition of the Dirichlet quotient. The first two relations are the results689

from an integration by parts, that is, to get the fluctuation part690

Ũj+1 =

ˆ ∣∣∣(−∆)
j+1
2 ϕ̃

∣∣∣2 − Γ ∣∣∣(−∆)
j
2 ϕ̃
∣∣∣2

=

ˆ [∣∣∣(−∆)
j+1
2 ϕ̃+ Γ (−∆)

j+1
2
−1 ϕ̃

∣∣∣2 − 2Γ
(
∇ (−∆)

j
2 ϕ̃
)(

(−∆)
j
2
− 1

2 ϕ̃
)

−Γ 2
∣∣∣(−∆)

j+1
2
−1 ϕ̃

∣∣∣2 − Γ ∣∣∣(−∆)
j
2 ϕ̃
∣∣∣2]

=

ˆ ∣∣∣(−∆)
j+1
2 ϕ̃+ Γ (−∆)

j+1
2
−1 ϕ̃

∣∣∣+

ˆ
Γ
∣∣∣(−∆)

j
2 ϕ̃
∣∣∣2 − Γ 2

∣∣∣(−∆)
j−1
2 ϕ̃

∣∣∣2
=

ˆ ∣∣∣(−∆)
j+1
2 ϕ̃+ Γ (−∆)

j−1
2 ϕ̃

∣∣∣+ ΓŨj .

Above in the second line, remind the notation (−∆)
1
2 = ∇, thus integration by parts can be applied for the second term. In a similar691

fashion, we can find the relation in the zonal mean modes by applying the same trick. Therefore, by introducing the definition for the692

positive-definite components,693

S̃j =
∥∥∥(−∆)

j+1
2 ϕ̃− Γ (−∆)

j−1
2 ϕ̃

∥∥∥2
0
, S̄j =

∥∥∥∥(−∂2x) j+1
2 ϕ− Λ

(
−∂2x

) j−1
2 ϕ

∥∥∥∥2
0

,

the above two identities are reached. Notice that we have different coefficients Λ (t) = Γ (t) + 1 in the zonal mean and fluctuation parts.694

Now we can derive the final form of the dynamics of (A.2) by applying the identities (A.3) recursively from the original equation. The695

leading term Uj+1 can be expanded into all the lower order terms696

Uj+1 =Sj +

j−1∑
l=1

(
Γ j−lS̃l + Λj−lSl

)
+ ΛjU1 + Γ jŨ1 − ΛjŨ1

=Sj +

j−1∑
l=1

(
Γ j−lS̃l + Λj−lSl

)
− Λj−1S1 + Γ jŨ1 − ΛjŨ1

=Sj +

j−1∑
l=2

(
Γ j−lS̃l + Λj−lSl

)
+
(
Γ j−1 − Λj−1

)
S̃1 +

(
Γ j − Λj

)
Ũ1.

We only need to attend to the last non-definite term above. Again we can expand the coefficient in the polynomial form and notice λj = 1697

(
Γ j − Λj

)
Ũ1 =

[
Γ j − (1 + Γ )j

]
Ũ1 = −

j−1∑
l=0

λlΓ
lŨ1.

For each component of the above summation with index l, using the relation Ũj+1 = S̃j + ΓŨj inversely, we find the further expansion698

−λlΓ lŨ1 =λlΓ
l−1

(
S̃1 − Ũ2

)
=λlΓ

l−1S̃1 + λlΓ
l−2

(
S̃2 − Ũ3

)
=λl

l∑
i=1

Γ l−iS̃i − λlŨl+1.

Therefore, by taking the summation of all the components we get699

−
j−1∑
l=0

λlΓ
lŨ1 =

j−1∑
l=1

λl

l∑
i=1

Γ l−iS̃i −
j−1∑
l=0

λlŨl+1.
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Again the first part above is positive definite, and the second part then can be exactly canceled by the rest terms in the full dynamics (A.2).700

Combining all the above results, we finally reach the form for the total damping contributions from the j-th order dissipation operator701

Uj+1 +

j−1∑
l=0

λlŨl+1 =Sj +

j−1∑
l=2

(
Γ j−lS̃l + Λj−lSl

)
+
(
Γ j−1 − Λj−1

)
S̃1 +

j−1∑
i=1

Γ−iS̃i

j−1∑
l=i

λlΓ
l

=Sj +

j−1∑
l=2

(
Γ j−lS̃l + Λj−lSl

)
+
(
Λj−1 − 1

)
Γ−1S̃1 +

j−1∑
i=2

Γ−iS̃i

j−1∑
l=i

λlΓ
l.

Above in the first line, we just change the order of summation for the last term, and notice that the first term in the summation with i = 1702

in the last summation can be combined with the second term with S̃1, that is,703

Γ−1S̃1

j−1∑
l=1

λlΓ
l = Γ−1S̃1

 j∑
l=0

λlΓ
l − Γ j − 1

 = (1 + Γ )j Γ−1S̃1 −
(
Γ j−1 + Γ−1

)
S̃1,

and combining the coefficients704

(
Γ j−1 − Λj−1

)
+ Γ−1

j−1∑
l=1

λlΓ
l = ΛjΓ−1 − Λj−1 − Γ−1 = Λj−1Γ−1 − Γ−1.

In summary, the final dynamical equation for the Dirichlet quotient Λ (t) under the general j-th oder (j > 1) damping operator in705

(A.1) can be found to satisfy the following form706

dΛ

dt
= −

Dj

E

Sj +

j−1∑
l=2

Λj−lSl +

j∑
i=l

λiΓ
i−lS̃l

+
(
Λj−1 − 1

)
Γ−1S̃1

 , (A.4)

with Λ = Γ + 1 and λl =

j
l

 the coefficients before the xl term in the polynomial expansion of (x+ 1)j . The right hand side of the707

above equation is always negative. Therefore, we conclude that Λ (t) is a monotonically decreasing function in time with a lower bound.708

The same selective decay principle still applies in the general case.709

B A counter-example with dissipation on potential vorticity alone that violates selective decay710

We have shown in Section 5.2 of the main text that the damping form, D (∆q − q̃), gives the convergence to the selective decay state. The711

second part in the damping form −Dq̃ includes a pure effect on the fluctuations. Here as a counter example, we show the second component712

is essential in maintaining the monotonicity of the Dirichlet quotient in the MHM model.713

For the case with only damping on the potential vorticity714

Dϕ = D∆q = D
(
∆2ϕ−∆ϕ̃

)
,

the dynamical equation for the Dirichlet quotient becomes715

dΛ

dt
= −D

(∥∥∥∇ζ̃ + Γ∇ϕ̃
∥∥∥2
0

+
∥∥∥∂xζ + Λ∂xϕ

∥∥∥2
0

)
+DΛ

(
‖∇ϕ̃‖20 − Γ ‖ϕ̃‖

2
0

)
.

(B.1)

Without the zonal state ϕ ≡ 0, it can be seen from Poincaré inequality that the right hand side of (B.1) is still non-positive definite just716

as the CHM case. However, with the effect of a non-zero zonal flow, the term on the second line above is indefinite about its sign. The717

last indefinite term reflects the interactions between the fluctuation and zonal mean state through the entire Dirichlet quotient Λ (t) that718

includes ratios of both mean and fluctuation parts. Without the detailed dynamics, it is hard to determine the energy transfer mechanism719
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between the zonal mean and the fluctuation. To show this, consider a small non-zonal perturbation added on a zonal solution720

ϕ0 = A cos
√
Λl + 1x+ ε cos

(
2π

L
k · x

)
,

with Λl =
(
2π
L
l
)2, Λk =

(
2π
L
k
)2 , k > l and ε2 < A2. Then we can calculate the Dirichlet quotient for this initial state as721

Λl + 1 < Λ (0) =
(Λk + 1)2 ε2 + (Λl + 1)2 A2

(Λk + 1) ε2 + (Λl + 1)A2
< Λk + 1.

Substituting the state into the right hand side of the equation (B.1), we have the estimation for the initial transient state dynamics with722

the state ϕ0723

dΛ

dt
≥−D

[
Λk (Λk + 1− Λ (0))2 ε2 + (Λl + 1) (Λl + 1− Λ (0))2 A2

]
+DΛ (0)

(Λl + 1) (Λk − Λl)A2

(Λk + 1) ε2 + (Λl + 1)A2
ε2

≥−D
[

(Λk − Λl)2
(
Λkε

2 + (Λl + 1)A2
)

+
(Λl + 1)2 (Λk − Λl)
(Λk + 1) + (Λl + 1)

ε2

]
.

Therefore the right hand side of the equation is larger than zero if724

ε2 >

[
(Λk + 1)2 − (Λl + 1)2

]
(Λl + 1)[

(Λl + 1)2 − Λk (Λk + 1)
]

(Λk + 1)
A2.

Then by taking the wavenumbers satisfying Λk (Λk + 1) < (Λl + 1)2 < (Λk + 1)2, the Dirichlet quotient will increase in the initial state.725

Inversely. The larger value of Λ (t) further implies the generation of more higher wavenumber fluctuation modes, thus to push the quotient726

to even larger values. As a result, this example with special initial state shows that the monotonic decrease of the Dirichlet quotient might727

be violated with the pure damping form D∆q. Then the selective decay principle is difficult to guarantee in this case.728

C Dynamical convergence to the zonal mean flow729

For the convergence to a purely zonal state, we have proved in the main text using the convergence of the infinite integral in the dynamical730

equation of Λ (t). Here as an alternative approach, we directly show the convergence to zero in the ratio of energy fluctuation from the731

dynamical equations for the mean and fluctuation parts.732

We consider the convergence to a purely zonal state with the dissipation form −D2 (−∆q + q̃). In this case, we consider the dynamical733

equations for the ratios of zonal energy and fluctuation energy734

Ẽ (t)

E (t)
+
E (t)

E (t)
= 1,

with Ẽ = 1
2

(
‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
the energy in the fluctuation and E = 1

2
‖∂xϕ‖20 the energy in the zonal state. First, we have the dynamics735

for the total energy E and the energy in the fluctuation Ẽ for this damping form from (6)736

dE

dt
= −D2

(
‖∆ϕ‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
,

dẼ

dt
−
(
∂xv, ũṽ

)
0

= −D2

(
‖∆ϕ̃‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)
.
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Notice that there is the interaction term
(
∂xv, ũṽ

)
0
between the mean and fluctuation due to the nonlinear interaction in the mean energy737

equation. Then we can find the dynamical equation for the ratio Ẽ/E through the above two equations738

d

dt

(
Ẽ

E

)
=

1

E2

(
˙̃EE − ẼĖ

)
=

1

E

(
∂xv, ũṽ

)
0

−
D2

2E2

[(
‖∆ϕ̃‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)(
‖∇ϕ̃‖20 + ‖ϕ̃‖20 + ‖∂xϕ‖20

)
−
(
‖∆ϕ‖20 + 2 ‖∇ϕ̃‖20 + ‖ϕ̃‖20

)(
‖∇ϕ̃‖20 + ‖ϕ̃‖20

)]
=

1

E

(
∂xv, ũṽ

)
0
−

D2

2E2

(
W ‖∂xϕ‖20 − E

∥∥∂2xϕ∥∥20)
=

1

E

(
∂xv, ũṽ

)
0
−
D2

2E

(
Λ ‖∂xϕ‖20 −

∥∥∂2xϕ∥∥20)
=

1

E

(
∂xv, ũṽ

)
0
−
D2

E

(
Λ
(
E − Ẽ

)
−
(
W − W̃

))
=

1

E

(
∂xv, ũṽ

)
0

+
D2

E

(
ΛẼ − W̃

)
≤

1

E

(
∂xv, ũṽ

)
0
−D2 (1 + Λ1 − Λ (t))

Ẽ

E
.

Above we use the relations W
E

= Λ (t) and W̃ ≥ (1 + Λ1) Ẽ. On the other hand, we have the estimation for the nonlinear interaction term739

1

E

∣∣(∂2xϕ, ũṽ)0∣∣ ≤ 1

2E

ˆ ∣∣∂2xϕ∣∣ (ũ2 + ṽ2
)
≤

1

2E

∥∥∂2xϕ∥∥∞ ‖∇ϕ̃‖20 .
With the selective decay principle satisfied with the the eigenvalue Λ∗, we can find that the upper bounds for the total energy and enstrophy740

decay to zero in the exponential rates741

‖∇ϕ‖0 ≤ ‖∇ϕ (0)‖0 e
−DΛ∗t,

‖ζ‖0 ≤ ‖ζ (0)‖0 e
−DΛ∗t.

Assuming the solution ϕ is smooth on a bounded domain, then it implies that the maximum value of zonal vorticity is bounded by any742

small value,
∥∥∂2xϕ∥∥∞ ≤ c, as time goes on. Therefore for any small value ε > 0, after large enough time t > T , the nonlinear interaction743

term can always be controlled744

1

E

∣∣(∂2xϕ, ũṽ)0∣∣ ≤ c

2E
‖∇ϕ̃‖20 = ε

Ẽ

E
.

The second term in the dynamics of Λ (t) then becomes negative when 1 +Λ1 > Λ (t) at some point of the time, and is guaranteed in later745

times due to the monotonicity of Λ (t). Thus the ratio Ẽ/E is always decreasing in time after the quotient Λ (t) reaches the value below746

Λ1 + 1.747

Notice that we achieve the above result based on the special damping form −D2 (−∆q + q̃), thus it is less general than the argument748

in the main text that can include an additional anti-damping operator as a forcing effect. Still it offers a rigorous proof for the decay of749

the fluctuation mode and the final convergence to the zonal structure shown in the numerical results.750
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