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After the original contributions of Hasegawa and Wakatani, basic two-field models such as the8

modified and balanced Hasegawa-Wakatani models improve the understanding of plasma edge9

turbulence. The recent two-field flux-balanced Hasegawa-Wakatani (BHW) model provides an10

improved treatment for the balanced electron dynamics on magnetic flux surfaces. The Hasegawa-11

Mima (HM) model offers another simplified one-field characterization of the zonal flow – drift12

wave interaction mechanism. A major restriction in the original HM model is the lack of intrin-13

sic instability which is essential to maintain drift wave turbulence and plasma transport. We14

overcome this limitation by linking this model with the two-field HW equations with drift insta-15

bility while keeping the simplicity in the one-field balanced formulation. A systematically derived16

unstable forcing is introduced to the modified HM model mimicking the role of the inherent in-17

stability near the low resistivity limit, where the unstable branch of the HW solution gradually18

becomes aligned with the HM potential vorticity. Detailed numerical experiments are performed19

to test the skill in the one-field model with unstable forcing. It is shown with qualitative and20

quantitative agreement that the one-field modified HM model is able to replicate the typical drift21

wave and zonal flow interacting procedure under a more analytically tractable framework. The22

insight gained from the simple model analysis can also offer guidelines for the development of23

model reduction methods for more complicated systems.24
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I. INTRODUCTION AND BACKGROUND25

The self generation and amplification of zonal flows from the interplay with turbulent drift waves are26

key constituents of particular interest in the investigation of magnetically confined plasmas1–5. This is27

because the zonal flow – drift wave interaction mechanism is thought to have a critical role in the observed28

level of heat and particle transport perpendicular to the projected magnetic surfaces6–10. Numerical29

simulations are the most direct way for the study of the crucial roles in the complex flow structures and30

the development of theories11,12. However, direct simulations of the entire nonlinear plasma equations31

remain very expensive computationally. Thus, the selection of important elementary physical processes32

in the zonal flow and drift wave dynamics using reduced models is necessary.33

The use of simplified models based on assumptions for plasma regimes has advantages in improving34

our understanding of the key features in drift wave – zonal flow interaction, where the most relevant35

physical mechanism can be identified. Among them, the Hasegawa-Mima (HM) models (also known as36

the Charney Hasegawa-Mima (CHM) model in geophysics13) should be one of the simplest formulations37

including the most essential physics modeling the adiabatic electrons at zero resistivity14,15. It offers a38

qualitative characterization for the typical observations in realistic plasma flows with desirable analytical39

tractability. A modified HM model is proposed later in2,15 with the attractive features of restoring the40

zonal flows and Galilean invariance under boosts in the poloidal direction, and improves the CHM model41

by introducing a balanced particle response on magnetic surfaces. The major drawback of such models42

is the lack of instability to maintain the turbulent solutions, so usually external forcing is required in43

order to excite the turbulent drift wave dynamics.44

The Hasegawa-Wakatani (HW) models, on the other hand, by introducing the coupled two-field45

evolution of the electrostatic potential and the density perturbation, contain more complete physics46

by inherently including the drift wave instability through finite plasma resistivity16,17. A modified HW47

(MHW) model is further proposed in18 to reinforce the strong zonal flows by properly removing the zonal48

contributions to the model for the parallel gradient of the parallel current density. It has the desirable49

features of Galilean invariance and zonal jets. Formal analysis suggests that the MHW model solution50

approaches similar zonal structures as observed in the HM model in the corresponding adiabatic limit2.51

However with a more precise characterization of the full turbulent field, the exact convergence is not52

guaranteed in the MHW model with persistent zonal transport. See Fig. 4 in17 and Fig. 3 in12 for53

moderate values of the resistivity, as well as Figure 14 in the present paper for a low resistivity case. A54
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balanced flux treatment for the electron parallel responses is introduced in12,17 to further improve the55

model performance. The balanced flux constraint comes from the zero net density fluctuation response56

averaged on the magnetic surfaces for adiabatic electrons. The modified HM and HW models with the57

balanced flux have been shown to be more physically satisfying in creating many desirable features,58

such as the Galilean invariance in the poloidal direction and the stronger persistent zonal jets5,12,17 with59

simultaneously reduced particle flux.60

Here, we propose a simple HM formulation which systematically incorporates the desirable features61

observed from the two-field flux-balanced HW model. The strategy is to introduce a forcing effect62

to the modified HM model through a precise analytical derivation of the drift wave instability in the63

low resistivity regime. The analysis is carried out through the expansion of the analytic instability64

solution of the HW model as the adiabaticity approaches infinity (that is, the zero resistivity limit).65

The two-field model states are shown to converge to the unstable branch solution in the leading-order66

approximation equivalent to the one-field HM model potential vorticity. A systematic unstable forced67

modified Hasegawa-Mima (SUF-MHM) model is then proposed. The leading order instability correction68

to the HM equation is treated as an explicit external forcing derived from the limit drift instability in the69

HW model. The unstable forcing is added to the modified HM model to excite fluctuating drift waves in70

the same fashion as in the HW model . Zonal jets and similar turbulent dynamics can be generated in71

the next stage from this one-field SUF -MHM model by selective decay effects and secondary instability72

mechanisms4,5. The forcing added to the model is based on the observation that the regime of strongest73

linear instability is directly linked with the regime with secondary instability of drift waves for nonlinear74

energy transfer.75

The SUF -MHM model is used to mimic the exact drift wave – zonal flow energy feedback loop12,19,20.76

Galilean invariance is automatically satisfied through the model construction. The modeling procedure77

generates zonal jets through the following flow developments: i) excitation of drift waves from the con-78

sistent primary instability due to resistive particle motion in the HW model; ii) generation of zonal flows79

through nonlinear interaction with drift waves; iii) effective quench of strong radial particle transport80

and fluctuations with the formation of zonal jet barrier; and iv) recovery of the saturated steady state81

statistics in model variables. Numerical tests are carried out in the low resistivity regime. Similar dy-82

namical evolution is observed from simulations of the one-field SUF -MHM model and the BHW model83

(see Figure 1). And further statistical agreement is achieved in a quantitative way for flows in regimes84

with a moderate density gradient. By comparing the similarity and difference in the solutions between85
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the two model simulation results, a better understanding about the energy mechanism can be gained in86

the roles of nonlinearity and instability generated in the plasma turbulence.87

In the structure of this paper, background and basic ideas in the flux-balanced models are introduced88

first in Section II. Then the growth rate and corresponding eigenstates are derived in a systematic89

fashion for the linearized two-field HW model in Section III. The SUF -MHM model is constructed90

based on the limit form of growth rate. Detailed numerical simulations of the models follow in Section91

IV. The importance of the balanced flux correction is further emphasized in Section V. A summary92

discussion is given in Section VI.93

II. THE FLUX-BALANCED MODELS FOR PLASMA EDGE TURBULENCE94

A. Review of the one-field and two-field models with balanced flux on magnetic surfaces95

The Hasegawa-Wakatani models describe the coupled drift wave – zonal flow interactions with a96

system of two fields16,18. The system is defined on a shearless two-dimensional slab geometry, where97

the magnetic field is embedded. In convention, x-coordinate corresponds to the radial direction and98

y-coordinate represents the poloidal direction. The flux-balanced Hasegawa-Wakatani (BHW) model99

improves the original HW models by using the potential vorticity q = ∇2ϕ− ñ with balanced electron100

response on the magnetic surfaces12,17 and the density fluctuation n in the following coupled partial101

differential equations102

∂q

∂t
+∇⊥ϕ ·∇q − κ

∂ϕ

∂y
= DΔq, q = ∇2ϕ− ñ, (1a)103

∂n

∂t
+∇⊥ϕ ·∇n+ κ

∂ϕ

∂y
= α (ϕ̃− ñ) +DΔn, (1b)104

where ϕ is the electrostatic potential, n is the density fluctuation from background density n0 (x), and105

u ≡ ∇⊥ϕ = (−∂yϕ, ∂xϕ) is the velocity field. The constant background density gradient κ = −∇ lnn0106

is defined by the exponential decay profile near the boundary n0 (x) . D acts on the two states with the107

Laplace operator as a homogeneous damping effect.108

Drift wave instability is generated from the resistive electron parallel motion through the finite adia-

baticity, α ∝ 1
η
, treated as a constant and reciprocal to the resistivity η. The physical quantities ϕ and

n are decomposed into zonal mean states ϕ, n and their fluctuations about the mean ϕ̃, ñ so that

ϕ = ϕ+ ϕ̃, n = n+ ñ, f (x) = L−1
y

�
f (x, y) dy.
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A modified Hasegawa-Wakatani (MHW) model was proposed in18 by removing the zonal components109

in the resistive coupling α (ϕ− n) to become α (ϕ̃− ñ) on the right hand side of (1b). It is shown that110

this modification is essential for the generation of zonal jets.111

As a further correction in the BHW model, the poloidally averaged density n along y-direction is

removed from the potential vorticity q = ∇2ϕ − ñ. The BHW model offers a more physically relevant

formulation with several desirable properties12,17. Most importantly, it is shown from rigorous proof

and numerical confirmation17 that in the low resistivity limit, η → 0 so that α → ∞, the BHW model

converges to the one-field equation as desired

∂q

∂t
+∇⊥ϕ ·∇q − κ

∂ϕ

∂y
= DΔq, q = ∇2ϕ− ϕ̃, (2)

which is called the modified Hasegawa-Mima (MHM) model. The modification as compared to the112

standard HM model is by removing the zonal state ϕ in the definition of potential vorticity q above.113

B. Ideas in the systematic unstable forced modified HM model114

By comparing the one-field MHM formulation (2) with the more complicated two-field BHW model115

(1), most of the desirable physical features are already modeled in the MHM framework with less116

computational requirement. However, there exists no internal instability in the MHM model, thus the117

solution will simply decay from its initial state if no other external forcing is introduced. It is worthwhile118

to introduce an equivalent forcing operator simulating the drift wave instability in the two-field system.119

One direct idea is to introduce the equivalent forcing on each spectral potential vorticity mode with an120

unstable growth characterizing the drift wave instability in a precise way.121

The systematic unstable forced modified Hasegawa-Mima (SUF -MHM) model is then introduced

incorporating the basic idea illustrated above

∂q

∂t
+∇⊥ϕ ·∇q − κ

∂ϕ

∂y
= DΔq + F q̃, q = ∇2ϕ− ϕ̃, (3)

with F a specific spatial nonlocal operator acting on the non-zonal potential vorticity mode q̂k to model122

the drift instability (see Eqn. (13) below for the explicit formulation). For a precise modeling of123

the instability effect, it is important to make sure that the added forcing F is free of any adjustable124

parameters. One of the main tasks of this paper is to offer a systematic derivation of the suitable125

unstable forcing form, consistent with the two-field BHW model as it approaches the adiabatic limit126

α → ∞. This is achieved by considering the linearized dynamics of the two-field model and expanding127
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the leading order contribution in the low resistivity limit from the exact linear analysis of the growth128

rate. It is found that the higher order contributions decay at a much faster rate as α → ∞. We will carry129

out the detailed derivation in Section III and numerical tests of the SUF -MHM model in the Section130

IV. Statistically consistent results with similar transient behavior are generated using this simplified131

model compared with the BHW model for low resistivity regimes.132

One important property to point out first for the forcing operator is the maintenance of Galilean

invariance in the balanced formulation (3) under velocity boost V in the poloidal direction with the

transformation

y� = y − V t, ϕ� = ϕ− V x.

In fact, with the balanced particle response by removing the zonal mean state, the potential vorticity133

q� = ∇2ϕ� − ϕ̃� = q is unaltered under the above change of variables. By requiring that the forcing134

operator F is applied only on the fluctuation modes with ky �= 0, Galilean invariance is guaranteed in135

this HM model framework with balanced flux (3). This is also automatically satisfied for all the balanced136

equations.137

As a further comment, the same framework with an unstable forcing can be also applied to the138

Charney-Hasegawa-Mima (CHM) model using the original potential vorticity q = ∇2ϕ− ϕ without the139

balanced response correction in the zonal mean. Galilean invariance is then not valid due to the zonal140

mean state contribution ϕ in the unbalanced potential vorticity q. We will show in Section VA that the141

unstable forcing leads to only homogeneous turbulence without zonal jets in the unstably forced CHM142

model (as depicted in the selective decay in4,21).143

C. First numerical illustration of the model performance144

First, we display the typical features generated from the one-field SUF -MHMmodel (3) in comparison145

with the two-field BHW dynamics (1) by running direct numerical simulations in the same parameter146

regime. Here we point out the most representative observations in the typical test case using parameters147

κ = 0.5 and α = 5 (which as shown below still contains considerable amount of turbulence in the flow148

field away from the adiabatic α = ∞ limit). The simulations both start from random initial data with149

small amplitudes. The detailed numerical set up and complete numerical results with more turbulent150

features will be discussed thoroughly in Section IV.151

We display the self-organization of the turbulent states in plasma flow evolution from direct simulation152
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results of both SUF -MHM and BHW models. The first two rows of Figure 1 show several snapshots of153

the ion vorticity ζ = ∇2ϕ at several typical time instants before steady state is reached. The one-field154

SUF -MHM model successfully captures the key physical features at every stage during the evolution of155

the model. In the starting time with small amplitude random initial state, non-zonal drift waves are first156

excited from the drift instability (fluctuating drift wave state, t = 1000); then the energy in fluctuations157

begins to transfer to the zonal modes through nonlinear interactions where a competition between the158

zonal modes and non-zonal drift waves can be observed (coexistence of zonal jets and strong fluctuations,159

t = 1500); finally the dominant zonal jets get formed with the non-zonal fluctuations mostly dissipated160

(zonal jets dominant regime, t > 2000). The SUF -MHM model generates the same representative161

structures at every dynamical stage in the evolution comparing with the two-field BHW model.162

Second, for comparing the statistical consistency at equilibrium, the last row of Figure 1 compares163

the equilibrium energy spectra achieved from SUF -MHM and BHW model simulations. The equilibrium164

statistical spectrum is computed by averaging the energy k2|ϕ̂k|2 in each mode along a long time series165

after the statistical steady state is reached. For a more detailed calibration of the statistics, both the166

radially averaged spectrum including the non-zonal fluctuating modes (by taking summation of all the167

radial modes with same absolute wavenumber k) and zonal spectrum (with only zonal modes ky = 0) are168

compared for the two models. Good agreements in both spectra between the two models are achieved169

for all the scales. This shows the quantitative skill of the SUF -MHM model in correctly generating the170

model statistics in each scale but with the much simpler MHM model structure.171

III. DERIVATION OF THE SYSTEMATIC UNSTABLE FORCING FOR THE172

HASEGAWA-MIMA MODELS173

In this section, we construct the Hasegawa-Mima model for α � 1 with an unstable forcing systemat-174

ically derived from the linear instability analysis of the two-field Hasegawa-Wakatani model. This linear175

instability generated from the resistive drift waves leads to the excitation of non-zonal fluctuations from176

the initial state with little energy. Especially, we are interested in the limit performance of the model177

as the adiabaticity α approaches the low resistivity regime. In this way, the two-field HW model can be178

decoupled into a single field HM model with an additional instability forcing representing unstable drift179

waves in the leading order approximation. In addition, the excitation of the linear unstable non-zonal180

fluctuating modes is closely related with the nonlinear energy transfer mechanism to zonal modes.181
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FIG. 1. Comparison of performances between the two-field BHW model and the SUF -MHM model. The first

two rows show typical snapshots of the ion vorticity ζ = ∇2ϕ from the BHW (upper) and SUF -MHM (lower)

model simulations with the parameters κ = 0.5,α = 5. The bottom row compares the equilibrium statistical

energy spectra generated from the two models in both the radially averaged spectrum (including the fluctuating

modes) and the zonal mode spectrum (only the zonal modes).

A. Instability analysis for the linearized HW system182

Drift wave instability is due to the non-adiabatic resistive electron motion. We consider purely

fluctuating states (ϕ̃, ñ) with zero background mean flow profile, ϕ ≡ 0, n ≡ 0, in order to focus on the

linear instability from resistive drift waves. The HW models (1) yield the linearized system if we drop

the nonlinear terms from the original equations

∂

∂t
∇2ϕ̃ = α (ϕ̃− ñ) +DΔ∇2ϕ̃,

∂

∂t
ñ+ κ

∂ϕ̃

∂y
= α (ϕ̃− ñ) +DΔñ.
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We formulate the system based on the fluctuating vorticity ζ̃ = ∇2ϕ̃ and the fluctuating density ñ, and183

the nonlinear coupling terms, ∇⊥ϕ ·∇ζ and ∇⊥ϕ ·∇n, are neglected in the linearized formulation. The184

above system can be viewed as the dominant dynamics in the starting transient state when the state185

values are small and nonlinear interactions have not taken over to add a major effect.186

We assume that the linear solutions of fluctuating states with non-zonal modes ky �= 0 are taking the

following single-mode forms (the subscript k for the single mode variables is neglected for simplicity)

ϕ̃ = ϕ̂ exp (i (k · x− ωt)) , ñ = n̂ exp (i (k · x− ωt)) ,

where ω ≡ ω (k) is the wave frequency for the corresponding wavenumber. The dispersion relation

can be found by plugging in the above single mode solution. The system decouples into independent

subsystems for each single wavenumber since we do not consider the nonlinear terms in the linearized

system. The linearized coefficients then form the 2× 2 system for each wavenumber


iω − αk−2 −Dk2 αk−2

−α + iκky −iω + α +Dk2




ϕ̂
n̂


 = 0. (4)

Non-trivial solution (ϕ̂, n̂) �= 0 of the linearized HWmodel (4) yields the equation for the wave dispersion

relation

ω2 + iω

�
α
1 + k2

k2
+ 2Dk4

�
− iαω∗

1 + k2

k2
− αD

�
k2 + 1

�
−D2k4 = 0, (5)

with k2 = k2
x + k2

y the wavenumber square and the dispersion relation ω∗ ≡ ω∗ (k; κ) for the one-field

HM model drift waves

ω∗ (k; κ) =
κky

1 + k2
.

The background density gradient κ only contributes to the HM dispersion relation ω∗ without drift wave187

instability. The particle resistivity parameter α adds instability into the system. The homogeneous188

damping operator with strength D acts as a stabilizing effect of the system, acting strongest on the189

small-scale fluctuating modes.190

In general, the quadratic equation (5) gives two complex roots, ω± = ω±
r + iω±

i , where ωr and ωi are

the corresponding real and imaginary components of the eigenvalues. In the resulting wave frequency,

exp (−iωt) = exp (−iωrt) e
ωit, the real part ωr represents the wave dispersion, and the imaginary part

ωi characterizes the growth rate (for positive value) or the damping rate (for negative value) due to

the linear instability effect. The two eigenvalues ω± correspond to the two branches of the eigenmodes
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representing the characteristic directions for unstable growth or stable damping, that is,

unstable branch ω+
i > 0 : n̂+ =

�
1− iα−1k2ω+ + α−1D

�
ϕ̂+,

stable branch ω−
i < 0 : n̂− =

�
1− iα−1k2ω− + α−1D

�
ϕ̂−.

(6)

Above (ϕ̂+, n̂+) represents the unstable eigen-direction where the energy grows exponentially in time as191

exp
�
ω+
i t
�
; and (ϕ̂−, n̂−) represents the stable eigen-direction where the energy gets quickly dissipated192

in the exponential rate exp
�
−
��ω−

i

�� t
�
. Next, we compute exact solutions for the eigenvalues (5) and193

eigenmodes (6) based on the values of the adiabaticity parameter α.194

B. General solutions for non-dissipative drift waves195

In the above analysis, we first provide the general formulas for the linear instability in drift waves

with combined effect of dissipations. Especially, D is fixed at a small value D = 5× 10−4 in Section IV

as used also in12,17. In the absence of the dissipation effect D = 0, it is more straightforward to compute

the dispersion relation from (5) for non-dissipative drift waves

ω2 + iα
1 + k2

k2
(ω − ω∗) = 0.

Immediately, we can observe that in the high resistivity limit α = 0, the drift waves become non-196

dispersive without any instability as ω = 0; and in the limit with no background density gradient κ = 0197

so that ω∗ = 0, the wave dispersion frequency is purely imaginary as ω = −iα (1 + k−2) that is always198

stable with a negative growth rate.199

Now we calculate the explicit solutions for the eigenvalues and eigenvectors for the non-dissipative

case of (5) and (6). By directly solving the quadratic equation with non-zero parameters α �= 0 and

κ �= 0, the eigenvalues of the system for wavenumber k can be written explicitly as

ω± =
α

2

1 + k2

k2

�
Γ

1
4 cos

θ±

2
− i

�
1 + Γ

1
4 sin

θ±

2

��
, (7)

where for simplicity in representation, we introduce the parameter Γ ≡ Γ
�
k; κ

α

�
only dependent on the

ratio κ
α
of the two model parameters

Γ
�
k;

κ

α

�
= 1 + 16

�κ
α

�2 k2
yk

4

(1 + k2)2
≡ 1 + 16γ2,

γ
�
k;

κ

α

�
=

κ

α

kyk
2

(1 + k2)2
.
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And the two branches of the eigenvalues are determined by the parameter θ± = Arg (−1 + 4γi). In the200

form of the solution (7), for fixed wavenumber k, it first depends linearly on the adiabaticity parameter201

α in the outside coefficient. While inside the square bracket, the instability feature is determined by the202

operator defined by Γ only dependent on the ratio κ
α
.203

Still, it is useful to get the explicit expressions for all the components of the solutions. Simple

calculation gives that

sin2 θ

2
=
1

2

�
1 +

1�
1 + 16γ2

�
,

cos2
θ

2
=
1

2

�
1− 1�

1 + 16γ2

�
.

The two branches of the solutions can be discovered by the signs of the sine and cosine functions204

depending on the signs of ky. Putting all the expressions together, we derive the entirely explicit205

formulas for the two branches of the eigenvalues as206

ω+ =
α

2

1 + k2

k2

�
� + iς+

�
=
α

2

1 + k2

k2

�
sgn(ky)√

2

�
−1 +

�
1 + 16γ2

� 1
2 − i

�
1− 1√

2

�
1 +

�
1 + 16γ2

� 1
2

��
,

ω− =
α

2

1 + k2

k2

�
−� − iς−

�
=
α

2

1 + k2

k2

�
−sgn(ky)√

2

�
−1 +

�
1 + 16γ2

� 1
2 − i

�
1 +

1√
2

�
1 +

�
1 + 16γ2

� 1
2

��
,

(8)

with γ = κ
α

kyk2

(1+k2)2
. We introduce the additional parameters for dispersion and growth/damping, �, ς±,207

which are only related with the ratio κ
α
. For fixed κ, as α → ∞, we have γ → 0, then the corresponding208

parameters approach the limit � → 0 and ς+ → 0, ς− → 2.209

Correspondingly using the formulas for the two eigenvectors (6), the two branches of unstable and

stable eigenmodes can be written explicitly as

exp

�
α

2

1 + k2

k2

�
−i� + ς+

�
t

�
eik·x : n̂+ =

�
1 +

1 + k2

2
ς+ − i

1 + k2

2
�

�
ϕ̂+,

exp

�
α

2

1 + k2

k2

�
i� − ς−

�
t

�
eik·x : n̂− =

�
1− 1 + k2

2
ς− + i

1 + k2

2
�

�
ϕ̂−.

(9)

Note that the eigen-directions only depend on the ratio κ
α
from the parameter γ. They retain the self-210

similarity in the convergence process based on only the value of κ
α
. We observe that as κ

α
→ 0, the211

unstable branch approaches the limit n̂+ = ϕ̂+ which is exactly the HM model state for the potential212

vorticity q̂+ = −k2ϕ̂+ − ϕ̂+; while the stable branch reaches n̂− = −k2ϕ̂− which has no contribution to213

the potential vorticity q̂− = −k2ϕ̂− − n̂− ≡ 0.214
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C. Leading order expansion of the dispersion relations at low resistivity215

Above, we derived the explicit formulas for the eigenvalues and eigenvectors for any parameter values

κ,α in linear instability analysis. Here, we are interested in the two-field HW model performance as it

approaches the adiabatic limit with low resistivity η → 0 or α → ∞. As the system approaches the low

resistivity regime α � 1, the above formula for the dispersion relation ω can be approximated in the

leading order (by using the expansion (1 + x)1/2 = 1 + 1
2
x − 1

8
x3 + O (x4) twice) near the value γ ∼ 0

using the following expansions

1√
2

�
1 +

�
1 + 16γ2

�1/2

=
1√
2

�
2 + 8γ2 +O

�
γ4
��1/2

= 1 + 2γ2 +O
�
γ4
�
,

1√
2

�
−1 +

�
1 + 16γ2

�1/2

=
1√
2

�
8γ2 − 32γ4 +O

�
γ6
��1/2

= 2γ − 2γ3 +O
�
γ5
�
.

Putting the above leading order expansions back into the expression for the eigenvalues (8), we find

approximation of the eigenvalues up to the order O (γ3) as

ω+ = ωr + iσ+ =α
1 + k2

k2

�
γ − γ3 + iγ2

�
,

ω− = −ωr − iσ− =− α
1 + k2

k2

�
γ − γ3 + i

�
1 + γ2

��
.

Notice that in the parameter γ = κ
α

kyk2

(1+k2)2
, the wavenumber dependence part is always bounded, kyk2

(1+k2)2
<216

1. The parameter ratio κ
α
determines the bound of γ.217

By substituting the explicit form of the parameter γ into the above expansions, we find the explicit

forms for the wave frequency ωr together with the growth rate σ+ and the damping rate σ− in the

leading orders

ωr =
κky

1 + k2
− κ3

α2

k3
yk

4

(1 + k2)5
+O

�
κ5

α4

�
,

σ+ =
κ2

α

k2
yk

2

(1 + k2)3
+O

�
κ4

α3

�
,

σ− =α
1 + k2

k2
+ σ+.

(10)

From the above expression (10) for the wave frequency ωr, the leading order term just gives the dispersion218

relation for the HM drift wave ω∗. Then the second order offers further correction for this dispersion219

relation from the two-field model. The next order term decays fast according to the parameter ratio220

κ5

α4 . The unstable growth σ+ shows the leading order growth rate along the unstable direction. The221

next order depends on the parameter ratio κ4

α3 decaying also in a much faster rate. As α → ∞, the222
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TABLE I. Summary of the linear stability analysis results for the leading-order expansion in the low resistivity

limit.

leading-order expansion unstable branch (ϕ̂+, n̂+) stable branch (ϕ̂−, n̂−)

spectral basis exp (−iωrt) e
σ+teik·x exp (iωrt) e

−σ−teik·x

eigenmode relation n̂+ =
�
1− i κα

kyk2

1+k2

�
ϕ̂+ n̂− =

�
−k2 + i κα

kyk2

1+k2

�
ϕ̂−

potential vorticity q̂+ = q̂HM + i κα
kyk2

1+k2
ϕ̂+ q̂− = −i κα

kyk2

1+k2
ϕ̂−

growth/damping rate σ+ = κ2

α

k2yk
2

(1+k2)3
−σ− = −α1+k2

k2

wave frequency ωr = κ
ky

1+k2

HM potential vorticity q̂HM = −k2ϕ̂− ϕ̂

instability in the system vanishes as σ+ → 0 converging to the HM model limit. On the other branch223

with the damping rate σ−, the leading order gives an isotropic damping only dependent on the absolute224

wavenumber value k. As α → ∞, this term becomes especially strong and dominant driving the energy225

along this direction to zero rapidly.226

Then, we consider the corresponding eigenvectors in this leading order expansions. Direct calculation

from the previous formulas (9) gives the unstable and stable eigenmodes in the leading order expansion

for the corresponding basis with growth and decay

ϕ̂+ exp
�
−iωrt+ σ+t

�
eik·x : n̂+ =

�
1− i

κ

α

kyk
2

1 + k2
+

κ2

α2

k2
yk

4

(1 + k2)3

�
ϕ̂+,

ϕ̂− exp
�
iωrt− σ−t

�
eik·x : n̂− =

�
−k2 + i

κ

α

kyk
2

1 + k2
− κ2

α2

k2
yk

4

(1 + k2)3

�
ϕ̂−.

(11)

Consistent with our previous intuitive approximation, the leading order expansions of the eigenstates227

give the exact HM potential vorticity q̂+ = −k2ϕ̂+ − ϕ̂+ along the unstable direction, and the stable228

branch makes no contribution to the potential vorticity q̂− = 0 in the leading order as α → ∞. The229

same HM drift wave frequency ω∗ is recovered in the leading order term of ωr. With the more detailed230

next order expansions in (11), we can also observe convergence of two branches of the two-field BHW231

model to the one-field HM limit as α grows large. In fact, it has a self similarity in the leading order232

O
�
κ
α

�
, which predicts the same leading order statistics for models with the same parameter ratio κ

α
.233

The convergence in the eigen-directions shows invariant performance with constant parameter ratio κ
α
.234

We summarize the major results of the above analysis in Table I.235
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FIG. 2. Normalized growth rate αωi from the linearized two-field HW model as the parameter approaches

the adiabatic limit α → ∞. The linear growth rates in several parameter values of α are compared with the

leading-order expansion formula (10) in the dashed line. The 2D limit growth rates in the spectral domain are

also compared.

1. Numerical illustration of the linear growth236

We check the convergence of the expansion formulas with numerical computations. In Figure 2, we237

compute the normalized growth rate αωi directly from the linearized two-field model (4) in comparison238

with the leading order approximation formula (10). The background density gradient is fixed at κ = 0.5239

or κ = 1 and the values of α varies for different resistivity. No damping effect D = 0 is added in this240

test. The maximum growth rate always takes place along the ky axis with kx = 0. The growth decays241

fast to small values in the smaller scale modes after the peak. As the system goes toward the adiabatic242

limit α → ∞, the leading-order approximation in Equation (10) offers an accurate approximation for the243

linear growth rates. In comparing the two different parameter cases κ = 1 and κ = 0.5, same structure244

is produced for the linear growth consistent with the theoretical formula. The larger density gradient245

case κ = 1 generates stronger instability growth, and it is four times larger than the other case κ = 0.5246

proportional to the coefficient κ2 according to the first-order expansion.247

D. Total linear growth by adding dissipation effect248

Now we consider the inclusion of homogeneous damping effect DΔ on both the vorticity q and density

n equations as in (1). By introducing the single-mode states in the previous form with time dependent

coefficients

ϕ = ϕ̂ (t) exp (i (k · x− ωt)) , n = n̂ (t) exp (i (k · x− ωt)) ,
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the original linearized equation (4) gives the following form with the dissipation effect added

dϕ̂

dt
− iωϕ̂ = αk−2 (n̂− ϕ̂)−Dk2ϕ̂,

dn̂

dt
− iωn̂+ iω∗

�
1 + k2

�
ϕ̂ = α (ϕ̂− n̂)−Dk2n̂.

If we choose the dispersion relation ω exactly as the solution of the non-dissipative system (7), the

coefficients are only subject to the damping effect with all the other terms canceled. The damping effect

can be easily eliminated by introducing the damping contribution on the original expansion formula as

ϕ̂±
k =ϕ̂0e

−Dk2te−iω±teik·x,

n̂±
k =n̂0e

−Dk2te−iω±teik·x.

Clearly in the unstable branch with growth rate σ+ in (10), the damping operator acts as the balancing

effect of the linear instability induced in the first order of σ+. For each wavenumber, the instability is

withheld by the damping when

Dk2 ≥ σ+ ⇒ D ≥ κ2

α

k2
y

(k2 + 1)3
. (12)

The marginal stability boundary is determined by the contour when equality in the above relation is

reached

k2 + 1− (αD)−
1
3 (κky)

2
3 = 0.

From the instability (12) with damping effect, the linearly unstable regime with positive growth rates249

is constrained on the localized non-zonal fluctuating modes in the largest scales. This corresponds to250

the first excited drift wave base state. Then the secondary instability5,21 from the nonlinear interaction251

transfers energy from the transient fluctuating modes to the zonal directions, where dominant zonal jets252

are created.253

1. Numerical illustration of the full growth rate with the dissipation effect254

For illustrating the combined effect with dissipation and instability, Figure 3 shows the linear growth255

rate including a weak damping D = 5 × 10−4 as well as the two typical values of the density gradient256

κ = 0.5 and κ = 1. The leading-order growth σ+ − Dk2 is compared with the two-field model exact257

solution. With the dissipation effect, the unstable growth vanishes at large wavenumbers and instability258

with positive growth is localized inside the metastable boundary defined in (12).259

15



-5 0 5

wavenumber k
y

-0.015

-0.01

-0.005

0

0.005

0.01

lin
e
a
r 

g
ro

w
th

 r
a
te

linear growth rate 
i
 along k

y
 axis =5 =0.5

growth rate with damping
leading order approximation

linear growth rate 
i
   = 5  = 0.5 D = 5e-4

-4 -2 0 2 4

wavenumber k
x

-4

-2

0

2

4

w
a

v
e

n
u

m
b

e
r 

k
y
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(b) linear growth rate in the spectral modes  = 1,↵ = 5

FIG. 3. Total growth rate ωi including dissipation D = 5× 10−4 in the two tested regimes κ = 0.5 and κ = 1

with α = 5. The first column compares the growth rate in wavenumbers ky with kx = 0. The positive growth

rates in the 2D spectral domain are compared in the second column. The dashed contour plots the metastable

boundary with zero growth rate using the estimation (12).

The linear growth rates with damping in the spectral space can be viewed equivalently as the injection260

of energy in the starting transient state through drift wave instability. In the next stage, the nonlinear261

effect will take over and balance the energy growth especially among non-zonal fluctuating modes. The262

mostly unstable non-zonal modes (with kx = 0) get equivalent damping effect from the third-order263

interactions, while energy is transferred to the zonal modes through the nonlinear interactions. The264

entire energy mechanism will be described through the statistical characterization in Section IVC.265

E. The systematic unstable forced Hasegawa-Mima model with explicit drift instability266

The previous discussion offered an explicit form for the growth rate calculated from the expansion of267

the two-field HW model in the low resistivity regime. The leading order eigenstate gives the Hasegawa-268

Mima model at the zero resistivity limit, and the leading order growth rate introduces drift wave269

instability to the state variables. Now the idea is to start with the leading order MHM model without270

instability, and find the proper equivalent external forcing form to add to the MHM model that gives271

the same energy mechanism as the drift wave instability introduced from the HW system.272
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From the idea in Equation (3), the internal drift wave instability can be directly modeled as an273

unstable forcing exerted on each non-zonal potential vorticity mode in the form γ̂kq̂k. At the low274

resistivity limit, α → ∞ (or more generally κ/α → 0), linear stability analysis in Equation (11) tells that275

the unstable branch solution converges to the MHM model state n̂+ = ϕ̂+; while the potential vorticity276

contribution in the stable branch just vanishes q̂− ≡ 0 in the leading order term. The higher order277

corrections are shown to decay in a much faster rate compared to the leading term. This observation278

implies that as the system goes near the low resistivity regime, the potential vorticity q in the two-field279

BHW model gradually becomes aligned with the unstable direction with the assigned unstable growth280

rate σ+. The unstable forcing strength then can be mimicked by the unstable branch of the explicit281

solution derived from the leading order instability (10), while it is reasonable to neglect the contribution282

from the stable branch at this limit due to its fast time decay rate σ−.283

Therefore, the systematic unstable forced modified HM (SUF -MHM) equation proposed in Equation

(3) can be rewritten explicitly in the following form

∂q

∂t
+∇⊥ϕ ·∇q − κ

∂ϕ

∂y
= DΔq +

κ2

α

�

k

k2
yk

2q̂k

(k2 + 1)3
eik·x, q = ∇2ϕ− ϕ̃. (13)

The same flux-balanced potential vorticity q = ∇2ϕ − ϕ̃ is introduced with special treatment for the

zonal modes as in the MHM model. The explicit anti-damping effect from the leading order expansion

of the growth rate injects energy to each non-zonal spectral mode to simulate the contribution from the

unstable resistive drift waves

γ̂k = σ+ (k) = α−1κ2
k2
yk

2

(k2 + 1)3
.

The growth γ̂k from the unstable forcing is used to mimic the excitation of drift waves in the linearized284

two-field HW dynamics in the low resistivity regime, where the two-field HW model gets gradually285

aligned with the HM potential vorticity state. Importantly, we make it independent of any adjustable286

parameters so that no further tuning of the model is necessary. Zonal modes with ky = 0 are not forced,287

and the nonlinear interaction terms act to transfer the increased fluctuating energy to zonal modes and288

downscale to get dissipated. The energy instability mechanism to excite drift wave turbulence in the289

starting transient state is modeled in a quantitative way. The systematic unstable forcing for HM model290

achieves the same statistical behavior in key model quantities at the statistical steady state as shown in291

Figure 1 and Section IV below.292
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1. Approximation of the zonal particle flux at leading-order293

An important quantity we would like to model from the one-field SUF -MHM model is the zonal

particle flux Γ = ñũ = −ñ∂yϕ̃ that quantifies the total zonal transport of particle density. In the HM

electrostatic potential function ϕ0, the zonal particle flux vanishes at the adiabatic limit ϕ0 = n0 from

the unstable branch of the model

�
ñũ

�
0
= −

�
n0

∂ϕ0

∂y
dy = −1

2

�
∂

∂y
ϕ2
0dy = 0.

The dominant particle flux should come from the next order expansion term in Equation (11). Using

the expansion for the unstable eigenmode, we have the approximation for the density fluctuation in each

single wavenumber mode

n̂k = ϕ̂k − i
κ

α

kyk
2

1 + k2
ϕ̂k.

The above relation in fact represents the balance between the dispersive drift waves and the resistive

particle feedback in a short time scale. Taking the contribution from the second component into account,

the particle flux can be approximated by the first order correction for each spectral mode as

�
�̃nũ

�
k
= −κ

α

�

m+n=k

mynyn
2

n2 + 1
ϕ̂mϕ̂n, (14)

with n2 = n2
x + n2

y and the summation taken over all permitted indexes m + n = k. Especially, we can

compute the total particle flux by taking the summation about the zero mode m+ n = 0

Γ =

�
ñũ =

κ

α

�

k

k2
yk

2

k2 + 1
|ϕ̂k|2 > 0. (15)

Consistent with the two-field model case, the total particle flux approximation (15) shows always a294

positive particle transport toward the boundary direction from the unstable branch solution. As the295

system approaches the adiabatic limit α → ∞, the particle flux becomes weaker and finally will vanish296

at the zero resistivity.297

IV. NUMERICAL EXPERIMENTS LINKING THE SUF -MHM MODEL WITH THE298

BHW MODEL AT LOW RESISTIVITY299

Direct numerical simulations are carried out for the one-field SUF -MHM model to check the perfor-

mance of the explicit leading order model (13) in comparison with the two-field BHW model (1). The
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equations are solved on a doubly periodic square domain of size L along each side. The lowest wavenum-

ber becomes Δk = 2π/L. The variables of interest (ϕ, n, ζ) get the following spectral representations

under Galerkin projection on Fourier modes

ϕ =
�

ϕ̂k (t) e
ik·x, n =

�
n̂k (t) e

ik·x, ζ =
�

−k̃2ϕ̂k (t) e
ik·x,

with the spatial variables x = (x, y) ∈ [−L/2, L/2] × [−L/2, L/2] and the corresponding spectral300

wavenumbers k = 2π
L
n,n = (nx, ny) ∈ Z2. The standard pseudo-spectral code12,17 to discretize the301

model with a 3/2-rule for de-aliasing the nonlinear terms is applied on the square domain with size302

L = 40 and resolution N = 256. A fourth-order explicit-implicit Runge-Kutta scheme is used to inte-303

grate the time steps. Only a weak dissipation effect D = 5 × 10−4 is introduced in both electrostatic304

potential and the density (the same values used in12,17). In addition, to stabilize the truncated numerical305

system, a hyperviscosity νΔ2sq is added with the strength ν = 7 × 10−21 and order s = 4. The stiff306

hyperviscosity operator is integrated in an implicit scheme, while explicit scheme is applied for all the307

other terms. The time integration step is kept small Δt = 5 × 10−3 throughout all tests. Two values308

for the background density gradient κ = 0.5 and κ = 1 are considered. The value for adiabaticity is309

fixed α = 5 which can still generate quite turbulent features in the plasma flows for both tested density310

gradient κ.311

In all the numerical tests, the initial state is set from a random Gaussian field with a small amplitude.312

In this way, we are able to investigate the roles of linear instability and nonlinear interaction for the self-313

generation of dominant zonal structures starting from the small homogeneous state with little energy.314

We focus on the model skill in creating zonal jets from the SUF -MHM model with the balanced flux315

correction for q. Notice that without instability, the solution of the HM models will simply decay in316

time purely due to the damping effect without any external excitation. The results will be compared317

with the two-field BHW model simulations starting from the same initial configuration. Also, we are318

interested in the regeneration of the statistical energy transport as observed in the two-field BHW model319

for plasma edge turbulence using this simplified one-field system.320

A. The route to the creation of zonal jets from excited drift waves321

First, we illustrate the general flow evolution in time starting from the initial state with little energy.322

In Figure 4, the time-series of the total energy and energy among zonal modes are compared in the323

same plot. Starting from the nearly zero initial energy, instability accumulates for a while before the324
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FIG. 4. Time-series of the flow kinetic energy
�
|∇ϕ|2 from the SUF -MHM model simulations in the weaker

turbulence case κ = 0.5 and strong turbulent case κ = 1 with large resistivity α = 5. Both the total energy

profile and the energy inside the zonal modes are compared.

the rapid growth. This first stage of energy growth is among the non-zonal fluctuating drift waves due325

to the forcing effect simulating the internal instability. The generation of zonal jets happens in the next326

stage from the nonlinear transfer of energy between scales. It is confirmed from the observation that327

the rise of zonal energy always lags behind the total energy in time, implying the secondary instability328

taking place later after the energy in non-zonal fluctuations from linear instability gets accumulated.329

Besides, more turbulent features with higher level of total energy are observed with the larger value of330

the density gradient κ.331

For a detailed illustration of the energy exchange mechanism between different scales, we compute332

the energy spectra Ek = k2|ϕ̂k|2 for each wavenumber measured at several different time instants. First,333

the radial averaged spectra are plotted by taking the summation of all the radial modes with the same334

absolute value k =
�

k2
x + k2

y; second, the zonal spectra plot the energy in each zonal mode (kx, 0). The335

radially averaged spectra have an emphasis for the energy in the non-zonal fluctuating modes, while the336

zonal spectra track the zonal jet structure. Figure 5 compares the energy spectra from the SUF -MHM337

and BHW models with κ = 0.5. The energy spectra can be compared with the corresponding flow338

snapshots shown in Figure 1. The system starts with a flat energy spectrum. Then the linear instability339

(modeled as unstable forcing in the SUF -MHM model) first takes place as the most dominant effect.340

The energy in the most unstable fluctuating modes (near k ∼ 1) begins to rise, while the energy in341

zonal modes (along the ky = 0 axis) stays small. In the second stage, the nonlinear interaction effect342

takes over. The excited energy in the non-zonal fluctuating modes is transferred to the zonal direction343
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FIG. 5. Energy spectra measured at different time instants before the saturation is reached. The SUF -MHM

model is compared with the BHW model using parameters κ = 0.5,α = 5. The radially averaged energy

spectrum is also compared with the zonal modes energy spectrum.

through the nonlinear coupling mechanism. In the final stage, the energy cascades downscales and gets344

dissipated through the strong damping effect on small scales, while the small-scale energy in zonal modes345

is almost unchanged. Both the SUF -MHM and BHW model evolve in a similar fashion at every stage346

of the process, confirming the same energy mechanism generated from the explicit forcing added to the347

SUF -MHM equation.348

For completeness, we also show the dynamical evolution of flow solutions from the two models in349

the more turbulent regime using κ = 1 in Figure 6. Similar model performances with more turbulent350

dynamics are observed as in the previous case with κ = 0.5. The energy starts to grow first at the351

most linearly unstable modes and then transports up and down scales through the nonlinear effects.352

Energy in zonal modes always grows after the fluctuating energy gets accumulated large enough to353

trigger nonlinear energy exchanges. The snapshots of the relative vorticity ζ = ∇2ϕ are also plotted354

for the two models accordingly. Similar structures in the evolution are again observed. However in this355

more turbulent regime, the one-field model maintains relatively stronger fluctuating vortices in the final356

state due to the strong downscale energy cascade and the lack of feedbacks from the stable branch.357

Further, we compare the equilibrium energy spectra achieved from both the two-field BHW model358

and the one-field SUF -MHM model in this more turbulent regime κ = 1. Figure 7 plots the equilibrium359

spectra in company with the results for the κ = 0.5 case shown in Figure 1. In the stronger turbulent360

regime, there is larger difference in the smaller scale modes in the spectra between the two models. The361

better agreement in the zonal mode spectra implies that the additional energy in the small-scales of the362
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(b) snapshots from SUF -MHM model

FIG. 6. Illustration of the BHW and SUF -MHMmodel evolutions approaching the steady state in the parameter

regime κ = 1,α = 5 with stronger turbulence. Both the radially averaged spectrum (including the fluctuating

modes) and the zonal mode spectrum (containing the zonal modes only) are compared. The simulations both

start from random initial data with small amplitudes.

SUF -MHM model comes from the induced fluctuating vortices in the flow field. The one-field model363

generates stronger energy in the small-scale modes (representing the smaller scale vortices observed in364

the snapshots in Figure 6). Still, the essential energy structure is captured in the simpler SUF -MHM365

model. The large scale overall structures are captured by the forced one-field model with accuracy and366
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FIG. 7. Comparison of the equilibrium energy spectra from the BHW model and the SUF -MHM model with

unstable forcing under the same set of parameters κ = 1,α = 5.

the decaying slopes in the inertial regime agree with each other through the two sets of models.367

B. Approximation for the zonal particle transport368

Next, we compute the zonal particle transport Γ =
�
ũñ using the approximation formulas (14) and369

(15) for the SUF -MHM model. Figure 8 gives the time-series and snapshots of the approximated particle370

flux in the leading order expansion at several measured time instants. Starting from the near-zero value371

in the initial state, the particle flux jumps to large values as the non-zonal drift wave states are excited.372

The zonal particle flux always reaches its strongest value before the zonal jets are completely formed.373

Finally, the dominant zonal structure blocks the strong zonal transport of the particle density. Again,374

the weaker turbulent case with κ = 0.5 shows quite similar particle flux structure as the two-field BHW375

model (see Fig. 3 of12). The stronger turbulence case κ = 1 with larger linear instability gets the376

small-scale structures maintained in time and more zonal particle transport in the one-field model case.377

In the SUF -MHM model approximation, still we observe that the total particle flux is not entirely378

quenched at the final steady state. This may be a result of the insufficient modeling of the nonlinear379

coupling with the stable branch solution. As a result, stronger small vortices are maintained in the final380

flow field (especially for the more turbulent case κ = 1, as shown in the larger energy among small-scale381

modes shown in Figure 7). The difference becomes smaller as the system gradually approaches the382

adiabatic limit.383
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FIG. 8. Time-series (first row) and snapshots (mid row κ = 0.5,α = 5, bottom row κ = 1,α = 5) of the zonal

particle transport ũñ computed from the SUF -MHM model approximation in the leading-order expansion.

C. Equilibrium third moment feedback and the statistical energy transfer mechanism384

The statistical higher-order moment feedback generated from the SUF -MHM model is computed385

here, which can offer an illustration for the drift wave – zonal flow interaction mechanism observed386

from the numerical results in the previous sections. After the growth of energy among the unstable387

modes in the starting transient state, the growth in energy will finally get saturated when the nonlinear388

interactions take over as a dominant effect. It is found that the third-order moment feedbacks to the389

statistical energy equation usually have a central role in the balanced energy mechanism12,20. Especially,390

we show that the one-field SUF -MHM model with the balanced flux correction can effectively enhance391

the zonal feedbacks from the higher-order moments.392

To characterize the statistical energy exchange between different scales, we look at the statistics EEk

in the first two moments defined in each spectral mode ϕ̂k of the electrostatic potential

EEk =
�
k2|ϕ̂k|2

�
, k2 = k2

x + k2
y,

where we use the pointed bracket, �·�, to denote the statistical ensemble-averaged solutions. The statis-

tical energy equation for the SUF -MHM model (13) can be derived by multiplying ϕ̂∗
k on both sides of
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the equation for each projected mode

d

dt

1

2

�
k2|ϕ̂k|2

�
+QF,k = −Dk2

�
|ϕ̂k|2

�
+ γ̂kk

2
�
|ϕ̂k|2

�
,

where QF,k = −
�
ϕ̂∗
k

�
∇⊥ϕ ·∇q

�
k

�
+ c.c. contains the important third-order statistical feedbacks to the393

system. Importantly, the higher-order terms due to the nonlinear interactions play the central rule of394

mediating the growing unstable modes and driving the system to the final equilibrium. In fact, if the395

third moments on the left hand side of the above equation are purely ignored, the internal instability will396

lead to fast growth in energy among the unstable modes and fast decay in the other over-damped modes.397

The higher-order moments then transfer the growing energy in the unstable subspace to the stable one398

to get dissipated. Unfortunately, it is usually expensive to compute the third moments directly since it399

requires the inclusion of all the triad modes across the entire spectrum20. On the other hand though,400

in statistical equilibrium, the time derivative on the left hand side vanishes. Thus the higher-order401

feedback can be calculated easily based on the equilibrium statistics in the lower moments on the right402

hand side.403

In Figure 9, negative values in the third moments show the effective damping to stabilize the linear404

instability, while the positive values represent the in-flow of energy in the linearly over-damped modes.405

The positive third moment feedback takes place along the zonal modes near ky = 0, orthogonal to the406

most linearly unstable modes. For the unstable subspace, the third moments quench the unstable forcing407

effect on the fluctuating drift waves ky �= 0 through the negative third moment feedback stabilizing the408

flow field. This characterizes the nonlinear energy mechanism in transferring the energy from the linearly409

unstable drift wave modes to the linearly stable zonal subspace. The large positive third moments at410

the zonal modes near ky = 0 implies the transfer of energy to the zonal modes in generating strong zonal411

jet structures.412

D. Interacting multiple jets with larger domain aspect ratios413

In the final test case, we consider the situation with a larger aspect ratio Lx : Ly = 5 : 1 for414

an extended x domain size in the SUF -MHM model simulations. A larger number of zonal jets is415

generated and they interact with each other. Thus this computational geometry will introduce richer416

phenomena for the time evolution of the jets. Figure 10 and 11 (as in12 for the BHW model results417

with a different value of α = 0.5) give the corresponding plots for the simulation results. In the process418

to the creation of zonal flows, similar dynamical structures as the square domain case are observed.419
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FIG. 9. Comparison of the third order moment feedback in the statistical energy from the SUF -MHM model

simulations. The left part shows the positive (dashed, effective forcing) and negative (solid, effective damping)

components in log values to illustrate the entire structure. The right part shows the dominant values in the

original coordinate (red for positive values and blue for negative values).

The most linearly unstable fluctuating modes first get excited. And the energy transports to the zonal420

modes in the final state to form zonal jets. In the larger aspect ratio test, a larger number of zonal jets421

is generated. Compared with the zonal spectra in the square domain case, a larger number of zonal422

modes with higher level of energy appears here. At the same time, we can observe the reorganization of423

the fluctuating vortices gradually to turbulent zonal jets. The snapshots of the ion vorticity at several424

sampled time instants in the extended domain also show the similar self-reorganization of zonal jets425

from the homogenous initial state. In both test cases, we can observe first the generation of drift waves426

from the explicitly added forcing. Then quickly energy among these non-zonal drift waves transfers to427

the zonal states. And final zonal jet structures are developed.428

Further, we show the time evolution of the zonal mean flow v = ∂xϕ in Figure 12 for the two tested429

cases. Here we can observe directly the formation and interaction between multiple jets. With the430

elongated x domain size, a larger number of zonal jets are generated. The zonal jets frequently merge431

and regenerate in time displaying much more complicated dynamics, and do not have a characteristic432

spacing. This implies the multiscale structures formed by the groups of jets with a larger α = 5 in SUF -433

MHM consistent with the direct simulation results for the two-field BHW model with a large aspect434

ratio12.435
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FIG. 10. Simulation of the SUF -MHM model with aspect ratio 5 : 1 and the parameters κ = 0.5,α = 5. The

first row shows the time-series of the total energy in the system as well as the energy spectra measured at

several time instants before the final steady state. The snapshots of the the corresponding ion vorticity ζ are

shown in the second and third row.

V. THE ROLE OF THE BALANCED FLUX CORRECTION IN THE MODELS436

In the construction of both the BHW model (1) and the MHM model (2), the crucial role in using437

the balanced potential vorticity q is emphasized. The profound changes introduced due to this sim-438

ple correction in the potential vorticity function has been analyzed in detail from the selective decay439

principle4 and the secondary instability analysis5. Here, we further characterize the important effect in440

introducing the balanced flux correction by applying this unstable forcing to the CHM model. We also441

show from the two-field HW model simulations that small-scale fluctuations are difficult to be quenched442

completely at low resistivity without adopting the balanced flux form.443

A. Homogeneous turbulence from the CHM model using unstable forcing444

To show the important role in the balanced flux correction, we consider the classical CHM model445

with the systematic unstable forcing which arises from the HW model with α � 1446
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FIG. 11. (Continue) Simulation of the SUF -MHMmodel with aspect ratio 5 : 1 and the parameters κ = 1,α = 5.

FIG. 12. Time evolution of the zonally averaged mean flow v = ∂xϕ from the SUF -MHM model.

∂q

∂t
+∇⊥ϕ ·∇q − κ

∂ϕ

∂y
= DΔq +

�

k

γ̂kq̂ke
ik·x, q = ∇2ϕ− ϕ. (16)

The potential vorticity q defined above is without the balanced correction to remove the zonal mean447

state in the second component. In this model, as we have shown in the secondary instability results5, the448
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FIG. 13. Time-series of the total kinetic energy from the unstably forced CHM model compared with the

SUF -MHM model in the regime κ = 0.5,α = 5, and snapshots of the ion vorticity at several measured time

instants from the CHM model simulation with instability forcing.

transfer of energy to form the zonal structure is effectively weakened. It is found that only homogeneous449

turbulence can be generated from forcing the CHM model without the balanced flux correction.450

In the left panel of Figure 13, the time-series of the total energy and energy in zonal modes are451

compared using both the SUF -MHM model with the balanced flux q = ∇2ϕ − ϕ̃ and the SUF -CHM452

model using q = ∇2ϕ − ϕ. For both models, total energy grows in the first stage from the unstable453

forcing on the fluctuating modes. However, zonal modes are excited in the SUF -MHM model with a454

large amount of energy induced in the zonal modes. In contrast, the zonal state energy excited in the455

CHM model stays at negligible level during the entire evolution time. This illustrate the lack of skill456

in the CHM model in properly generating the zonal jet structures from the nonlinear energy exchange457

mechanism4,19,21. These results with unstable forcing are in agreement with those for long time selective458

decay of the CHM model which is necessarily homogeneous4,21, while for the SUF -MHM model, the459

selective decay states are necessarily anisotropic with zonal jets of different wavelengths4.460

For further comparison, Figure 13 also shows snapshots of the flow vorticity field using the original461

CHM model simulations in the same tested parameter regime as done previously for the SUF -MHM462

model. This can be compared with the SUF -MHM model results shown in Figure 1. Fluctuating drift463

waves are induced in the starting state in a similar fashion from the unstable forcing. Next, the flow464

breaks into complete homogeneous turbulence showing no clear zonal structures. Again, it confirms that465

the CHM model lacks the skill in properly transporting the excited non-zonal drift waves to the zonal466

direction to form zonal jets.467
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FIG. 14. Convergence of the BHW (lower left) and MHW (lower right) models in the regime with low resistivity

α = 5 and κ = 0.5 at long time limit. The time-series of total energy and particle flux, and the energy spectra

at the long time limit are compared in the first row. The snapshots of relative vorticity ζ at a long time are

shown below.

B. Dynamical difference between the HW models at low resistivity468

In the last part, we comment about the important role of the balanced flux model in guaranteeing469

the exact convergence to the MHM model at the low resistivity limit using a large value of α = 5 (see470

Fig. 4 of17 for the performance with a slower converging rate using a moderate value of α). Figure 14471

compares the long time performance of the BHW and MHW models in the numerical simulations. The472

MHW model gets much stronger energy in the fluctuations and stronger particle flux at the same time.473

By checking the snapshots at a long simulation time, the BHW model finally reduces to an almost zonal474

state with tiny zonal particle flux, while fluctuations are maintained in the MHW model with large475

persistent particle flux. The above results provide some explanation for the more turbulent structures476

we observed from the previous SUF -MHM model results. There, the instability is added for all the time477

as an equivalent forcing. Thus the mechanism for the zonal mean state to balance the drift wave growth478

is not fully modeled.479
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VI. CONCLUDING DISCUSSIONS480

We proposed a systematic Galilean invariant unstable forcing form for the modified one-field481

Hasegawa-Mima model as a link to the drift wave instability naturally induced from the two-field482

Hasegawa-Wakatani system with finite resistivity. Instead of introducing the unstable forcing just em-483

pirically, the explicit forcing effect is derived in a precise way based on the leading-order growth rate484

from the HW model instability analysis at low resistivity. The direct unstable forcing on the potential485

vorticity in the HM model is validated based on the observation that the unstable branch solution of486

the HW model will converge to the exact HM model state at the low resistivity limit in the leading487

order, while the higher order terms decay at a much faster rate. We use the new SUF -MHM model488

to study key mechanisms in the drift wave – zonal flow interacting dynamics through direct numerical489

simulations. It is shown first in a qualitative way that persistent zonal jets are automatically generated490

from the excited drift waves due to the systematic unstable forcing, just following the same nonlinear491

interaction mechanism as observed in the two-field BHW model. Then with a quantitative compari-492

son for the statistics in equilibrium state variables, the SUF -MHM model displays significant skill in493

producing the same energy spectrum from the two-field BHW model. The self-generation of zonal jets494

is also illustrated through the important roles of the third-order moment feedback in the statistical495

dynamics (see Figure 1 and 7). Furthermore, much richer dynamics at low resistivity with interacting496

jets and multiscale structures are discovered in simulations on an extended radial computational domain497

geometry (see Figure 12 and Figs. 10 and 11 in12).498

In addition, the role of the balanced flux correction on the magnetic surfaces introduced in12,17 is499

further confirmed in the low resistivity regime. First, we show the decay to homogeneous turbulence500

using the unstably forced CHM model without the balanced flux in the potential vorticity. Second, the501

direct simulation of the two-field MHW model shows its lack of skill in completely quenching the non-502

zonal fluctuation with large particle flux at the low resistivity limit. These numerical results confirm the503

theoretical analysis using the selective decay principle and secondary instability on a drift wave base state504

discussed in4,5. In the next stage, we plan to consider the development of low-order statistical models505

for uncertainty quantification20,22 based on the energy transfer mechanism analyzed here as a further506

direction. Using the statistical model reduction strategies developed in20 with successful applications507

in geophysical model23, it has the potential to show that the crucial statistical responses in the plasma508

turbulence can be captured in a more realistic setting with significantly fewer degrees of freedom.509
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