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GLOBAL SOLUTIONS FOR THE GRAVITY WATER WAVES EQUATION IN
DIMENSION 3

P. GERMAIN, N. MASMOUDI AND J. SHATAH

ABSTRACT. We show existence of global solutions for the gravity water waves equation in dimension
3, in the case of small data. The proof combines energy estimates, which yield control of L? related
norms, with dispersive estimates, which give decay in L*. To obtain these dispersive estimates, we
use an analysis in Fourier space; the study of space and time resonances is then the crucial point.

1. INTRODUCTION

We consider the three-dimensional irrotational water wave problem in the presence of the grav-
ity g. The velocity of the fluid is denoted by v. We assume that the domain of the fluid is
given by Q = {(r,2) = (71,79,2) € R3 2z < h(z,t)}, where the graph of the function h, i.e.
S = {(x,h(x,t)),x € R?} represents the free boundary of the fluid which moves by the normal
velocity of the fluid. In this setting the Euler equation and the boundary conditions are given by

(E) {Dtv = v+ Vyv=—Vp—ges (x,2) €,
Voo=0 (x,z2) €,
Oth+v - V(Lz)(h —2)=0 z¢€ Rz,

{pls = 0.

Since the flow is assumed to be irrotational, the Euler equation can be reduced to an equation
on the boundary and thus the system of equations (E-BC) reduces to a system defined on S. This
is achieved by introducing the potential 1y where v = V5. Denoting the trace of the potential
on the free boundary by ¢ (x,t) = ¥y (x, h(x,t),t), the system of equations for ¢) and h are [SS99)

oth = G(h)y
(WW) Op = —gh — 5 |VYI* + grrenpy (G(A)Y + Vi Vi)
(h, ¥)(t = 2) = (ho, ¥o).
where G(h) = \/1+ [Vh|2N, N being the Dirichlet-Neumann operator associated with €.

Before stating our result we introduce the Calderon operator A =l |D|, the complex function

uw™ g + iAY24), its initial data g = ho + A2, and its profile f el ¢itA"2 ), Then

Theorem. Let § denote a small constant and N a big enough integer. Define the norm

def _ _
[lullx = sup #{lullwac + g+ 70 M fll e+ a2 -

(BC)

There exists an € > 0 such that if the data satisfies ||eiml/2

global solution u of (WW) such that ||ul|x < e.

The estimates leading to the above theorem give easily that the solutions scatter.

uollx < &, then there exists a unique

Corollary 1.1. There exists a constant Cy such that: under the conditions of the previous theorem,
there exists foo € HNTNCO N [2(227C00qx) such that f(t) — foo in HN7NCO 0 [2(22=C0d(y)
ast — oo.
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Some comments on the stated results. Our approach in writing this article has not been to
strive for a minimal IV; rather, we chose to give a proof as concise as possible, by allowing at some
places losses of derivatives. The fact that the data for (WW) are given at ¢ = 2 does not have a
deep significance, it is simply a matter of convenience to avoid writing 1/(2 4 ¢t) when performing
estimates, since the L decay of 1/t given by the linear part of the equation is not integrable at 0.
The precise conditions on the constants d, IV, e under which the theorem holds are, as an inspection
of the proof reveals: § less than a universal constant dg, % < 60 and ¢ < 4. Finally, we notice that
the condition on wg in the theorem is satisfied if, for instance, ug € W' N HN N L2(22dx).

There is an extensive body of literature on local well posedness and energy estimates for (WW)
in Sobolev spaces starting with the work of Nalimov [NAT4] for small data in 2 dimensions (see
also H. Yoshihara [YOS82]). The first breakthrough in solving the well posedness for general data
came in the work of S. J. Wu [WU97, WU99] who solved the problem in 2 and 3 dimensions.
There are many other works on local well posedness: we mention the work of W. Craig [CR85], T.
J. Beal, T. Hou, and J. Lowengrub [BHL93|, M. Ogawa and A. Tani [OT02], G. Schneider and E.
C. Wayne [SWO02], D. Lannes [LA05], D. Ambrose and N. Mamoudi [AM06] [AMO07], and P. Zhang
and Z. Zhang [ZZ06]. We also mention that for the full system (E) there are well posedness results
given by D. Christodoulou and H. Lindblad [CLO0], D. Coutand and S. Shkoller [CS05], J. Shatah
and C. Zeng [SZ06]. Recently S. J. Wu proved almost global existence for small data for (WW) in
two space dimensions [WU09)].

Our proof of global existence is based on the method of space-time resonances introduced in
[GMSO08]. It is the key notion to understand the long time behavior of solutions to the water waves
problem. The space time resonance method brings together the normal forms method [SH85] and
the vector fields method [KL85], and is illustrated below.

Space-time resonances. If one considers a nonlinear dispersive equation on R

1

Ou = Z'L(—,V)u +au®+... ,
i

solutions can be represented in Fourier space in terms of Duhamel’s formula

~ t . ~ ~
(1.1) F(t,€) = (&) + /0 / SPEN 0 f (s,m)f (5,6 — ) + .. dnds,

where ¢ = —L(€) + L(n) + L(€ — 1), f(€) = e" 4, and where @ denotes the Fourier transform
of u. The reason for writing the equation in terms of f rather then @ is that f is expected to be
non oscillatory and thus for the quadratic terms the oscillatory behavior is restricted to e
e Time resonances correspond to the classical notion of resonances, which is well known from ODE
theory. Thus quadratic time resonant frequencies are defined by

T ={(&n);0(&n) =0} ={(&n); L(n) + L(§ —n) = L(§)}.

In other words, time resonances correspond to stationary phase in s in (II]). In the absence of time
resonant frequencies, one can integrate by parts in time to eliminate the quadratic nonlinearity in
favor of a cubic nonlinearity. The absence of time resonances for sufficiently high degree usually
indicates that the asymptotic behavior of solutions to the nonlinear equation is similar to the
asymptotic behavior of linear solutions.

However, for dispersive equations time resonance can only tell part of the story. The reason is
that time resonances are based upon plane wave solutions to the linear equation e“LEH€62) while
we are usually interested in spatially localized solutions. For this reason we introduced the notion
of space resonances.

e Space resonances only occur in a dispersive PDE setting. The physical phenomenon underlying
this notion is the following: wave packets corresponding to different frequencies may or not have the
same group velocity; if they do, these wave packets are called space resonant and they might interact



GLOBAL SOLUTIONS FOR THE GRAVITY WATER WAVES EQUATION IN DIMENSION 3 3

since they are localized in the same region of space. If they do not, they are not space resonant and
their interaction will be very limited since their space-time supports are (asymptotically) disjoint.
If one considers two linear solutions u; and we whose data are wave packets localized in space
around the origin and in frequency around n and £ — 7, respectively, then the solutions u; and wus
at large time ¢ will be spatially localized around (—VL(n)t) and (—=VL({ —n)t). Thus quadratic
spatially resonant frequencies are defined as

S ={(&m); VL) = VLE =)} ={(&n); Vye(&,n) = 0};

in other words, space resonances correspond to stationary phase in 1 in (I.I). Spatial localization

can be measured by computing weighted norms, namely kau(O, )H2 = H@gﬁ(o, )H2 for the data,

or H:Ekf(t, )H2 = H@gf(t, )H2 for the solution.

This leads to the observation that if there are no space resonant frequencies then one can capture
the spatial localization of the solution by integrating by parts in 7 in equation (L.II).
e Space-time resonances correspond to space and time resonances occurring at the same point in
Fourier space. The space-time resonant set is given by

H=T NS

It is clear from the above description that the asymptotic behavior of nonlinear dispersive equa-
tions, of the type considered here, is governed to a large part by the space-time resonant set Z.
Thus if the set Z # () and the dispersive time decay is weak, then one faces serious difficulties in
proving that small solutions exist globally and behave asymptotically like linear solutions. How-
ever if the quadratic nonlinearity vanishes on &% then we say that the quadratic term is null and
try to eliminate it by integration by parts in time or frequency. After dealing with the quadratic
nonlinearity we move on to study the cubic interactions where we have similar definitions of .7,
<, and Z.

When applying this method to the problem on hand, (WW), one can easily compute that the
quadratic terms are null; as for the cubic terms, their resonance structure is more subtle, but they
can be estimated by the same method. However the integration by parts procedure, in addition
to introducing multipliers with non smooth symbols, introduces new singularities due to the non
smoothness of the dispersion relation which is given by [£ ]% After dealing with these difficulties,
the problem is reduced to studying the asymptotic behavior of quartic and higher order terms. But
for quartic terms the dispersion is strong enough to overcome any effect of resonance, thus we are
able to prove global existence.

Plan of the article. In order to prove the existence result, we will prove the a priori estimate
|lu||x < oo. The organization of the article is as follows:

Section[d contains energy estimates (control of the H” part of the X norm), using the formalism
developed in [SZ06]. Most of the rest of the paper is dedicated to controlling the L?(z2dx) and
L parts of the X norm. Section [3is the first step in this direction: the space-time resonant
structure of the quadratic and cubic terms in the nonlinearity of (WW) is studied. In Section[]] a
normal form transform is performed. This leads to distinguishing four kinds of terms: quadratic,
cubic weakly resonant, cubic strongly resonant, and quartic and higher-order, or remainder terms.
Quadratic terms are treated in Section [A, weakly resonant cubic terms are treated in Section [d,
strongly resonant cubic terms are treated in Section [7, and quartic and higher-order terms are
treated in Section[8 Finally, scattering (Corollary [L]) is proved in Section [9

The appendices contain more technical developments needed in the main body. Some classical
harmonic analysis results are recalled in appendiz [4] and results on standard pseudo-product oper-
ators are given in appendiz[B. Particular classes of bilinear and trilinear pseudo-product operators
are defined and studied in appendices [0 and [D respectively. Estimates on the Dirichlet-Neumann
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operator are proved in appendiz [E, and finally appendiz [F] gives bounds on the quartic and higher
order terms in the nonlinearity of (WW).

Notation. Throughout this manuscript we will use the following notations.

A < B or B Z A means that that A < CyB for a constant Cj.
A ~ B means that A < B and B < A.
A << Bor B >> A means that A < ¢yB for a small enough constant &.

We denote by ¢ (respectively C') small enough (respectively big enough) constants whose values
may change from one line to the other. We use standard function spaces; their definitions are (see

appendix [A] for the definition of the Littlewood-Paley operators P;)
1/q
. def . q
Homogeneous Besov spaces B, ”f”B;ﬂ = Z (2°1P; fllp)
J
Homogeneous Holder spaces C%, with 0 < o < 1: equivalent to Bg‘ooo

1/q
d .
Inhomogeneous Besov spaces B} .: || f||5;, =) [ P<ofll, + Z (2751 P £ 1) "
Jj=0
d
Inhomogeneous Sobolev spaces WH5P: || £y x.e = 1 fllze 4+ IV £l Lo

Inhomogeneous Sobolev spaces HY: equivalent to W2 or Bé\fQ.

We also make use of the standard embedding relation between these spaces, and first of all of the

Sobolev embedding theorem: if 1 < p < ¢ < oo and k > % - %, then || £, S I fllwwa-

The energy estimate will be reproduced along the lines of [SZ06], thus in deriving the energy
estimates we will adhere to the same notation as in [SZ06].

A*: the adjoint operator of an operator; A; - Ay = trace(A;(A2)*), for two operators.
D and 0: differentiation with respect to spatial variables.

V x: the directional directive in the direction X.

D; = 0; +v'9,: the material derivative along the particle path.

S ={(x,h(z)) €R3 h:R?— R} asurface in R? given as the graph of h.
Q={(z,2) €R3 2z < h(zx)} the region in R? bounded by S.

N: the outward unit normal vector to S = 9f).

1 and T: the normal and the tangential components to S of the relevant quantities.
D, = V., for any w tangent S; D the covariant differentiation on S C R3.

IT: the second fundamental form of S, II(w) = V,,N; II(X,Y) =II(X) - Y.

k: the mean curvature of S, i.e. kK = tracell.

fr: the harmonic extension of f defined on S into (2.

N(f) =Vnfr:S — R: the Dirichlet-Neumann operator.

Ag = traceD?: the Beltrami-Lapalace operator on S.

(—A)~1! is the inverse Laplacian on 2 with zero Dirichlet data.

The decay and weighted estimates will be carried out using harmonic analysis techniques, where
we employ standard notations and denote by:

for F f: the Fourier transform of a function f.
m(D)f = F1m(€)(Ff)(€): the Fourier multiplier with symbol m. In particular A = |D].
A(x1,...,zy,): asmooth scalar or vector-valued function in all its arguments (z1,...,Z,).
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A(x1,...,zn)[y]: a function which is linear in y and smooth in (z1,...,zy)
A(x1,... zy)[y, 2]: a function which is bilinear in (y, z) and smooth in (z1,...,zy).

2. LOCAL EXISTENCE AND ENERGY ESTIMATES

There are a variety of methods that have been developed to prove local well posedness and to
obtain energy estimates for (E-BC) in Sobolev spaces. For example in [SZ09] local well posedness
was established in H™ for m > 5/2. The success of all of these methods hinges upon finding the
appropriate cancellations needed to isolate the highest order derivative term with the appropriate
Rayleigh-Taylor sign condition. Here we follow the method developed in [SZ06] to obtain higher
energy estimates. The idea is the following: since the system is reduced to the boundary we apply
the surface Laplacian Ag to (BC) instead of partial derivatives. This leads to an evolution equation
for the mean curvature k.

Conserved energy. We start by deriving the conserved energy of the (E-BC) system. Observe
that the Euler system in the presence of gravity can be written as

O +v-Vo=—Vp—ges & —Vq
where ¢ = pyy, + ghy,
Pov € H'(Q) : =Apyy = trace[(Dv)®]  puy|g =0

hy € HY(Q): —Ahy =0 hi|g=h
This splitting of ¢ is natural since p,, is the Lagrange multiplier of the volume preserving condition
(divv = 0), and gVhyy is the variational derivative of the potential energy ¥ = [ — [ gzdzdz.

QN{z>0} QcN{z<0}

Proposition 2.1. The conservation of energy for (E-BC) system is
1 1 1
E = / §|v|2d:rdz +7 = / §¢N¢ + ggh2(1 + |Vh|2|)_% dS = constant.
Q S

Proof. The fact that E is conserved is a consequence of the Lagrangian formulation of the Euler
equations. Here we will present a direct proof. Differentiating with respect to ¢

dr ov 1
2 1
:—/v-V|v——|—v'quxdz+/—|v|2v-NdS+g/hv-NdS
Q 2 s 2 S

:—/qv-NdS—i-g/hv-NdS:O.
S S
O

Note that the conservation of energy implies bounds on N %w and on h in L?(S). Thus to
derive higher energy estimates on 1 and h we need to relate the Dirichlet to Neumann operator
N to differentiation on S. This is done by standard estimate on harmonic functions on Q which
imply that as far as estimates are concerned, N behaves like v/—Ag plus lower order terms. These
estimates were carried out in [SZ06] without detailing explicitly how the constants in the inequalities
depend on the various norms of the solution. Here we will detail how the constants in the energy
inequalities depend on several derivatives of the solution in the L* norm. For the remainder of
this section we assume that S is given by the graph of a smooth function h and that |||y s.»m2) < €0
for some 2 < p < 4, and eg sufficiently small. Thus for any £ > 0 we do not need to distinguish
between HY(S) and H(R?), i.e. for any ¢ € HY(S) we have

el zecsy + Nl esy ~ el meay + 1Rl aer2)-
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Proposition 2.2. For any ¢ defined on S
1
(2.1) IN@llw2eeme) S I1D@llwsee + 1470 Lo

The proof of this proposition follows from standard arguments applied to double layer potential
and will be given in appendix [El Note that inequality (2.I]) can be improved by using C* norms,
however (2.)) is sufficient for our purpose. One should compare the above proposition to the
detailed behavior of A/ as an analytic function of h obtained in [CNOQ].

Based on this proposition and the work done in [SZ06] we make the following observations :

e Since Agh = (1+|Vh|?)72[(1+|02h|?)02h— 20,02 hd?yh+ (14|01 h|?) 02 k] and the mean curvature
is given by k = —(1 + |Vh[2)2Agh, then for k > ¢ > 2
11 e g2y ~ / h? + h(—AS)h dS ~ / h? + k(—Ag) 2k dS
S S

e By defining

Il rerirasy = Il + 147D 0] 12 ez
then from the single layer potential formula (F.3)) it is easy to see that

lellz2sy + 1 Apll2@e) ~ [l ®e) + IN@llL2®s2)

and by interpolation

lllzesarogs) ~ Illes) + IN 2Dl 2 ey
e For any function g defined on €2, and for any function ¢ defined on S
(22)  D2%eu(N,N) = N3(p) — 29 n(—A) (DN - Do) — N(N) - W(p)N + V)
(2.3) Ag=Agsg+ kVyg+ D*g(N,N) on S—
(24)  (~Ag - N2)p = kN (@) - 2V (~A)"{(DNy - Dxor) — N(N) - (N ()N + V)

Consequently from equation (2.4]) N? is like —Ag plus lower order terms (involving derivatives of
h), since after integrating by parts twice we have

[ #=B50)~ NGl 45 = [ ReN o)+ N (N)-(W(@IN +V7¢) d5=2 | DNw(Vigr)-Vegn da.
Therefore for ¢ > 2
lencs) + Al ~ [ 1 + 1Nl dS + [l
e Since the Euler flow is assumed to be irrotational, then from [SZ06] (equation (3.6))
(2.5) Dk = —(AsVipy) - N =201 ((D]5)Viby),
and from proposition 4.3 of [SZ06], we have
Proposition 2.3. [|[Vu| ge-1/2(5) S | Dikill ge-s/2g) + 17l gre-172 + VE, for £ >3.

Sketch of the proof. Since the above statement is contained in the afore cited proposition we will
only present the idea of the proof: on S, split v = N-V V15 into tangential and normal components,
compute the surface divergence and curl of these quantities, and use (2.5))

—(AgVipy) - N = Dy + 2 - (DT Vb))

to obtain the stated estimate.
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Let T and v+ denote the tangential and normal components of v. The tangential divergence of
v is given byﬁ

(2.6) D-v' = (AgViy) N+ (DTViy) I =—Dix+0( Y |DI|+|DIh|)?).
j=1,2

and the tangential curl by

(27)  wy (X1)- X =TI(X1) - (Xa - VVy) — T(X2) - (X1 - VVy) = O( Y _ |Di| + | D))
7j=1,2

where {X;, X2} an orthonormal frame of T'S. Thus
(28) 100 =572 S 1Dl ge-s72() + 1Dl ge-s72 + [ Dhllge-sys + VE.
To bound vt let 7 = Ny - VVby and note that

Nve = V(Y (Vin) - Ni) = AT AT, (ViEn) - Nio)]

D-vl =V-i— kv — VN(Viy, (V- Nig) + N - D(Vipy) (N (V).

Since V - 7 = D(Vipy) - DNy, we obtain Nvt = =D - v + O(Y;_, 5| D[ + |DIh|)?) which
together with (Z.8]) imply

IDN -Vl gre-s2(5) = |1 DV re-sr2(5y S 1Dehill gre-sr25y + |1 DY gre-s72 (5 + 1R gre-s/2 sy + VE.
Since N is equivalent to one derivative in norm, we obtain the stated bound. O
These observations imply
Proposition 2.4. Assume that v = Vi and h solve the (E-BC) system, then for £ > 3
IR e sy + ()| gre-1/25) ~ 1 Des(t) | ge-sr2(s) + 6| re-2(s) + VE.

Commutators estimates. From [SZ06] we have for any function f defined on Q and ¢ defined
on S, and where S is moving by the normal component of the velocity v = Viy

(2.9) DV f = VD, f — (D*¢n)(V),

(2.10) Dy = (Do) + A7 2Dy - D% o)

(2.11) DA f = ATIDf + AT 2Dy - D2°ATLE).

These equations lead to the following commutators formulas

(2.12) [As, Dilf = 2D%f - (D |75) Vi) + V' f - AsVihp — iV g7 Viy - N

(2.13) [Di, Nf = VNAT'2D?y - D? fog = 2D%¢2y(V 0, N) + V fr - ND*pp (N, N).

which together with (2.4]) imply that for s > 2 these commutators are bounded operators on spaces
given in equations (4.23) and (A.14) of [SZ06]. Amplifications of these bounds are given in the
proposition below. Recall that u = h + iAY24.

Proposition 2.5. Assume that v = Vi and h solve the (E-BC) system. Let w(t) = (A%h(t), v(t))
defined on S, then the following commutator estimates hold

(2.14) IAs, D f (Ol recsy S Nlul®)llwsollf Ol zerz(s)y + 1 Ollwsoe llw®)] gev2s)
(2.15) IV Dol f (Ol ey S @ llwzoellf @l e sy + 1 Ollwzee [w(®)l] geses)
(2.16) 1A, N1fF D)l mecs) S @) llwase 1 @)l mevacsy + 1F ) llws.ee w( )||Hl+0/2(S

IHere we introduced the notation A = O(B) to mean ||A| = < ||B|lgs. Thus A = O =12 |D74p| + | D7 h|)?)
imply [|Al|mrs S (I[DY]lwr.eo + [[Dhllwroe)([1D][ s + [[Dh] e ).
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Proof. From equation (2ZI2)) we note that [Ag, Dy] is an operator of order 2 with coefficients
depending on second derivatives of h and Vi on S. Thus by Hélder and Sobolev inequalities we
conclude

IAs, Dl f (Ol recsy S IVErllwzoe + [hllwzee)ILf @)l merz + 1 Ollwzoe (IVOrl geee + [Pl es2),

and by proposition we conclude inequality (2ZI4]). The proof of ([2.I5)) differs from the above
by the way we treat w = A™12D?y, - D? f;. This is done by applying vector fields X,, which are
tangential to S, to the equation

Aw = 2Dy - D*fry  w|g =0
to obtain ||VX%w]|| 2 bounds. The proof of (ZI8]) is similar to the proof of (Z.I5).
Remark. Proposition 2.0 holds with { replaced by £+ % This follows from the definition of HS .

Equation for x and energy estimates. In the presence of gravity the evolution of k can be
derived from [SZ06] and [SZ09] section 6. problem II.

Proposition 2.6. The evolution equation of the mean curvature k is given by

(2.17) D}k + (~VNp)NE =R

where R = O(Y5 | DIV Yy |? + |DIRJ?) in norm.

Proof. From [SZ06] equation (3.15) we have

(2.18)
D}k =—DiAgv- N —2I1- (D" |sDw) + AgVipy - (D*)p)(N) T + 2[D (((D2¢H)(N))T>
+I((DTsVibr) )] - (DT sVey) + 21T - (DVabyls)? — 2((D*pp)* (V) T - TL((D?4p)*N) T)

From the equation for [Dy, Ag] (2.14]) and Euler’s equations Dy = —Vp — ges we obtain

D?k =N -AsVp+R
where R = 0(2(2) | DIV x| + |D7R|?) in norm. Computing N - AgVp
N -AgVp=N-AVp+ N - (AsgVp— AVp)
=VNAp — N - (kVNVp + D*(Vp)(N, N)
=VNAp — Ny - (k3V 5, VD + D*(Vp) (Ny¢, Nyy))
=VNAp — VN (k3 V nyp + D*p(Ny, Ny))
+ VNPNE + kVp - VN Ny + 2D?*p(N,V y Ny).
Since Ap = —tr(Dv)? = —%A|V1[)H|2 and p|g = 0, then
1536V Ny + D?*p(Nats Nyt) | e sy = 1A — Aspllrecsy = [1tr(D0)? | e
IA(KH Y N0 + D*p(N3g, Nyl gre-sr20y S Nt (Do) (o172 18] 15

which implies that N - AgVp = Vyp Nk + R where R = O(X2|DIVipy|? + |D7R[?). This gives
the stated evolution equation for k. O

Based on this equation we define the high energy Ej(t) = [, gekdS + E for k > 3 as

/ exdS = / (~As)*Dys)(~As)* Dy + (—Vp) N (—Ag)*sf? dS
As) Dk, (— As)th/i> + ((—VNp)./\/'(—As)kli,./\/'(—As)k/i>

(2.19)
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where (,) denotes the inner product on L?(S). Note that since

q=Pow +ghn = —VNp=—-VNqg+gN - e3=>g—ce

Dy € H*¥2 and k € H*H = Vipy € H243(S) and h € H2FH3
then Ej, ~ ||V7;[)HH?{21¢+5/2(3) + ||hH?—[2k+3(S)'
Proposition 2.7. Fort > 2,

(2.20) Ey(t) < Ex(2) +/2 lu(s)lwaoc Ek(s) ds

Proof. To compute D;e; we proceed as follows:
o | DV np|re < |u(t)|aec. This follows from the identity Vp = Vp, , + Vhy — ges and the fact
that

DPvov = _A_1D2¢7'{ : D2¢7‘(7

DA f = AT'Dyf + AN 2Dy D*AT ).
e DN (As)fk = NDy(—A)ek + [Dy, N|(—Ag)F k. From [2.I5) we have
[([De, N (=As)* ks, N (=As)* k)| < Julwace ().

k—1

e NDi(—Ag)*k = N(—Ag)"Dyr + ZN(—AS)i[Dt, —Ag](=Ag)* k. Since [Dy, Ag] is a sec-

i=0
ond order operator we have from (2.14])

(NDy(—Ag) ki, N(=Ag)Fk) = (N (=Ag)* Dy, N(=Ag)* k) + O(|ulyace Ex(t)).
e Computing 9;(N(—Ag)*D;x, (—Ag)* D;k)

AN (=As)E Dk, (—Ag)*Dyk) = 2(Dy(—Ag)* Dk, N(—Ag)* Dyk)
+([Dy, N(=As)* Dir, (—As)" Dyr)
Since [Dy, N is a first order operator we have from (Z.I5])

{[De; N(=As)* Dyri, (= A5)* Dyw)| <l Ex(1)

k_l . .

e Di(—Ag)*Dik = (—Ag)*D?k + Z(—AS)Z[Dt, —Ag](—Ag)* " Dyk. Since [Dy, N is a second
=0

order operator we have by (2.14])

(Dt(—As)thH,N(—AS)thH> = ((—As)kDgli,N(—AS)th/i> + O(’u‘wél,oo Ek(t))
Using equation (2.17]) we obtain
d

7 Be = 2(=Vp)IN(=As)" s — (As)* (Vp)NK , N(=As)*Dir) + O(Julywice Ex(t))

Commuting V yp and N with (—Ag)¥ and using the fact that [N, Ag] is a second order operator
with error bounds given in ([2.I6]) we conclude that

%Ek(t) = O(Julya.00 Ex(t))

and thus .
Ek(t) < Ek(2) + / C(EO)’U‘WAL,OO Ek(t) ds.
2
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Thus from the assumption ||hl[ys.»gr2) < €0, reference [SZ09], and a limiting argument to go

from smooth initial data to data in HY where N = 2k + 3 > 5/2, we have local well posedness
and the energy estimate stated in the above proposition.

3. SPACE TIME RESONANCES OF QUADRATIC AND CUBIC TERMS

Expanding (WW) in powers of h and v, setting g = 1, and keeping track of quadratic and cubic
terms we obtain

(3.1) { Oph = Mp — V - (W) — A(hAp) — § (A(R2A%0) + A2(h2 Avp) — 2A(hA(hAp))) + Ry
' Ou = ~h — LIV + LAV + Ap(hA — A(hAY)) + By
where Ry and Ry are of order 4. We refer to the book of Sulem and Sulem [SS99] for the above

expansion (also see the remark at the end of appendix [E]).

Writing the equation in Fourier space. Recall that

w (htinzg) | oug ™ e (hg +idzgg) and L Ny = A (g A1y,

Writing Duhamel formula for f in Fourier space yields

(32) f(t,€) =a@(&)+ D Z/ / 50r17 1€, 1) Py (5, 1) a5, € — 1) d dis

T1,2=% j=1

+ T1,72,73 isdr1ma.ms (&, )f—‘f'l( )f—'rz( )f—Ta( ,§—n—o)dndod
Zizg)c] /// m;(&,m, o s,1m s, 0 n—o)dndods

T1,2,3 J

t . ~
+ / e“me(s, €)ds
2

def

) d
where ¢j 4+ + and ¢; + 4+ + are complex coefficients, fy ief f, f- = f, and R R1 + iA3 R is the

remainder term of order 4. The phases are given by

du(E,m) = €[V £ n]'/? £ |€ — n|'/?
b4 1(Eno) =2 £ Y2 £ o2 £ 16 —n— o2

and the multilinear symbols are defined by

mi (&) < | |1/2 (& n—I[&lnl)

def 1 [¢M?
&) = 3 e~
def

1
ma(€.n.0) < —21el (€ = n— o2 + [¢lle — n = o2 = 20 = nllg = — o2

de
ma(&n,0) L 122 (I —n— o2 — 1€ —nlle — n - o]2).

Note that m; and ms are homogeneous of degree 3/2 and that mg and my are homogeneous
of degree 5/2. Also, note that since these multilinear forms are homogeneous, we only need to
estimate them on the sphere || + 9| = 1, or [£]? + |n]? + |o|*> = 1 and extend all estimates by
homogeneity. Moreover the exact form of the above equation is not really important; thus in order
to focus on the information which is relevant to us, we shall ignore from now on the distinction
between fy and f_ whenever this notation occurs.

(n-(E=mn)+Inll§ —nl)
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Examination of the quadratic symbols. The symbols m; and ms have two important features,
they vanish when one of the Fourier coordinates (£, n or £ — 1) is zero, and they are not smooth.
These two facts are made more precise in the following lines.

Notice that the vanishing of my and ms is crucial: as we will see, it corresponds to a null property
on the time resonant set; on the other hand, the lack of smoothness is a hindrance, since it prevents
one from applying the standard Coifman-Meyer theorem [CMT78].

We always use the convention that A4 stands for a smooth function in all its arguments and start
with mgq:

o IF n] << [¢] ~ 1, ma(m) = nV2A (Inf' 2, .€).

o IFJ¢] << Jnl ~ 1 ma(m) = LA ().

o Iff¢ — ] << Je] ~ 1, ma(€m) = | — nPA (I — 02, §22.€).
Now ma:

o 1t o] << l¢] ~ 1, ma€n) = nlV2A ()2, .€).

o If €] << [n| ~ 1, ma(&,m) = [E72A(n,€).

o I ¢ — ] <[] ~ 1, ma(€m) = | — nfY2A (1€ = /2, £, €).

Space and time resonances. We define the bilinear and trilinear time resonant sets as

Tex={¢++ =0}, Tt ={¢x+,+ =0}
respectively. We define the bilinear and trilinear space resonant sets as
Sy x ={Vyds s =0}, St ={Vyo0++ 1 =0}

respectively. The bilinear and trilinear space-time resonant sets are given by
Ret =S+ +NTer Rrtt =S+ 44N Tkt 4
respectively.
Examination of the quadratic phases. The phase ¢, = [¢€]'/2 + |n|'/2 4 |¢€ — 5|'/? is better
behaved than the others, since it only vanishes at (£,7) = (0,0). Therefore we focus on the three

other quadratic phases, namely ¢__, ¢_ and ¢_. Up to multiplication by —1, and permutation
of the three Fourier variables n, £, £ — n, these three phases are the same. Let us consider

S——(&m) = €' = [n'/2 = |& —n"/2.
A small computation shows that
T _={n=0 or {—n=0},
and the vanishing of ¢__ may be described as follows

(33) il <<~ 1, ¢——(£ﬂ7)=|n|1/2«4<|77|1/2,%,£> with A(0, ) = —1

(the case £ —n = 0 being identical up to an obvious change of variables). Finally, along the surface
{¢ = 0}, ¢__ does not vanish, but is not smooth:

(34) lf ‘g’ << ‘7]’ ~ 1, ¢__(§7n) — A <’T]‘1/2, %7§> + ‘6’1/2-’4, <‘77’1/2, %7€>

with A(0,-,-) = —2\77]1/ 2. As we shall see, it turns out that quadratic terms can be treated simply
by a normal form transform, thus there is no need to investigate the quadratic space resonant set.
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Examination of the cubic phases. Cubic phases fall into two categories: some have relatively
few time resonances, we call them ’'weakly resonant phases’; and some give a large space-time
resonant set, we call them ’strongly resonant phases’.

The weakly resonant phases: ¢4, d_1 4, dy_1, ¢y, d___. Asin the case of quadratic phases,
the phase ¢, = [£]Y2 + |n|V/2 + |o|'/? + |€ — n — o|'/? is easily dealt with, since it only vanishes

at (&,n,0) =(0,0,0).
The four other quadratic phases, ¢_41, ¢+—1, 11—, p___, are identical, up to multiplication
by —1, and permutation of the four Fourier variables &, n, o, £ —n — 0. Let us therefore focus on

¢———(&m.0) = [E['2 = [n]'/? = |o|'* — ¢ =0 — o|'/2.

It is easily seen that

T __={n=0=0 or 0=(-n—0=0 or n=§—n—0=0}.
The vanishing of ¢___ on this set can be more precisely described as follows
(3.5) it |nl,lo| << &~ 1, ¢ = —[n|"* = |o'/? + A&, m, ) [n + 0]

(recall A(§,m,0)[n + o] stands for a function smooth in its three first arguments and linear in the
fourth). The other cases 0 = —n—o0 =0 and n =§ —n — o = 0 are the same up to a change of
variables. Finally, ¢___ is not smooth along the axes {¢ = 0} |J{n = 0} U{o = 0} U{{—n—0c = 0}.
In a neighborhood of these axes it can be written in a form similar to (3.4]).

As for the quadratic phases, it turns out that a normal form transform is sufficient to treat the
weakly resonant cubic terms, therefore, we do not investigate the space resonant set.

The strongly resonant phases: ¢__1, ¢_+_, ¢+—_. Once again, these three phases are identical
up to a permutation of the Fourier variables , o and £ —n — 0. We therefore focus on one of them,
namely
Si = (€2 = n|'? = |02 + | = — o|'/2.
In this case, the time resonant .7__ set has dimension 5, and ¢___ vanishes at order 1 on it: this
makes a normal form transform almost necessarily unbounded. We therefore need to turn to the
space resonant set, which is
y__+:{£:7’]20'},

and this set is contained in .Z__,. In other words .__ = %__, and it has dimension equal to 2
and the phase vanishes at order 1, therefore an argument based on an integration by parts in the
n and o seems doomed to fail.

The way out of this problem appears if one develops O¢¢p__, 9,¢__4 and d,¢__4 in a neigh-
borhood of .__ . Namely, if |n —¢|, |0 — & << |§] ~ 1,

06— = 5161 (0 =9+ 56— o) i+ Alen ol — €0~ .~ €0 €))

€1 1€]
06— = sy (1= 9+ 36— &+ A0 - 60— 9, (- 0~ €]
O 2;5\3/2 2 €] l¢] - T
Ot = o (26 —m—0) + 2t 0 —26) - S5 b A€ o)~ €0 — &), (n—E0 )
2\6!3/2 2 €1 1€]
(in the above expressions, A is smooth in the three first arguments, and bilinear in the arguments
between brackets). The above expressions imply that 0¢¢p = —0,¢ — 05¢ up to second order terms.
Therefore, if |n — &, |0 — & << [§] ~ 1,
(36) 8§¢——+ = -’4(6777’ U)[8n¢__+,60¢__+].

This identity will enable us to convert & derivatives of ¢ into 1 and o derivatives of ¢. The former
occur when applying J¢ to our multilinear expression (which corresponds to the = weight), and are
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problematic since they come with a ¢ or s factor; the latter are harmless: an integration by parts
gets rid of them. See Section [7] for the details.

4. NORMAL FORM TRANSFORM

Integrate by parts in s the quadratic terms of (3.2]) with the help of the formula - ¢i

et x| Doing so, the 0, derivative will hit f(s,n) or f(s,f —n); then use (3.2]) to substitute for
0s f (s,n) or Oy f(s & —mn). This gives

/ / isérimammy (€,m) f(s,m) F(s,€ — 1) dnds

-/ eiww%ﬁﬂs,nﬂsg ) dn] - / iy Z%m) [Fs.m) Fs.€ — )] dnas

_ / s T Fo ) Fls g — ) ] > X enma

7
Orim 2 A m=ki=12

/// ’5(7571717—2 577) j(f_7,,’0.)/\(3777)/\(370-)/\(376—7’,—O')d?’]dO'dS+

Z¢T1 sT2

/// s(|E[Y2+m1|n|Y/?) Mf( n)@(g — 77) dn ds} + { symmetric terms },

Z¢7—1 sT2

O.e5P+, £ —
e

where the “symmetric terms” come from the fact that 9; may hit either f(s, §—m) or f(s, ), thus
these symmetric terms look very much like the above ones with 1 and & — n exchanged. The term
@ corresponds to terms of order 3 and higher in emitAl/? o f ie.

0o Z / m; (€, n, o)t n)a(t, o)a(t,€ — 5 — o) dndo + R(t,€).

T1,2,3=% j=3

The normal form transform that we just performed gives quadratic (without time integration),
cubic, and higher order terms. Also, cubic and higher order terms occurring in ([B:2]) need to be
taken into account. In the end, we see that f can be written as a sum of quadratic terms of the
type

ite + ml(fa T/) Y y - ! . _
(1) [ eroes SR R fi ~mn| - with1=1,2

(here it is understood that the symbol + stands each time for either + or —), cubic terms of the
type

(4.22) /// isoa e (E,m) mi(€ —n,0)f(s,0)f(5,0) (5,6 —n — o) dndods with [, j = 1,2

104 +
(4.2D) / / / ¢y (€, 0) s, m) Fls,0) F (5,6 — 1 — o) dnpdods with I = 3,4,
2

and terms of order 4 of the type
t
(4.3a) / is|§|l/2R(8, &) ds
(4.3b) /// s(|€1M/ 2 +r1[n|1/2) Mf( ,Q(s, € —n)dnds

Z¢7—1 T2
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5. ESTIMATES FOR THE QUADRATIC TERMS

In this section, we derive the desired estimates in L and L?(x2dx) for terms of the form (&I).
We shall denote a generic term of this type by

(5.1) qeo™ / et u(&n) f(tn) ft, € —n)dn,

where

def def my(§,m)

¢ qb:l:,:l: and M(f,n) = Z.QS:I::I: )

with the index [ equal to 1 or 2, and =+ either + or —.
Of course, we adopt this lighter notation because the precise value of 4+ or [ will not affect the
argument which follows.

Preliminary observations and reductions. Let us first consider the symbol u(§,n) occurring
in the definition of g;: regardless of the precise indices [ and =4, £, it is

e Homogeneous of degree 1.
Smooth if none of n, &, & — n vanish.

Of the form pu(&,n) = < |n|t/2, L T ) In| << €] ~ 1.
f_

OF the form p(€.n) = A (|6 —nl'/% 2. €) i |6 —nl << J¢ ~ 1.

Of the form pu(€,n) = [¢]"/2.A (J¢[/2 ,% n) if ¢ << Il ~ 1,

the last three points follow from the developments given in Section Bl Thus we conclude that u
belongs to the class By, see appendix [C] for the definition.

Next, define a cut off function x(&,n) which is valued in [0, 1], homogeneous of degree 0, smooth
outside of (0,0), and such that x(£,7) = 0 in a neighborhood of {n = 0}, and x({,7) = 1 in a
neighborhood of {¢ — n = 0} on the sphere. Then one can split ¢g; as follows

~

Gi(6) = / ¢ (€, m) Ft m) Ft.€ — ) dn

~

n /eittb [1— x(& )] w(€,n) Flt,n) f(t,€ —n)dn

By symmetry it suffices to consider the first term of the above right-hand side, which corresponds
to a region where |n| 2 [£], |¢ — n| (the interest of that condition is that £ derivatives always hit
f(& —n), which corresponds to low frequencies). Thus in the following, we shall consider that

~ ~

Gi(6) = / e (E, M€, m) Fit, m) F(t,€ — m) dn

which means in physical space, using the notation introduced in appendix B

itA1/2B

g =c (U, ).

Actually, depending on the &, £ appearing in ¢4 + the u can be u or @; but as indicated in Section [3,
we ignore for the sake of simplicity in the notations this distinction. Also, it is important to notice
here that, since p € By and x € By, pux € Bi.
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Quantities controlled by the X norm. Before estimating the term g1 in X, we give some general
estimates that will be useful in the whole proof. Interpolating between the different components of
the X norm gives the following lemma. Let P;, P ;, P<; denote the Littlewood-Paley projections
defined in Section [A]

—N+k+1—%)

Lemma 5.1. (i) If2<p<oo and k < N + % -1, VkP>juH < 2j< 0| x -
P

+Z+N—+"%j[5—%+1]

-1
(ii) If 2 < p < o0 andk:<N—|—%—1, [VFull, <t 7 llu||x -

2_1)s
(i) 111 < p <2, 17y <607V .
Proof. The proof of (i) is a standard application of (A.I]) and (A.2):

2
|VAPoju| <> 2% (P, £ 302 D u g
L 0>j

S POV ) g S POV
For (ii), we estimate separately low and high frequencies:
19 ully < 1P<;Voully + 1Py Voully S 27 ully + 27N 4700 )
S PHT S ullx + 2OV )

Optimizing the above inequality over j gives the desired conclusion. Finally, (iii) follows from
interpolating LP spaces between weighted L? spaces. O

Bound for Vke_it/ll/zgl in L°° with 0 < k < 4. The idea for this estimate, as for many estimates
which follow, is to use Sobolev embedding in order to make sure that Lebesgue indices are finite
when applying Theorem

Using successively Sobolev embedding, Theorem and Lemma [5.1], one gets

Hvke—it/ll/leH < Hvke—it/umgl” _ HkaX“(u’u)H .
o0 wis

1
S 1A ullwrsflulhs < < llull-

W1,8

Bound for zg; in L?. In Fourier space, zg; reads

(5.22) Flagn) =0 | [ xtemnta 7. fit.¢ ) o

(5.2b) = [ (e nntn 7 mocfe.¢ ) dn

(5.20) + [ €0 (€t 0) it ). — ) d
(5.24) + [ oo n(€ mntn. OF (e, ~ ) dn

Bound for (5.28) in L?. Using successively Sobolev embedding, Theorem [C.1l and Lemma 5] one
gets

”(]ﬂﬁ[)”2 = HBXM (u7 e:l:itAl/2xf> H2 < HBxu (u, e:l:itAl/zxf>

S lAullyrallzflly S lull%-

[
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Bound for (5.2d) in L?. Let us take a closer look at x(&,n)u(n,&). This is a symbol in B, which
furthermore vanishes at order % in § = 0. Therefore, by Lemma [C.3]

1 _ _
e [X(&mp(n,§)] = ’5‘1/2112 + T with (p1, po, p3) € Bo x Byja X By
Thus
(5.30) 623 = [ ¢ ) F(t.F,€ )
itg L N
(5.30) + [ e . fn) f.€ ) dn
| PO
(5.3 + [ e Ot F(t. €~ )
The term (5.3al) is easily estimated, so we skip it, and consider next the term (5.3D).
1
|E3B) |, = \ B w)| S 1B wllags |42l S

Finally, we need to estimate the term (£.3d): by Theorem [C.T] and Lemma [AT]
ial/2 1

G, = B (w1 7)

SN Aullg 1 1ays S Il

Bound for (5.2d) in L?. Since ¢ = %Iglg/z + 5‘55_‘3/2, and keeping in mind that p vanishes at

order 1/2 in £, the symbol appearing in (5.2d)) can be written

Ded (& mX(&mn(n, ) E i (€,m) +

itAL/2 lf

5 HAU’”4 e A

2 4

1 . d ~
mm(ém) with (1, p2) € Byja x Bi.

We simply show how to estimate the term associated to the symbol Wﬂg(f ,m), the symbol
u1(&,m) being easier to treat. Using successively Theorem [C.J] Lemma [A] and Lemma 1] one

gets
' 1 =R - a2 1
1 _ . +itA
Hf/el ti‘g_mlmlhf(tﬂ]) (€ —n)dn ) —tHBuz <u,e Z A1/2f>H2
< witnt/2 1
Stluly e ]
1—26g

— e - 5
Stt 1+250+N+26071[1 250+6]t(§_260)6||u||%(

é
< t0lulk-

where dy > 0 denotes a small constant. Notice that the last inequality holds since N and &g have
been picked to be large and small enough respectively .

6. ESTIMATES FOR THE WEAKLY RESONANT CUBIC TERMS

In this section, we derive the desired estimates in L® and L?(z%dx) for terms of the form
either (42a) or (£2h) corresponding to weakly resonant phases as defined in Section [3l We shall
denote a generic term of this type by

(6.1) BlEt) def/// =0 (,m,0) F (s, 0) F(5,m) F(s,€ = n — o) dn dor s,
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where
¢=¢14y Or P4y Or Gy Or Gpy_ OF G___
and
wlem o) =mil&me) or sp e o) o g ee— g o)

with the indices i equal to 3 or 4, j, k equal to 1 or 2, and + equal to + or —.
Of course, we adopt this lighter notation because the precise form of ¢ or u will not affect the
argument which follows.

Preliminary observations and reductions. We begin with the symbol u(&,7,0) occurring in
the definition of go: regardless of its precise form. From Section Bl and the observations at the
beginning of Section [B] we have

It is homogeneous of degree 5/2 in (&,7,0).

It is smooth except on {£ =0} U{n=0}U{oc =0} U{{—n—0=0}U{{—n=0}.

It might have a singularity for &€ — 1 = 0 of type, in the worst possible case, ¢ — n|'/2.

It vanishes to order (at least) 1/2 in &.

It belongs to the class 75/, (see appendix [Dl for the definition).

Next, define cut-off functions x1, X2, x3 such that

X1, X2, X3 are valued in [0,1] and x1 + x2 + x3 = 1.

X1, X2, X3 are homogeneous of degree 0 and smooth outside of (0,0,0).
x1(&,m,0) =0 in a neighborhood of {o = 0}.

x2(&,m,0) = 0 in a neighborhood of {n = 0}.

x3(&,m,0) =0 in a neighborhood of {{ —n — o = 0}.

Then one can split gy as follows

3 t R N R
g\ (5) = eiSd)X (67 7, U)M(§7 7, O')f(S, O')f(S, n)f(37§ —-n—- U) dT, do ds.
(0 =3 [ [ <

By symmetry it suffices to consider the first summand (k = 1) of the above right-hand side, which
corresponds to the region |o| 2 [£], [n|,|{ —n— o] (the interest of that condition is that £ derivatives

always hit f(§ —n— o), which corresponds thus to low frequencies). Thus in the following, we shall
consider that

t
720 = [ [[ e aenamena)fenfsofo.s —n—oyds is
Since x1 € 75 and p € Ts /9, we will constantly use in the estimates which follow that x1p € ’i’5 /2

Finally, we will need the following lemma

Lemma 6.1. If ¢ is either ¢4y, ¢4y, ¢4y, ¢y, o7 ¢___, then é can be written as

1 n 1 n 1 n 1 n 1
— = —V 1% 1% Vg,
o 2T T e T o 12 T e =g — o2

(6.2)

where (v, v1,v2,v3,v4) € T_1/9 X To x Ty x Ty X To.
Proof. Relies on (3.5]). O

Remark. Depending on which one of ¢p41y, ¢_y1, ds_y, dyr—, or ¢p___ is considered, one of
the four symbols (v1,va,v3,v4) can be taken equal to 0.
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_imm@t f. The normal form transformation, i.e., integrating by part with respect

—itAL/2

Control of e

to time, introduces terms of the type e Oy f. This explains the importance of the following

lemma.

Lemma 6.2. [f2 <p < oo and 0 < k <10,

k+3 (1-1

2
|Vrem oy s A AN Y
p
Proof. Differentiating (3.2)) with respect to ¢ and applying emitAl? gives that eitAl? Oy f is a sum
of terms of the type
(6.3) [ mitematnace.s -y i=1.2
(6.3b) [ mitenoatmatot.s —n-oydnas =34
plus remainder terms. With the usual justifications,
—242+ (1=5+9)
|v @z, < |4, bty <o S g
P
5
—3424 M3 (-2 4y
|v*@3B)| <[4/ ullgy el 6 7T g
P D
and the estimate follows by using Proposition [F.1] for the remainder terms. O

Bound for Vke_iml/zgg in L*°, for 0 < k < 4. Integrating by parts in s in (6.1]) using the relation
%886“45 = ¢¥%¢ gives

ga(t,€) = // X1§n, o) (S,n,U)A(SaU)A(Sm)A(Saé—n—a)dnda]t

2
/// PR (& n,0)u(€,n,0)0s | f(s,0)f(s,m) fs,&—n— U)} dn do ds.

The boundary term at s = 2 is determined by the initial data and is easy to estimate. Next, replace
Z.i by its decomposition on the right-hand side of (6.2)). The term vq is harmless of course, and so

is the term K‘%/Qul, due to the vanishing of p in & at order 1/2. The three remaining terms can

be treated in essentially the same way, thus for the sake of illustration we only retain the term
Wyg (&,m,0). Furthermore, if one distributes the 95 derivative occurring in the second summand

of the above right-hand side, it suffices to consider one of the three resulting terms; we choose to

consider the case where 0, hits f(s, o). Thus F Vke—itAl/? go can be written as a sum of terms of
the type

1
oa) [ € VXt 0V ), €~ — ) i do

t
, 1 . N
(6.4Db) /// §ke_l(t_s)‘5‘l/2 FHE VzXlueﬂs“"l/zdsf(s, o)u(s,n)u(s,& —n—o)dndods.
2

Using successively Sobolev embedding, Theorem [D.J] and Lemma [AT], we get
1
k —— k k
HV F 1(@)“@ = ‘ \V4 BVZHXl < A1/2U U> H Vv BV2HX1 (U, mU,U)

L 5/2+k,, 1,3
7 s S |22k el oy S Sl

w8

< HA5/2+kuH
Wi,24
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In order to estimate (6.4D]), we split it into two pieces fzt Ty ftt—1 The first summand is estimated
using the dispersive estimate of Lemma [A.]] and point (i) of Theorem [D.Ik

t—1
1 . ~
Hf | ][ e e o, s i 1)i(s. € — = o) e ds

t—1
ds L a1/2 1
,§/2 — VkB,,WXl (ei’m Osf, — N U u>

1
2
t—1
< / ds ‘ :
2 t—s A2

The second summand is estimated via Sobolev embedding;:

o0

2
Bl,oo

t—1
1 1

< || Ak+5/2n H ds < 1wl

4HUH4N/2 t_SH sF|| g Nllz lullg ds S S llullx

H]: / // Sk —i(t—s \5\1/2‘ ’1/2 I/2X1/Leils‘0‘ /2 0Os f( o)u(s,n)u(s,& —n — o)dndods
t—1

k +isAl/2 1
N/t 1 v BVZ;“’Xl <e 8 f7 A1/2 >HH2

t
</ Ak-i-Qe:I:isAl/2
s
t—1

~

t
</ Ak+2€:|:is/11/2
s
t—1

oo

(6.5)

1
——ul| ||ullg ds
A1/2 g 8

W24

1 3
s Nl ull ds S Sl

~

Bound for zg, in L?. In Fourier space, gy reads

(6.6a) F(xgo) =0 [/:// e x1uf(s,0)f(s,m) f(s5,6 —n— o) dndo ds
(6.6b) = /t// e xapuf(s,0) f(s,m)0f(s,& —n — o) dndo ds

(6.6¢) /// e?0: (x110) f(s,0) f(5,m) f (s, —n — &) dn do ds
(6.6d) + /2 / / e?s(0cdp)x11f (5,0) f (s,1) (5,6 = — o) dn do ds.

Bound for (6.68) in L?. Using successively Sobolev embedding, Theorem [D.1 and Lemma [5.1] one
gets

t i 1/2
IGTDI, = | [ 9B (w00 2 ) s

¢
it A1/2
5/ Hkaxw (u,u,ej“t/l xf)H 143d$
9 9 wil4/

t
k+5/2 3
S /2 |42l ds S Dl

Bound for (6.6d) in L?. Let us look more closely at the symbol x1. It belongs to T5/2 but it is
a bit smoother than general symbols of this class: namely, it has (in the worst case) a singularity
of type |€ — n|'/2 at € — 5 = 0, it vanishes at order 1/2 in £, and it is smooth for € — ¢ = 0 and
n+o = 0. Combining these observations with Lemma [D.3] we deduce that d¢(x14) can be written

i~

1 1
) — 1 2 3
§[(X1M)(€7777U)] wo+ ’6‘1/2:“ + ’6_77’1/2N + ‘g_n_o.
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with (N17M27,U37N4) € %/2 X 5-2 X 5-2 X i/2 Thus

(6.72) GId) = /// 0,1 (s, 0) Fls:m) F (s, € — 1 — o) dy do dis

(6.7) [ ]]e |ﬂmufsa)( M F(5.6 — 1 — o) dndo ds
(6.7¢) [ ] et T s e~ = o) o s
(6.7d) + /2 // eis‘z’m/ﬁf(s, o) f(s,n)f(s,& —n—0o)dndo ds.

The term (6.7al) is easily estimated, thus we skip it, and focus first on (6.7h) and (G.7d). These two
terms can be estimated in essentially the same way, except that fractional integration is handled
for the former with Lemma [A 1] and for the latter with Proposition [D.4. We simply show how to
deal with (6.7d): using Proposition [D.4]

t t
BT, < /2 B ds 5/2 [ A%l| fully lully ds < Jlullk-
2
Finally, the term (6.7d)) is estimated in a very similar way to (5.3d), thus we skip it.

1 6 1 &-n-o
2032 7 216 —n— o/

s @ = [ [[ sl Soinfo o) s fls.e —n o) dndo i

el (u u,w)
-n

Bound for (6.6d) in L?. First compute d¢¢p = Therefore

(6:8b) - [ [ S s o) fls s~ - oy ando .

Observe that in the term (6.8al) the singularity 1 EIEIW is cancelled by the vanishing of the symbol

x1¢ in €. In other words, the symbol %IﬁlLS/?Xl 1 belongs to 7'2 With the help of Theorem [C.T] this
makes the estimate of (6.8al) straightforward:
B 3 (u7 u, U)

t
<
= T Y P

242 (642
Sy A e P

t
@5é3w%mmmwmw
2

since N has been taken big enough.
The estimate of (6.8D)) is a little more technical, and uses fractional integration (Lemma [AT]):
do standing for a small constant,

t
B, < [ 5| B (w0 | o

t t
SJ/ s HAE’/2u Ll | ds 5/ s H/l5/2u
2 3 % 5 2

3 5/2
S ||u||§</ ss 1+26O+N+26 (5 260+1) —1+25086(%—4t50) S ||u||§<t5

7;8/11/2 1
A1/2f

u
Ll

since N has been chosen big enough, and §y small enough.
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7. ESTIMATES FOR THE STRONGLY RESONANT CUBIC TERMS

In this section, we derive the desired estimates in L and L?(x2dx) for terms of the form
either (£2al) or (4.2h]) corresponding to strongly resonant phases as defined in Section Bl The three
strongly resonant phases are identical up to a permutation of the Fourier variables. Thus, making
a change of variables in the n, o integral if needed, we shall only consider the phase ¢__,. The
generic term we consider reads

t . o~ o~ o~
(7.1) G /2 / / (€, m) [ (s, 0) Fls, m) F(s,€ — 1 — o) dndor ds,
where ¢ = ¢__ and

(& n) =mi(§,n,0) or MTRJ(S—%U) or _mi(& € )

; ; m (g - 0)7
Z(Zs:l:,:l:(é.7 n Zé:l:d:(fa é - T,) !
with ¢ equal to 3 or 4, j, k equal to 1 or 2, and £ equal to 4+ or —.

Preliminary observations and reductions. Proceeding as in Section [f] and keeping the same
notations, matters reduce to

t ~ ~ o~
(6 = / / / ek (.7, 0)ul€, m, 0) F(5,m) Fl5,0) F 5, € — 1 — o) diy dor ds,

where x4 € ’i},/z.

Bound for zg; in L?. In Fourier space, xg3 reads

t o~ o~ o~
(7.2a) Flags) = [ [ [ e anfts.o)flsmoef o€ = n— o) dudo ds
t o~ o~ o~
(7.2) + [ [[ *oams. o) fts.)fs.6 —n o) dndods
t o~ o~ o~
(7.20 + [ [[ *tstoonanfis.n) fls.mFis.e —n—oyando s

The terms (T.2al), (Z.2Dl) and (T.2d) can be estimated exactly as (6.6bl), ([6.6d]) and ([6.6d)) in Section Gl
This gives, respectively, bounds of O(1), O(1), and O(t°) as t — oo, which yields the desired a

priori estimate for the norm of g3 in L?(2%dz). To derive the L™ decay of eitAl? g3 however, it
will be convenient to prove first that the weighted norm of g3 in L?(z2dx) is bounded as t goes to
infinity.

Claim 7.1. The following bound holds: ||(7-2)|ly S llull%. As a consequence, ||zgslly < |lull%-

In order to estimate (7.2c)) without the time growth factor, the first step is to distinguish between
high and low frequencies. Denoting dy for a small constant (whose precise value will be fixed later
on), we split (Z2d) as follows:

(3 @3- t [ esstoeoran(r - ()] Fs.o)fsm Flsie - o) dydods

t . ~ ~ ~
(7.30) + [ [[ éoseorane () Fs.o) fls.mfis.€ = n =) dndods.

where © is defined in Section [Al The point of such a decomposition is of course that there

only appears in (7.3h) frequencies (essentially) smaller than s%, since Supp <X1(5 ,1,0)0 <5%)) C
0
{1€l, Inl, |o| < s%}.
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Bound for (@) Due to the control in H”, it will be easy to estimate (T.3al). First recall that
Ot = o] §|3 =+ o _7777_73 73- The singularity in £ is canceled by p, thus we can forget about it, replace

O¢¢ by W in (.3al), and estimate with the help of Theorem [D.1l and Lemma [51]

s <rs§ e Evz) [t -6 ()] Fls.0)Fo.m) fls.€ ~ n — o) d dords

2

1
SAS izt
< ! 5/2 < 3 ’ 50(—N+E) -3 < 3
S | || Psotonco A%/ Tl 11 s Wl [ s V)75 s <l

In order for the last inequality to hold, we need

13\ 3
(7.4) 1+%<N+4>—Z<4.

t
ds S /2 S HPZ&) log(s)AS/zuH8 ||uH8
2

B E—n—o (P250 log(s) U, U u) ds
(\E n U\S/Q)Xw 4

Bound for (7.3). In order to estimate (Z.3h)), a further partition of frequency space is needed.
Define

AT (0,0 =01={e=n)
(7.5) AnY (o0 =0y ={¢ =0}
Y 0,6 =0}y N {0r6 =0} = {€ = = o}

The associated cut-off functions are xy, xrr1, X111, which are taken such that

Arrr

® X1, X1, X117 are valued in [0, 1].
® X1, XI1I, X117 are homogeneous of degree 0 and smooth outside of (0,0,0).
e On the sphere |({,n,0)] = 1, XIII = 1 within a distance m of Ayyr, and xrr = 0 if the
distance to Ay is more than 500 Thus on Supp x177, equation (B.6]) holds.
e On the sphere |£,7n,0)| = 1, x5 (respectively xr) is 1 on a neighborhood of A; (respectively
A][).
Then decompose (Z.3B]) with the help of these cut-off functions:

(o) @ - [ t [[ éstoorane () Flo. s fis.e 0 - oy dndo ds

t o~ o~ ~
(7.6) = [ [[ est@cormne () Fls.o)fls.mfts.g = n = oy dndords
t —~ —~ o~
(7.6¢) + [ ][ éoseoranane (5) Fls.o)Flson fls.€ = n =) dndods
t —~ o~ o~
(7.60) + [ [[ tstoeconamane (5) Floo)Flom Fls. ~n = o) d o ds.

The idea will be the following: on the support of the symbol of (Z.6D) (respectively (7.6d)), 9,¢
(respectively 9,¢) does not vanish, thus one should integrate by parts in 7 (respectively o). On
the support of the symbol appearing in (Z.6d)), both 9,¢ and d,¢ vanish, but the identity (B.6) is
the remedy: it essentially converts J¢¢ into a combination of 9,¢ and 9, ¢, making the integration
by parts in (1, 0) possible.

Bound for As explained above, we shall in order to treat this term integrate by parts in o
05 ¢0c

We“‘f’ = ¢/, This gives (for the sake of simplicity in the notations, we do

using the identity
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not differentiate between standard product between scalars, and scalar product between vectors)

w7 @) = [ [[ L 10 () 00,0 oo, ~ ) o ds

0,47
¢ Oy ~ ~ ~
(7.70) o [ [ ettt () Flos) Fls.)nf(s.6 ~ 0= o) dndods
(770 v [ ][ o, e an® ()| Fls. )T~ n - o) ando ds

In order to estimate ([Z.7al), observe that the symbol %XIXW belongs to %5 /2- Indeed the

IEI%/Z singularity of 0:¢ is canceled by p, and the W singularity of J:¢ is canceled by Wg

€
Thus, applying first (A.2]) - since the Fourier support of the integrand lies within a ball of radius
)

comparable to s° - one gets
a1/2
@IS [ 60 |Baos (Pt )| as
WQ—XIXLU 8/5

t 50
(78) < / 5
2

t t S 5 7 _7
< /2 S 5390 o £y Nullyg laullg ds S aulk /2 1630005 T8 ds < uliks

A1/2
4772 Py tog o™ ()| 1l Nl s

where the last inequality holds provided that 60 + 5(5 + 0 — = < —1. Thus we choose dy and N
such that this inequality holds, as well as (IZZI)

The estimate of (T.7D)) is almost identical; as for the estimate of (Z.7d), it follows in a very similar

way. Let us say a word about it: the symbol 9, ﬁa(ba"’f XIX1 ,u} only contributes singularities of

the type | and ‘1 = 73- We have seen many instances of how these singularities can be

1
[ 1§€—n—0l l€—
treated; the same strategy is valid here.

Bound for (7.6d) It can be derived in an identical fashion.

Bound for (7.6d) For this term, we use the identity (3.6]), that we rewrite as follows: there exists
a symbol p € 7y such that

X1119¢¢ = p(&,1,0)[0n¢, 05 6]
(in the above, p is a matrix. It is linear in the arguments between brackets).
Using the identity x;710:¢ = +p(&,n,0) [0,€"?,0,€°?] to integrate by parts in (Z6d) gives
terms which can all be estimated as above. This concludes the proof of claim [7.11

Bound for Vke_iml/2gg in L*°, 0 < k < 4. First, notice that we can not integrate by parts in
time as we did in the weakly resonant case since now the phase vanishes on a large set. Actually,
the proof of this bound follows the steps of the previous argument, in particular Claim [1l Indeed,
in the previous argument, we derived a bound for ||zgs||,; by the same token, one might prove
bounds on ||V**2zgs||,. These two quantities barely miss to control [[V* 93l 39/2) which would

give the desired L decay, by the dispersive estimate in Lemma [A.Tl What is needed is a little
bit of additional integrability, for instance replacing the Lebesgue index 2 by 2 — 1, for a small
constant d;. As we will see, this is possible if one is prepared to lose a small power of s; but a
small enough power of s is harmless in that it does not prevent the integrals over s occurring above
from converging. Hence, we will prove the same estimate as in the previous argument, but in L2~%
instead of L?.
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In order to implement this program, we start by splitting g3 into high and low frequencies:
tp o R )
93 = //323¢X1M@ T()) f(s,m)f(s,0)f(s,& —n—o0)dn

# [ e oxan 1= 0 ()] Fosfls. 0 F(s. ~n =y

- 93 low T 93 ,high-
Bound for Vhe—itAt 93 low ™ L, with 0 < k < 4. Rewrite g3 1o as

t
g3,low:/ G3,low(s) d37
2

with the obvious definition for G4, (s). Due to the frequency localization of Gg ey, one might
even write

t
(79) g3.low = / P<050 logsG3,low(S) ds.
2

Computing G5 0w (s) gives terms similar to those appearing inside the time integral of (Z.2al),

(@.2n), (3h), namely

-~

(1100)  FaGainls) = [ [ 110 () o) Fls,me (5. =0 = o) o ds

(7.10b) +ff ewd’ag(m)@ () Fls.0) (s, m)Fs,€ — 0 — o) dn o ds
(7.10c) + // €"*?s(9d) x1 11O <;%O) F(s,0)f(s,n)f(s,& —n — o) dndo ds.

It has been proved in the previous section that all of these terms can be bounded in L?. More
precisely, an inspection of the proof there reveals that G35, (s) can be written

1/2 ~ . ~ 1
2Giou(s) = @M o () with | Gosou(s)||| S s Il

for some number k1 > 0. By repeating the same argument (see for instance (.8])), one can prove
that, denoting by d; a small enough constant whose precise value will be set later on,

~ 1 3
HG&low(S)Hz_él S SH_—%HUHX'
Lemma [A_T] gives
Coa1)2

HVZP<C(50 log 8G3,low(S)H = HVZP<C'60 logseZSA G3,low(S)H

2—(51 2_61
IR S

(7.11) < st <s5032> T Gs,zow(S)H

2—5;
1 1
5-51 2 1
S Julles™ (s%s2) 7 F =
S+
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Thus, choosing dy and §; small enough, and using successively the dispersive estimate in Lemmal[A_ 1]
the equation (.9, and the above bound,
)

..
1 [t k42
(7'12) 5 ?/ |:HP<050 10g5$G3710wH2_51 + HV + l‘P<Ct50 logsG?),low ‘2 5 :| ds
) —01

Loos 1 e)s (o \To 2L <
llulle [ st (h0s) 75 S ds Sl

2/\

k —itAl/?
HV e’ 33, low

HV 93, low ‘ 372 N [HZEQS towlly_g, + Hvk+2xgg low

A

Bound for Vke_it/ll/2gg7high in L, with 0 < k < 4. Rewrite g3 pign as

t
AL/2 5
93,high :/ S G hign(s) ds.
2

Computing ngég,high(s) gives terms which can be estimated just like (7.3al); one gets a bound of
the type
~ 1
t 3
HV wG3,m‘gh(3)H2 S M”UHX,
for a constant kg > 0. Following the same arguments, but going to a smaller Lebesgue index 2 — d9
gives, provided Js is chosen small enough, and ¢ < 6,

~ 1
l ) < - 3
HV $G3,hzgh(3)H2_52 S Z [l -
As above, this implies that
~ 1
k . < - 3
| V4G pign ()] s S Tl

To deduce the L* estimate, write

t—1 t
i(s—t)AY/ i(s— /
93 Jhigh = Vk (s=t)4 2G3 hzgh( )dS + Vk (5=t 2Gi’: hzgh( )d
2 t—1

Vk: —itAl/

The second summand of the above right-hand side can be estimated using Sobolev embedding and
proceeding as in (6.5]). As for the first summand,

t—1 1 1
/ vk Z(S t)/ll/2 Gg hzgh( ) d
2

t—1
1

7.13 < 3 —ds < Zlull3

(7.13) mwwhl Ty A Syl

8. ESTIMATES FOR TERMS OF ORDER 4 AND HIGHER

In this section, we derive the desired estimates in L> and L?(x?dx) for terms of the form (E3a))
and (4.3D). These terms gather the contributions of order 4 and higher (in u) to the nonlinearity,
once the normal form transform of Section M has been performed.

Being of high order, they decay very fast and can be estimated by brute force, leaving aside the

question of resonances. Since a straightforward approach is sufficient, we only illustrate it in the
case of (£3al), which we denote

t
94:/ eiSAl/QR(S)dS.

2
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Bound for VFe=it4"? ¢, in L, for 0 < k < 4. We split

t
V’“e—“/”“%:/ VEei(s=04"2 B() ds
2

into ; 1y ftt_l. The first summand is bounded via the dispersive estimate of Lemma [A1] and

Proposition [F.]

The second summand is bounded using Sobolev embedding and Proposition [F.1]

Bound for zg, in L?. The L? norm of xg, can be bounded as follows:

t
x/ ei5A1/2R(s)ds
2 2
t
1
/28meZSA1/2R(s)ds
t

t
S [ SIRGys s+ [ ol s

Tk i(s—tya1/2 = Lo
, Ve R(s)ds|| < , ||R(8)||Bk+gd8§;||u\|x-

t—s 1

o

Vkei(s_t)A1/2R(s) ds
t—1

t t
' 1
S / Hvkez(s—t)m/zR(s)H ds S / | R()|| grasr ds S ZHUH%(-
t—1 00 -1

e e}

||<L"94||2 =

t
< ‘ / eiSAl/Q:ER(S) ds

2

il

2 2

The first term in the last line above can be estimated directly using point (i) of Proposition [E.T}
we leave this to the reader. The bound for the second term follows with the help of point (ii) of
Proposition [F.1k

t t t
[ tarly as s [ i@ulalelinds s [ [+ s10ys + o] el ds <l

9. SCATTERING

In this section, we prove the scattering result (Corollary [[.I]). On the one hand, decomposing f
into terms of the form (ZIHA3D), and examining them separately, it appears that it is a Cauchy
sequence in L? in the sense that there exists a constant x > 0 such that

its<t<2s, 70~ F(5)ly S

On the other hand, we know that
IOl avarz@2an S .
Interpolating between these two inequalities gives, for a constant C,
if s <t<2s, [|f(t) = f(s)| gv-ncosnre(m2-Cosan) S (3[=KCo+1]

Choosing Cy properly makes f(t) Cauchy in time, which gives the desired result.
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APPENDIX A. A FEW RESULTS OF LINEAR HARMONIC ANALYSIS
Littlewood-Paley theory. Consider 6 a function supported in the annulus C(0, 2, 8) such that

y 403
for £ # 0, Zﬁ(%):L

JEZ.

00 Yo(5).

Jj<0

Also define

Define then the Fourier multipliers

def D B D B D
po(z) ro=o(z) mi=1-9(3)

and similarly P<;, Psj. This gives a homogeneous and an inhomogeneous decomposition of the
identity (for instance, in L?)

> Pj=1d and P+ Pj=Id.
JEZ 7>0
All these operators are bounded on LP spaces:
ifl1<p<oo, [Bflp<Ifllp » [P<ifllp SNy and [[Psjfllp S I1Flp-
Furthermore, for P; f, taking a derivative is essentially equivalent to multiplying by 27:
if 1 <p<ooand a €R, |[A*P;fl, ~2%||P;f,
if 1 <p<ooandleZ, [V'Pifly~27|Pflp

Also, we recall Bernstein’s lemma.: if 1 < ¢ <p < oo,

(A1)

2i(1_1 2i(L1_1
(a2) 17y < 226 B, and 1Pl <2763 1o,
Finally, we will need the Littlewood-Paley square and maximal function estimates

Theorem A.1. (i) If f =3 f;, with Supp(f;) C C(0,c2~ J,0277) (the latter denoting the annulus
of center 0, inner radius c2=7, outer radius C277), and 1 < p < oo,

1/2
SHl SIDCH
i, j
q1/2
Furthermore, denoting S f = z:(P]f)2 S Flp ~ 11 flp-
J
ﬁUU1<p<&>@mmmMﬂ)finﬂﬂTﬂHMﬂHSWM-

p

Fractional integration and dispersion.

Lemma A.1. (1) (Fractional integration) If 1 < p,q < 00, 0 < a < %, and o = % - %, then
1
=i 5w,
. itA1/2 1
(2) (Dzsperswe estimate) ||e f” ZHfH 32
1 .
(3) fl<p<2<g<oc,0<a<i anda=2-2 then | f| <],
q
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. . . . 1_1
4) F1<p<2, >0 and 21> 1, vap<jem”2fup < 24 (2742) (5-3) 1£]l,-

Proof. We only prove the second and forth points, the rest being standard or elementary.

Proof of (2). The stationary phase lemma gives
. ~ 1
1 zt\g\l/ze H <2
H c Ol

This implies that

‘1/2

itAY/ —1 4 1
|Poc ]| nposiy |71 :

Gl LY
[e.e]
By scaling,
. 1
|| < 231Pi i,
o0 t
This inequality gives immediately the desired conclusion.

Proof of (4). First notice that it suffices to show this result for £ = 0. It will follow from interpolation
between the L? estimate, which is clear, and the L' estimate, which reads

2> 1, [Py < @) Il

By scaling, it suffices to prove this estimate if £t = 1 and j > 0. This is done as follows

< |10 (L) gler
L ™ 27 1

j
—1p (£ Lilel?
) + ;::1 H]: 6 <2k> e

HP< 'eml/z
J

< |Free”

1

J 13 1 1/2 ¢ o 1/2
S1+> |77 <—k> ellél 2 F~10 (—k> ellél
k=1 2 2 2 2
J 1/2 1/2
<143 o (%) el o [9 (%) eiﬁl/ﬂ
k=1 2 2 2 2

J 1/2 .
S143 022 (1427) g
k=1

APPENDIX B. SOME GENERAL FACTS ON PSEUDO-PRODUCT OPERATORS

Let us first give the definition of pseudo-product operators, which were introduced by Coifman
and Meyer; we only consider the bilinear and trilinear cases, which are of interest for our prob-
lem. Bilinear (respectively trilinear) operators are defined via their symbol m(&,n) (respectively

m(§,n,0)) by

Boien (1, f2) & f‘l/m(&n)fl(n)ﬁ(i—n)dn
Bun(emo) (frs for f5) & 771 / m(&,m,0) fi(0) fa(n) f3(¢€ —n — o) dn do.

The fundamental theorem of Coifman and Meyer [CMT78§| states, under a natural condition, that
these operators have the same boundedness properties as the ones given by Holder’s inequality for
the standard product.
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Theorem B.1. Let n be either 2 or 3, and suppose that m satisfies
1
(|&1] + -+ + |& ) ol Heanl

(B.1) o O m(En,. . 6n) S

for sufficiently many multi-indices. Then
1B (frs oo Fllle S Wfillpy - Mfallpn 4 3= 5+ 4 5, 1<pr...py <00 and 0 <7 < oo.

The class of symbols allowed by the Coifman-Meyer theorem (typically, symbols homogeneous
of degree 0 and smooth outside the origin) does not contain the symbols occurring in our analysis
of the water wave problem. We will therefore be led to introducing a new class of symbols, in
section

In the trilinear case, these new symbols will amongst other discrepancies with the Coifman-Meyer
case exhibit flag singularities, to which we now turn. What is a flag singularity? If one considers
two bilinear symbols mi and ms, and one trilinear symbol mg, all of Coifman-Meyer type, the new
symbol m(&,n,0) = ms(§,n,0)m1(&,n)ma(§ — n,0) does not satisfy the Coifman-Meyer estimates
(in a neighborhood of £ =1 =0 and £ —nn— 0 = o0 = 0). This type of symbol is said to have
a flag singularity. The following theorem gives the boundedness of such operators. A result of
Muscalu [MUQ7] is slightly less general, but we are able to give a simpler proof since the range of
Lebesgue exponents we are interested in is smaller.

Theorem B.2. If m1(&,n), m2(&,n), ms(§,n,0) are symbols satisfying the estimate (Bl), then

[ Bina€.oymi (€ymate—no) (26 |, S 11F o llglps (17 lps

fOT’ 1 <p7pl7p27p3 < 0 and pll +pi2+10l3 = %

Proof. Step 1: Partition of the frequency space. Set m(&,n,0) = ms(&,n,0)my1(&,n)ma(§ —n,0).
First observe that there are certain regions of the (£,7,0) plane where m satisfies the Coifman-
Meyer estimates (B.I)); then the Coifman-Meyer theorem applies, and the desired estimate is proved.
Thus, using a cut-off function, we can reduce the problem to the regions where the Coifman-Meyer
estimate (B does not hold for m, namely

AU As " {jg] + Inl << |ol} U {lg —nl + o] << [¢]},

We further observe that on A; (respectively: on As), ma(§ —n,0) (respectively mq(€,n)) satisfies
the Coifman-Meyer estimate in (§,7,0). Thus with the help of cutoff functions, we can reduce
matters to symbols of one of the two following types

(B.2a) x4, (& n,0)ms(&,n,0)mi(&,nm) (where x4, localizes near Ap)
(B.2b) X4, (&, n,0)ms(&,m,0)mae (& —n,0) (where x4, localizes near As)

where mg stands for mgmeo or msm;. Estimates for one of these symbols can be deduced from
the other by duality and using that for any two symbols p and v, and (-,-) denoting the standard
(complex) scalar product,

<B,u(§,17,cr)1/(5,17) (fla f27 f3) ) f4> = (B,u,(—o,f—n—cr,—5)1/(—0,5—77—0) (fT47 f37 f2) ’ f1>
Therefore, we simply prove estimates for the symbol (B.2al). We define the cut-off function y 4, by

(B.3) By, ene)(Fr0:0) = Y Peg_100 (Prf Perh) Pek_100g.
|k—k'|<1

We will suppress the index k' in the sequel and just take &’ = k to make notations lighter.
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Step 2: series expansion for the symbol ms Expanding the symbol m3(&,n,0) near (n,£) = 0 gives

M-1
P o) = 3 Bap(0)en’ + REN,0),
lo+8|=0
where @, 3(0) = aﬁ‘;—ggnmg(o,o,a) has homogeneous bounds of degree —|a + (3| i.e. satisfies

|03 ® 05| < |o|~1M1=10+51 and the remainder R is such that

M—||
(B.4) 8575831%(&7770)‘ =0 (%) '

This estimate implies that, if M is chosen big enough, the symbol resulting from the multiplication
of R and mjxa, is of Coifman-Meyer type, thus we can forget about it. Thus it suffices to treat
the summands of the first term of the above right-hand side; to simplify notations a little in the
following, we simply consider the case o = 0, and therefore get symbols of the type

(B.5) m(&,m,0) = x4, (&, 0)®i(0)n'mi(&,n)

where ®; has homogeneous bounds of degree —i, and m; satisfies the Coifman-Meyer estimates.

Step 3: Paraproduct decomposition for the symbol mi. Proceeding as in the original proof of
Coifman and Meyer [CMT7§|, we will now perform a paraproduct decomposition of m, and then
expand the resulting symbols scale by scale. Write

By, (f,9) = Z B, (PjfP<j-19) + Z B, (P<j-11Pjg) + Z By (P f, Peg)-
J J li—¢I<1

Next consider the symbol of one of the elementary bilinear operators above, for instance By, (P}, P<j—1-).
Depote m4 (&, n) for this symbol, which is compactly supported (in (£,7)), and expand it in Fourier
series

m](&,n) = x27(Em) Y @l ei? o,

p,qEZ?

where we denoted ¢ for a constant, x for a cut-off function, and aj, 4 for the Fourier coefficients.

It is now possible to forget about the summation over p,q because of the fast decay of the
coefficients a3 4, which results from the smoothness of the symbol. Indeed, the complex exponentials
eic27 (1.9)-(&:1) hecome in physical space translations, which add polynomial factors to the estimates
to come. These polynomial factors are offset by the decay of the a,,. This leads to replacing a3 q
by a; € £>°. It is now possible to consider that the a; are actually constant in j: if this is not the
case, it essentially corresponds to composing one of the argument functions by a Calderon-Zygmund
operator bounded on Lebesgue spaces, which is harmless. For these reasons, it will suffice to treat
the case when mj corresponds to one of the three paraproduct operators

(f,9) = Y _PifPjag 5 Y P<j1fPyg ;5 > PifPg
j j j

(we suppressed the index ¢ in the last summation to make notations lighter by taking ¢ = j).
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Step 4: Derivation of the model operators. Combining this last line with (B.A5]), we see that the
operators of interest for us become

Z Pj_100P; (®;(D) Py f Puh) V' P j_1 Poj_1009
ik
(B.6) > Pei100P<j1 (®:i(D) Py f Pyh) V' PiP<i 1009

7.k
Z Pi_100Pj (®;(D) Py f Pyh) V' Py Pej_1009.
ik

We now make some observations which allow us to simplify the above operators:

e First remark that ®;(D)P;, V'P; and VP can be written respectively 2_ik]3k, 21 ]3]- and
21 15<j with obvious notations. Since the operators with tildes have similar properties to
the operators without tildes, we will in the following forget about the tildes.

e Next notice that due to the Fourier space support properties of the different terms above,
it is possible to restrict the summation to j < k — 97.

e Finally, since Po_100P; = Pj and Pj_1P._100 = P<j_1 for j <k —103, it is harmless to
forget about the P_p_199 operators in the above sums.

All these remarks lead to the following simplified versions of the above operators:

> 2URP; (P fPeh) Pojag
k>j+97

(B.?) Z 22‘(j_k)P<j—1 (Pkfpkh) Pjg
k>j+97

> 2UPP; (PofPeh) Pig
k>5497

Step 5: The case i = 0. If ¢ = 0, observe that, due to the Fourier support properties of the
Littlewood-Paley operators, the operators in (B.7)) are equal respectively to

> P <Z Pkakh> Pej1g
J k
(B.8) Y Poja (Z Pkakh) Pig
J k
> P <Z Pkakh> Pig
J k

up to a difference term which is Coifman-Meyer. But the operators in (B.8]) are simply compositions
of bilinear Coifman-Meyer operators. Thus the desired bounds follow for them.
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Step 6: The case 1 > 0. If i > 0, we see that it suffices to prove uniform estimates in J > 0 for the
operators

(B.9a) > Py (PjssfPiysh) P<jag
J

(B.9b) j{:fld—l(f?+Jff?+Jh)f?g
J

(B.9c) > Py (PissfPissh) Pig
J

since the desired result follows then upon summation over J. The estimate relies on the Littlewood-
Paley square and maximal function estimates (Theorem [AT]), and on the vector valued maximal

1/2 1/2
function estimate <Z] [M fj]z) H < (Z] ff) |l (see Stein [S93], chapter II). This gives
P

for (B.9al)

1/2 1/2
1B, S ||| D [P (PissfPirsh) Pejag) S Mg [ D 1P (Piwsf P b))
J , J ,
1/2 1/2
SIMgll,, [ D 1P (Pirs f P b)) S gl 1 D2 (M (P s f P b))
J PPy 3 PPy
p—Pp2 P—Pp2
1/2 1/2
S gl |[{ D2 [PrrsfPsh)? S gl |MF (D [Presh)?
] PPy J PPy
pP—pP2 pP—pP2
S gy, M1, 15P, < lgllp, [1F 1L, A1, -
The terms (B.9D) and (B.9d) can be estimated similarly. O

APPENDIX C. ANALYSIS OF A CLASS OF BILINEAR PSEUDO-PRODUCT OPERATORS

In this section, we define new classes of bilinear pseudo-product operators, which occur in the
analysis of the water wave problem; then, we prove boundedness of these operators.

Definition of the classes B, and ZS’VS Before defining these classes, it will be convenient to think
of a symbol in a more symmetric way than we have been doing so far. The motivation is the
following: in order to prove a bound for the bilinear operator B,,(f,g) in L" one uses a duality
argument and proves that for h € L", we have [ Bp(f,g)hdz < oo; this shows that the Fourier

variables n, & — n, —€ play symmetric roles.

Given a symbol m(&,n), we can as well write it m/(£,£ — ) def m(&,n) or more generally as

a function of two of the three variables (n,{ — n,—¢£). By an abuse of notation, we will denote
indifferently m for all these symbols. Thus, denoting (£1,&2,&3) for the three Fourier variables
(n,& —n,—&), and picking two indices i and j, we can always write m = m(&;,&;).

Definition C.1. A symbol m belongs to the class By if

e [t is homogeneous of degree s.
e [t is smooth outside of {{1 =0} U{& =0} U{& = 0}.

o Fori=1,2,3, if |&| << |&+1l, |§iva| ~ 1, it is possible to write m = A (]&]1/2, %,&H).



GLOBAL SOLUTIONS FOR THE GRAVITY WATER WAVES EQUATION IN DIMENSION 3 33

(where we use the convention that & = & and &5 = &2).

Thus, roughly speaking, symbols in By are of Coifman-Meyer type except along the coordinate
axes, where they are allowed to have a singularity like Mihlin-Hérmander (linear!) multipliers.

Notice that given the boundedness properties of Mihlin-Hormander multipliers and Coifman-
Meyer operators, Theorem of next section, which gives boundedness of bilinear operators with
symbols in By, should be no surprise.

We now define a new class of symbols, which corresponds to bilinear operators of paraproduct

type.

Definition C.2. A symbol m belongs to the class B, if
e [t belongs to Bs.
e [t satisfies the following support property: Suppm(&,n) C {|n| 2 |£]}-

The interest of the class B, is the following: taking derivatives of B, (f,g) corresponds to mul-
tiplying it by £ in Fourier space. If m € B then the support restriction on m means that & is

always dominated by 1. Thus one expects (see next section for a precise formulation) something
like [VE By, (f, 9)| < [V*£llgl-
Calculus with symbols in B, and Bs. We begin with the action of derivatives on B;.

Lemma C.3. (i) If u € Bs, one can write

1 1
Oepn(n,€) = p' + Eﬂz + H/ﬁ with (', 1%, i) € Bs—1 x By x By

(ii) If p € Bs and v € By, then uv € By .

Proof. (ii) follows from the definition of Bs. To prove (i) one notes that Jgpv contributes p; if |7|
is the smallest variable, it contributes ’|2—2| if |¢| is the smallest variable, and it contributes |§M—377| if

— n| is the smallest variable. O
1€ —nl

Finally, the following theorem gives the crucial boundedness properties of operators with symbols

in By and B;.
Theorem C.1. (i) If m belongs to the class By,

1B, S Ufllplglly if2+% =1 and 1< p,q,r < oo

(ii) If m belongs to the class B, and if k is an integer,

T

|V*Bu(t.9)| S U4 Flollgly i 5+% =14 and1<p.gr<oc

Remark. Since Riesz transforms are not bounded on L%, the statement of the above theorem
becomes wrong if any of the indices p,q,r is co. We need to go around this difficulty when deriving
estimates for the water wave system, and this unfortunately makes estimates a bit longer.

Proof. To begin with (i), let m be a symbol in By. Away from {£; = 0} U {& = 0} U {3 = 0},
the Coifman-Meyer theorem |[CMT78| can be applied to m and gives the desired result. We will
simply consider the case || << || (the other cases can be reduced to this one by duality), thus
we consider in the following

B'(f.9) > B (P<j_100f, Pyg) .-
i
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By definition of the class By, m can be written in the set |n| << |{| as m(&,n) = (]77\1/2 = §)

n
13

|1/2

or, by homogeneity, m(§,n) = A (\2‘1/2, |Z‘, \5\) Expanding this expression in

k/2
m(&,n) = Z ’,Z“km <%, é—‘> + remainder.

First notice that the my are smooth and homogeneous of degree 0. Second, observe that for M
big enough, the singularity of the remainder at n = 0 becomes so weak that the remainder satisfies
estimates of Coifman-Meyer type; thus we take M big enough and forget about the remainder.
Expanding my, in spherical harmonics (which we denote (Z;)pcn) leads to

-85 b () (5):

k=1¢,0'eN ‘77’

‘|1 > yields

By the Mihlin-Hormander multiplier theorem, the operators Z, (%) are bounded on Lebesgue
spaces, with bounds growing polynomially in #; on the other hand, the smoothness of m entails
fast decay in (¢,¢’) of the coefficients ay, ¢ . In the end, we can thus ignore the summation over ¢,
¢ and k, and matters reduce to

oAk [P<j—100/1k/2fpj9] :
J
It is then routine to get the desired estimate using slight extensions of the Littlewood-Paley square
and maximal function estimates (Theorem [AT])

1
Z ATH? [P<j—100/1k/2fpjg] s H (Z] 2_jk(P<j—100Ak/2ijg)2> 2

J

s
T

(C.1)

~

sup; ‘Q_jk/zpq—mo/lkﬂf(x)‘ (Z ,(Pjg)2) 1/2

S 1A lpllgll-

S HSllpy2 k2P 5 100/ /2fH H P]g) )1/2
q

In order to prove (i), consider a symbol m in gg, and simply observe that

VkBm(f7 g) = Bﬁkm(fa g) =B ek m(Ak+8f7 g),

In|k+s

Due to the support condition satisfied by m, the symbol ‘nkaﬂm belongs to BY, therefore applying
(i7) gives
|V*Bun(f.9)

| latl,-

T

_ HB o (Ak+5f’ g)H < HAk-l-Sf

(s T

APPENDIX D. ANALYSIS OF A CLASS OF TRILINEAR PSEUDO-PRODUCT OPERATORS

In this section, we turn to the trilinear operators which occur in the analysis of the water-wave
problem: we define new classes of symbols adapted to them, and prove their boundedness.
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Definition of the classes 7, and ’Z~; As in the quadratic case, it will be convenient to put on
an equal footing the four Fourier variables £, 1,0, —n — 0. We adopt the following convention:
(1) First, we call ay = =€, a0 =1n, a3 =0, a4 =& —n — 0.
(2) Then, we partition the (£,n,0) space into regions where the (|a;|) are essentially ordered (in
other words, for each of these regions there is a permutation o such that [a,1)| S |ag2)| S
o) S laa)l-
(3) Finally, we set & = a,(;).
In other words, (&;) is a convenient labeling of —¢§, n, o, £ — n — o since it satisfies |{1] < |&2] S
€3] < €] and &1+ &+ &3+ €4 =0
As in the quadratic case, we abuse notations by denoting indifferently m for the symbol m(&,n, o)
or its expression in any coordinate system, for instance m(&y, &2, &3).

Definition D.1. A symbol m belongs to the class T if

e m is homogeneous of degree s.

e m is smooth outside a conical neighborhood O;; D {&§1 = 0} U {& + & = 0} for (i,7) =
(1,2),(1,3) or(2,3).

For 6] ~ |&2] << |&] ~ 1, and |&1 + &f ~ [&] if (1,5) = (1,2), m = A (&, &) A&, €2, 63)
(flag singularity).

For |61 << g2l |gal, [€al ~ 1, m = A (|61, &1, 62,60).

For |6 + &1 << [é1l, &2l |Gal, 1&a] ~ 1, m = A (16 + 112, 8580, 60,60, 63 ).

1/2
For ] << lea] << fableal ~ 1, m = 4 (52 a2 .60).

PRIV
o For [§&1 + & <<|&] <<[&],[6] ~1, m=A < 6151‘612)2 ; éiig;a [STRGES %,53)-

Remark. One should think of symbols in Ty as being of Coifman-Meyer type, except that they
might exhibit flag singularities, and they are allowed to have singularities like Mihlin-Hdérmander
(linear!) multipliers along the coordinate azes, and along one axis corresponding to the sum of two
coordinates being zero.

Though this definition is quite involved, it somehow corresponds to the simplest class containing
all the symbols which occur in the analysis of the water waves problem. For instance, symbols of

the type ¢i"f§"n (& —n,0) (which appear in Section 6) contribute singularities of the type % if

one of the coordinates vanishes, flag singularities, and singularities along one awis & + &;. This
already accounts for nearly all points of the above definition.

How does one prove that these symbols are associated to bounded operators (Theorem [D.1])? It
is important in the proof that symbols in Ty can, by power or Fourier series expansions, be reduced
to tensorial products of functions of one & only; in other words it is possible to separate variables.
Notice that symbols of the form (for instance) %ﬁ could not be treated by such a method; but such

a behavior is not possible in the class 7.

We next define a new class of symbols, which somehow corresponds to paraproduct operators.

Definition D.2. A symbol m belongs to the class 7, if

o [t belongs to 7.
e [t satisfies the following support property: Suppm(&,n,o) C {|o| = &, |n|}-

Calculus with symbols in 7; and ’Z~; We begin with the action of derivatives on 7.
Lemma D.3. (i) If p € 75, one can write

L T S 1 5
+ Tk [ [
!S\ € =l € — ol € —n—o

Oep(&,m,o) =p' + —
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with (pb, 12, 12, p*, 1°) € Ty x Ty x Ty x Ty x T,
(ii) If p € T and v € Ty, then pv € Tyy.

Proof. Follows from the definition of 7;. Actually, due to the fact that p is smooth outside a
neighborhood of O;; for (i,7) = (1,2),(1,3) or (2,3), we also have that p3 =0 or pug = 0. O

Finally, the following theorem gives the crucial boundedness properties of operators with symbols
in 7, and 7.

Theorem D.1. (i) If m belongs to the class Ty,
1Bunlfrs for )l S il 1 fellpall ol i &+ &+ L =L and 1 < py, po,ps.r < o0
1Bulhr. Fo )iy S I Fillall Fellpall follos 3 7 2+ = 1.

(ii) If m belongs to the class T., and if k is an integer,

|V*Bunlfis for fo)|| S 1A fullp | el |l iF 3+ 35 + 5 = £ and 1 < p1,po,pa,r < o0

|9* B, £, 13,

1,00

SIS fillp L follpa Nl follps  if oo 4 o5 + 5= =1 and 1< p1,pa, p3 < oo.

Remark. The estimates above involving Besov spaces come as substitute for estimates in L', which
are wrong (for instance, the Riesz transform is not bounded on L'). One can get in the same way
substitutes for estimates in L*°.

Proof. The proof of (i) is very similar to the one of Theorem [B.2] and Theorem [CT} first, partition
the frequency space in order to distinguish the different regions appearing in the deﬁnltlon of 7.
Then, in each of these regions, expand the symbol in order to separate variables; finally, perform
the desired estimates using the Littlewood-Paley theorem.

In the region [&1] ~ [o] << [&3] ~ 1, and [§1 + &of ~ [&1] if (4,5) = (1,2), it suffices to apply
Theorem on symbols with flag singularities.

Let us also sketch how one deals with the region |§;] << [€2] << |&3],]84|. Expanding the symbol

/ . . . .
(illl/z ) ‘5” &)Y 2 £ = ,£3> in power series in I?}UQ and |£|'/?; and in spherical harmonics in

&1

& and & @ gives

X (&) () 2 (&) o

kK 0,0

where the functions @ are homogeneous of degree —%/ and decay fast with the indices ¢, ¢, by
smoothness of A.
The above sum over k,k’ can be taken to be finite, the remainder giving a Coifman-Meyer

k)2 ,
operator; furthermore, it is easily checked that the powers (%) and [€ \g /2 appearing above

cancel with the homogeneity of ®ys; thus it is possible to ignore the sum over k and k’.
As for the sum over £,¢', we rely on the fast decay of the functions ®j.¢», which offsets the

polynomial growth of the bounds (in Lebesgue spaces) of the Fourier multipliers Z, (\5 |) and

Ly (\Til)’ thus it is possible to ignore the sum over £ and ¢'.

Finally, up to rotation of the Fourier variables, and a duality argument, it is possible to assume

that (517&2763) = (U7n7€ /A U)’
The above considerations lead to the model operator

B(f,g,h) = Z Z Z P<j/_10()ij/ngh.

0<k,E'<N j j'<j—100
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The boundedness of this operator is easily established: it is essentially a composition of paraprod-
ucts.

The extension to Besov spaces based on L! follows from boundedness from L! to Bolpo of Mihlin-
Hoérmander type Fourier multipliers.
Finally, the point (i7) is proved just like for Theorem [C.1] O

Finally, we need the following proposition, which combines fractional integration and flag singu-
larity:

Proposition D.4. (i) If m(§,n,0) € Ty, 0 < a < 2, and 1 < p1,p2, ps,r < 00, then
1By P fos )| S Wil Fellall ol for 4 3+ = g =
(ii) If m(&,n,0) € T.,0<a<2, and 1 < p1,p2,p3,7 < o0, then
V'8 s eny (oo For )| S 1A Fullallfell | Fallpy for 4 5+ = = 1

Proof. The proof follows the pattern of the proofs of Theorem [B.2], Theorem [C.I], and Theorem [D.1]
In the end, it thus somehow reduces to the case m = 1, for which the estimate is clear since

Bie_y-o(f1, f2, f3) = fz (flfg)
and thus, by Holder’s inequality and Lemma [A.T],

|Bo (o )] S0l |

(f1f3)

S Il 1 2llpa M1 f3lps -

APPENDIX E. PROOF OF PROPOSITION

Let a = (z,2) € Q and b = (y,h(y)) € S. Then ¢y can be represented by the double layer
potential

vnla) = [ WON - VG(a - DS®) = 3u) + [ (u®) - ut)N - Ve - as(h)
S S
where G(a — b) = £|a — b|~! is the Newtonian potential and by is an arbitrary point on S. By
defining K (z,y) = \/1+ |Vh(y)|2N(b) - VG(bg — b) for by = (x,h(x)) € S and b = (y,h(y)) € S
then

)
3

K(z,y) = —Vh(y)-(z—y)+h(z)—h(y
(E.1) A (|lz—y[+(h(2)~h(y))?)
JIE @,y + |z —y|2) dg < |hllwze + [VA]Lr S €0

for 2 < p < 4 and from standard singular integral calculations [FO95] as a — by
1
(B2) 24@)+ [ o)K@y = vo)

From (E) it is clear that K maps L™ — L*® and C* — C® for 0 < a < 3. Therefore we can
solve for p by a Neumann series expansion to obtain

{uuum < [l

(E.3)
[llea S 1Y)l ea
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To obtain estimates on derivatives of i, we change variables from y to z = z — y in (E.2)) and write
J(z,2) = K(z,z + z). Since 9,J(z, z) satisfies inequality (E.I]) with one additional derivative on
h, i.e.,

/ 100 (0, 2| (1 + 2 3)dz < [hllywsoe + [VAllwis < o

then differentiating (E.2)) with respect to x gives

—8,u /8,u x—2)J(x,2)dz + / (x — 2)0J (x, z)dz = OY(x)

which implies ||Ou||pe < |0 L + ||,u||C |0 Lo + ||¢|| 3 by ([E3). Repeating the above

argument twice we obtain
10pllc2 S 0% llce + 1191l 41

Next we estimate N1). To do this we fix a point by € S and use normal coordinates in a neighbor-
hood of S to restrict a near the boundary to the line a = by + v N (bg). Thus

N(b) - Vibr(a) = / (u(b) — u(bo)) D2G(N (b), N (bo))(a — b)dS (D).

S

For |b— bg| large and v small |D?G(a —b)| < |b— bo| = and thus the above integral can be bounded
by HMHO%. For |b — bg| small we write

N(bo) = Q(b, bo)N(b) + ’y(b, bQ)T where 7 € TbOS'

The term involving 7 is integrable due to the vanishing of ~(bg, bg). By repeating the argument
that led to inequality (E.3) we obtain

| / p(bo)) D*GN (), )@~ B)aS®)| < Nl < [¥llenso
The kernel of the remaining term

1= / (1(b) — u(bo)) D2G(N (B), N (b)) (N (bo) + bo — b)dS(b)
S

is hypersingular as ¥ — 0 and can be dealt with by using the identity

0=AG = AsG + kN - VG + D*G(N, N)

for v < 0. This allows us to re-express I as

I= /Du(b)DG(VN(bO) + by — b) — (pu(b) — pa(bo))EN (b) - VG(vN (bo) + by — b) dS

which is a singular kernel and can be bounded as before
<
S 10pll o1 + el o3 S TOYH 0 + 110051
By repeating the above argument after applying tangential derivatives to N (bg) - Vi) we obtain
INYllwzee sy < DYlles + 1141l 1
This proves inequality (2.1]).
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APPENDIX F. ESTIMATES ON THE REMAINDER TERM R

Recall that R is the remainder term defined at the beginning of Section Bl More explicitly,
recalling that u = h+iAY2, R consists of the terms of order 4 and higher in u of the nonlinearity

(F.1) G(h)y +iAY? [—%\wy? + (G(h)y + Vh - Vi)

2(1 +|Vh|?)
The following proposition gives bounds on R:

Proposition F.1. If |u|ys. is small enough,

and 1 < p,q,r < oo

T

k+2 k42 2 1,011
o O] [l o e ped-

(@0) |2 Rlly S @) ull2|[ullfy o0
Remark. Both of the above estimates say that R behaves roughly like a four-fold product of some

derivatives of w. Both of them are far from being optimal, except for one point: in estimate (ii),
the weighted norm on the right-hand side does not carry any derivatives.

We will only prove (ii), the estimate (i) being much easier. Furthermore, we observe that if the
bound (77) can be proved with R replaced by the fourth-order terms of G(h)v, it follows easily for
R. Indeed, a look at the nonlinearity (E.I]) shows that R essentially consists of products of G(h)
with derivatives of w, but this is easily treated. Thus we will in the following prove (ii) with R
replaced by terms of order four and higher of G(h).

Given a harmonic function ¢ in €2, it can be represented via a single layer potential p add

(k.3 vle2) =5 [ o)l —y + 12 =B dy it (@,2) € 2
Then

o ) +hiy) ~ hiz)
0 G =0~ 5 | o0 e

Notice that the kernel is very similar to the one given in (E.T])
Expanding (E23)) in h, we get after evaluating on the boundary (x,h(x)) and applying A

h(y)|*"
Ay )+ an/l/ y|2n+1 dy
n>1
YR
(recall that A = A). Using Neumann series, p can be expressed as

P = A¢ + Z ﬁml...mNKml cee KmNA’l;Z)

NeN,(mq..mpy)eNN

where |G, my| < O™t MmN - In order to obtain weighted estimates, we will need the following
claim, whose proof we postpone for the moment.

Claim F.2. Ifn > 1,
(F.52) lzEKn A2 < C™ [{z)ully fulfys~

(F.5b) Kz)KnZllz < C™ (@) Z )12 |23

ZNote that in our representation p differs from the standard p by a factor of y/T + |[Vh|2.
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Assuming the claim, Proposition [F11] follows. Indeed, the contribution of p in (E4) to R is
given by

Z Bml...mNKml KmNA¢7

mi+-+mpy >2

and this can be estimated using the claim. In order to estimate the contribution of the second
summand of (E.4)), the same procedure can be applied: expand the kernel in powers of h, and use
the bound on the expansion of p in powers of A which follows from the claim.

Proof of (F.54) in Claim [F.2l Step 1: A paraproduct inequality.
Lemma F.3. We have for A>0 and B > 1,

(F.6) l2VAAfVPglla < AV flwassinee [(2)gllz + [1(2) A2 Fll2 [lgllwas s o

(F.7) leVAH VP glle < | fllwassrzee [[(@)gllz + @) fll2 lgllw asnzeo

Proof. We focus on the first inequality, the second one being proved in an identical way. Using the
paraproduct decomposition, we write

aVAAFVEg = o ST VAAR VPP g+ Y VAAP VP Py
J J

Notice that

eVEP_jg=VP P g+ VPP g

eVANP_ f = AA 3P A2 f 4 VAN2P jan 2
(where we denote 15<j for a symbol of the type A (%), with A smooth and supported in B(0,C)).
Thus

aVAAfVEg =Y " vAAP FOVB P g+ VPP jwg)+ (A2 P A2 f VA AV2 P e AV2 )V B Py,
J
This implies

levAAfVEglla < 2P £l (@E Vg2 + 277 g]l2)
j

@O AR 2O a2 )2 Py
< WA fl avonce W@l + 1) A2 gl v

proving (E£6). The proof of (E.7) is very similar. O

Step 2: Splitting of the integral. To bound K, Ay for n > 1, choose a smooth cut-off function x
equal to 1 on B(0,1) and 0 outside of B(0,2), then split the integral

) — 2n
(F a) Kokt =4 [ v MO ) dy
) — 2n
(F ) [ v M - o= ) dy

Observe that since |[|[zAf|l2 < [V f]l2 + || f]|2 we can replace A [ by V [ in our estimate.
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Step 3: FEstimate of (E.8U): The case |x — y| = 1. In this region, the cancellation contained in
h(z) — h(y) is not needed thus it suffices to replace (h(z) — h(y))?" by the general term given by
the expansion of this power, namely h(z)‘h(y)?"~¢. We get

T ¢ 2n—/{
[ avwv. [(1 o)

For £ = 0 the above integral is given by

where I" satisfies |[(z)I'||;1 < 1. Therefore
z(I s (APh2)) = (xI) % (APh®) 4+ T x (xAph®")
—~ —— N ———

1 L2 Lt .2

2 2
and the conclusion follows since

lzAph?" 2 < llhllz (|4 ]loo (1113

For ¢ > 1 the most problematic term is when V, hits h(z), since otherwise we have added decay
in x —y. It reads

T T /-1 2n—¢
[ w1 = xto - ) T )

where I} decays at least like |2| 3. For £ = 1 we have
lz(VR)(Iy * (Ah* )| 2 S (IVA| oo llo(Ty % (AR )] 2
which can be estimated by
o(I % (APh2n =) = (xly) * (Aph® N + I« (xAph* 1)
—_—_— —— N —, ——

L4/3 14/3 Lt L2

dy = Vh(z)h(z) 1 « (ApR*—b)

L2 L2

and since L?({z)%dz) — L%(dzn), this yields the desired estimate as in the case £ = 0. For ¢ > 2
the bound follows in an even simpler way, thus we skip this case.

Step 4: Estimate for (EE8d): The case |z — y| < 1. We use Taylor’s formula
h(y) — h(x) y—z (o (y —)*
—————= = Vh(z) + / Veh(z + t(y — x)) (1—t)dt
|z =yl ly =z Jo

to deal with the singular integral. More precisely, we substitute the above expression for each factor
h(z) — h(y) in (E8a); subsequently expanding the product gives 22" terms. We start with the one

involving (Vh

ly —

277/ o, . .
> , writing 1t

\y x|
X =y (op oy vz )
(E-92) /me>‘ —y\<Vh()!y—wO (w
_ o 2n
(F.9b) _v, / (Ap(y) — Av(x)) ’(;_ yy’) <Vh(x)- é_ﬂ) dy

(F.9¢) +V, (/11/)(:17) Xz =y) (Vh(:z:) i >2n dy>

|z — vy ly — x|
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The term (E.9d) can be written as

x)M (y —a)n >
A . d
( v(r) D, Db O / \x—y\ !y—fc! Y

NTis ly — x|

=V AT/} Z’YN1 NanONy 8Nnh)

which is easy to bound by (E.6]). To bound part (E.9Dl), we note that if V, hits Ay(x) one gets
2n
v Au() / Xz =y) (Vh(:v) Ly > dy
|z —y| ly — =
which is similar to part (E£9d). If V, hits Vh(z) one gets
x(z — )( 2 y—$>< y—$>2"_1
AY(y) — Ap(x))=—=—==( V°h(x Vh(z) —— dy
/( (@) ())\ — ()\y—x! (@) ly — |
which can be written as a sum of terms of the type
CV2h(z)Vh(z)* ! Ay or V2h(z)Vh(z)>" LK % Ay K an integrable kernel

and thus can be treated by Lemma [F.3]
If V hits the function of (z — y) we turn V, into —V,, and integrate by parts to get

2n
/V/W) )< h($)u> dy
— ly — z
which can be written as a sum of terms of the type

Vh(z)>"K % A1 K an integrable kernel
and can be bounded by lemma [F.3]

All the remaining terms in the expansion of ([.8al) after substituting the Taylor expansion involve
at least one power of fol V2h..., ie.

1 l
V. [ vt = oie = o[ TGty - )1 - 0 ) Thdy

for £ > 1 (here we abused notations by writing |z —y|*~! instead of the correct multilinear expression
in « — y involving scalar products). Regardless of what term is hit by V, we estimate the above in
the following manner: 1) Split ¢ into low and high frequencies

def
U = Ylow + Vhigh = Psoth + Psot);

2) if 1 is low frequency, estimate directly after putting the weight on ; 3) if 4 is high frequency,
remove one derivative from 1) by integration by parts (thus getting R, R Riesz transform), then
estimate after putting the weight on . Thus if ¢ is low frequency, we take the derivatives of A in
L and get the bound

() Athrow |2 | AlI7Fs.00
and if 1) is high frequency, integrate by parts in y using Ay = V, Rt and get the bound
() Rtbrign 12 [[ 2575,
The estimate follows since
(@) Athrow |2 + 1) Rbuignll2 < [1{z) A2
This completes the proof of (E.5al).
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Proof of (F.5D) in Claim [F.2l The proof of the inequality (EL5D) is very similar to that of
inequality (E.5al), which was the object of the previous section. One additional ingredient is however
needed, which reduces to the boundedness of the operator

2n
T:Z+— V/ |$_ |2(n+)1| x(z —y)dy on L2

In order to prove it, observe that T is a singular integral operator if h belongs to W2>. By the
David and Journé T'1 theorem, its boundedness over L? will follow from the belonging of T'(1) and
T*(1) to BMO. Since T is antisymmetric, it suffices to check that T'1 belongs to BMO. But T'1

is given by
|h(x) — h(y)|*"
/ ’x ’2n+1 X(‘T - y) dy7

which, as one sees easily, is bounded in L provided h € W3,

Remark. Fquations [B1) can also be easily derive from (E3) and (E4). Using the fact that
A =>"R;0;, where R;’s are the Riez potentials, one can show that

P(z) —¥(y)

r2 |z -y
thus from (E3) p = Ay — 2[h2 A% — 2hA(hAY) + A2 AY)] + ..., and from ([E)

G(h)p = Ap =V - (hVy) — A(hAyp) — %[A(hQAsz) + A2(h2A) — 2A(hA(hAY))] + ...,

1
Ap(x) = p.v.— dy,
m

which is the first part of BJ). The second part follows immediately from the first
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