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Abstract. A BDDC preconditioner is defined by a coarse component, expressed in terms of
primal constraints and a weighted average across the interface between the subdomains, and local
components given in terms of Schur complements of local subdomain problems. A BDDC method
for vector field problems discretized with Raviart-Thomas finite elements is introduced. Our method
is based on a new type of weighted average developed to deal with more than one variable coefficient.
A bound on the condition number of the preconditioned linear system is also provided which is
independent of the values and jumps of the coefficients across the interface and has a polylogarithmic
condition number bound in terms of the number of degrees of freedom of the individual subdomains.
Numerical experiments for two and three dimensional problems are also presented, which support
the theory and show the effectiveness of our algorithm even for certain problems not covered by our
theory.
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1. Introduction. Let Ω be a bounded polyhedral domain in R
3. We will work

with the Hilbert spaceH(div; Ω), the subspace of vector valued functions u ∈ (L2(Ω))3

with divu ∈ L2(Ω). The space H0(div; Ω) is the subspace of H(div; Ω) with a vanish-
ing normal component on the boundary ∂Ω.

We will consider the following problem: Find u ∈ H0(div; Ω), such that

a(u,v) :=

∫

Ω

(α divu divv + β u · v)dx =

∫

Ω

f · v dx, v ∈ H0(div; Ω). (1.1)

We will assume that the coefficient α is a nonnegative L∞(Ω)-function, that β is a
strictly positive L∞(Ω)-function, and that the right hand side f ∈ (L2(Ω))3. We
note that the norm of u ∈ H(div; Ω) for a domain with unit diameter is given by

(a(u,u))
1/2

with α ≡ 1 and β ≡ 1.
The bilinear form (1.1) arises from the following boundary value problem:

Lu := −grad (α divu) + β u = f in Ω, (1.2)

u · n = 0 on ∂Ω.

Here, n is the outward unit normal vector of ∂Ω. The boundary value problem (1.2)
is equivalent to a mixed formulation or a first order system least-squares problem as
in [9]. There are also other applications of H(div), e.g., in iterative solvers for the
Reissner-Mindlin plate and the sequential regularization method for the Navier-Stokes
equations. For more details, see [1, 28].
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Domain decomposition methods of iterative substructuring type for solving large
linear algebraic systems originating from elliptic partial differential equations have
been studied extensively. They are all preconditioned Krylov space methods; see [44].
Among them, the balancing Neumann-Neumann (BNN) and the finite element tear-
ing and interconnecting (FETI) algorithms have proven quite successful; see, e.g.,
[14,16,17,24,29]. The balancing domain decomposition by constraints (BDDC) meth-
ods, introduced in [10], are modified BNN methods with the global component of the
preconditioner determined by a set of primal continuity constraints between the sub-
structures. For a pioneering analysis for scalar elliptic problems, see [30, 31].

The BDDC methods are closely related to the dual-primal FETI (FETI-DP)
methods; see [15, 32] and the same can be said about the earlier BNN and one-level
FETI methods. Thus the spectra relevant to the performance of a BDDC and a
FETI-DP algorithm will be the same, except possibly for eigenvalues of 0 and 1, for
the same set of primal constraints; see [7,27,31]. Hence, we can use results for BDDC
methods to obtain results for FETI-DP methods and vice versa.

The main purpose of this paper is to construct and analyze a BDDC precon-
ditioner for vector field problems discretized with Raviart-Thomas finite elements.
Iterative substructuring methods for Raviart-Thomas problems were first considered
in [52] and we will use several auxiliary results from that study in the analysis of our
method. BNN, FETI, and FETI-DP methods for these types of problems have been
developed in [40,42,43]. Overlapping Schwarz methods have also been introduced for
vector field problems; see [2,19,35,36,41]. Other methods such as multigrid methods
have been applied successfully in [3, 18, 23].

BDDC methods have also been widely extended to other problems such as flow
in porous media in [45,46], incompressible Stokes equations in [26], Reissner-Mindlin
plate models in [4, 25], and advection-diffusion problems in [50]. Multilevel BDDC
methods were introduced in [10,47–49] and other discretization methods, e.g., spectral
element methods and discontinuous Galerkin methods, have been considered in [13,37,
38]. Recently, there has also been pioneering work on isogeometric element problems;
see [5].

In the construction of a BDDC preconditioners, a set of primal constraints and
a weighted averaging technique have to be chosen and these choices will very di-
rectly affect the rate of convergence. Effective primal constraints are very simple for
the Raviart-Thomas elements; we need only choose the average value of the normal
component over the subdomain faces as primal variables. However, the choice of aver-
aging is much more intricate. We will use a new type of weighted averaging technique
introduced in [12] for three dimensional H(curl) problems.

In several previous studies on domain decomposition methods for vector field
problems, see [40,42,43,52], the bound on the condition number of the preconditioned
linear system depends on the ratio of the coefficients α and β and the diameters of the
subdomains. This defect has been removed in several recent studies. Among them is
a paper on an iterative substructuring method for two dimensional problems posed
in H(curl); see [11]. In addition, a BDDC algorithm for three-dimensional problems
in H(curl) has been considered in [12]. An overlapping Schwarz method for three-
dimensional H(div) problems has also been developed; see [36]. However, we know of
no previous full analysis of BDDC or FETI-DP type methods for three-dimensional
H(div) problems. We will provide a BDDC method with an upper bound on the
condition number which is indepedent of the values and jumps of the coefficients
across the interface and provide a condition number bound which is polylogarithmic

2



BDDC FOR RAVIART-THOMAS VECTOR FIELDS

in the number of degrees of freedom of the individual subdomains.
The rest of this paper is organized as follows. In section 2, we introduce some

standard Sobolev spaces, a finite element approximation based on Raviart-Thomas
elements, and decompositions of the interface spaces. We introduce our BDDC al-
gorithms for an interface problem and define various operators used to describe the
algorithms in section 3. We next provide some auxiliary results and a proof of our
main result in section 4. Finally, section 5 contains results of numerical experiments,
which support our findings.

2. Function and finite element spaces.

2.1. Continuous spaces. We will use the Sobolev spaces H1(Ω) and its trace
space H1/2(∂Ω) and their norms and seminorms for bounded domains. Let H be the
diameter of Ω. Then,

‖u‖21;Ω := |u|21;Ω +
1

H2
‖u‖20;Ω , ‖u‖21/2;∂Ω := |u|21/2;∂Ω +

1

H
‖u‖20;∂Ω ,

where the L2-norm ‖ · ‖0;Ω and the seminorms | · |1;Ω and | · |1/2;∂Ω are defined by

‖u‖20;Ω :=
∫
Ω |u|2 dx, |u|21;Ω :=

∫
Ω |∇u|2 dx and

|u|21/2;∂Ω :=

∫

∂Ω

∫

∂Ω

|u(x)− u(y)|2

|x− y|3
dxdy,

respectively. The weights for the L2−terms result from the standard definitions of
the norms for a domain of diameter 1 and a dilation. We can also easily extend these
definitions to vector-valued cases.

The space H(div ; Ω) is defined by

H(div ; Ω) := {u ∈ (L2(Ω))3 | divu ∈ L2(Ω)}

with the scaled graph norm:

‖u‖2div;Ω := ‖divu‖20;Ω +
1

H2
‖u‖20;Ω .

The normal component of any u ∈ H(div; Ω) belongs to H−1/2(∂Ω); see [8, 33]. The
norm for the space H−1/2(∂Ω) is given by

‖u · n‖−1/2;∂Ω := sup
φ∈H1/2(∂Ω),φ 6=0

〈u · n, φ〉

‖φ‖1/2;∂Ω
.

The angle brackets stand for the duality product of H−1/2(∂Ω) and H1/2(∂Ω). We
have the following trace theorem.

Lemma 2.1. There exists a constant C, which is independent of the diameter of

Ω, such that, for all u ∈ H(div; Ω),

‖u · n‖2−1/2;∂Ω ≤ C(H2 ‖divu‖20;Ω + ‖u‖20;Ω).

Proof. This follows directly from Green’s identity on a domain with unit diameter
and by applying a dilation; see [52, Lemma 2.1].

3



Duk-Soon Oh, Olof B. Widlund, and Clark R. Dohrmann

In developing our theory, we also need to work with the H(curl ; Ω) space defined
by

H(curl ; Ω) := {u ∈ (L2(Ω))3 | curlu ∈ (L2(Ω))3}

with the scaled graph norm:

‖u‖2
curl;Ω := ‖curlu‖20;Ω +

1

H2
‖u‖20;Ω .

We finally introduce H1
0 (Ω), H0(div ; Ω), and H0(curl ; Ω) as the subspaces of

H1(Ω), H(div ; Ω), and H(curl ; Ω) with a vanishing boundary value, a vanishing
normal component, and a vanishing tangential component on ∂Ω, respectively.

Remark 2.1. The curl operator for two dimensions is just a simple rotation of

the divergence operator. In two dimensions, we therefore can use results for H(div ; Ω)
to obtain results for H(curl ; Ω) and vice versa.

2.2. Finite element spaces. In this paper, we will only develop our theory
for tetrahedral elements but we note that our results are equally valid for hexahedral
elements. We first introduce a triangulation Th of Ω of tetrahedral elements. We then
decompose the domain Ω into N nonoverlapping subdomains Ωi of diameter Hi. We
assume that each subdomain Ωi is a union of elements of the triangulation Th and
that each Ωi is simply connected and has a connected boundary. Later, when we
develop our theory, we will introduce additional assumptions on the subdomains. We
also assume that the triangulation Th is shape regular with nodes matching across
the interface between the subdomains. The smallest diameter of the elements of Ωi

is denoted by hi. We will use the fraction H/h in our estimates, to denote

H/h := max
1≤i≤N

{Hi/hi} .

We also define the interface Γ by

Γ :=

(
N⋃

i=0

∂Ωi

)
\∂Ω

and the local interfaces Γi by

Γi := Γ ∩ ∂Ωi.

We will consider the lowest order Raviart-Thomas and Nédélec elements on the
mesh Th; see [8, Chapter 3] and [34]. The Raviart-Thomas elements are conforming
in H(div ; Ω) and those of lowest order are defined by

W := {u | u|K ∈ RT (K),K ∈ Th and u ∈ H(div ; Ω)},

where the shape function RT (K) is given by four scalar parameters

RT (K) :=




a1
a2
a3


+ b




x
y
z




for a tetrahedral element. The degrees of freedom for an element K in Th are given
by

λf (u) :=
1

|f |

∫

f

u · n ds, f ⊂ ∂K,
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i.e., the average values of the normal components over the faces of the elements. These
four values determine a1, a2, a3, and b. We note that the direction of the normal of a
subdomain face can be fixed arbitrarily but that we should choose the same direction
for all element faces of any subdomain face. The basis functions of the lowest order
Raviart-Thomas element space are supported in two elements of Th, and with the
normal component equal to 1 for one of the two elements and −1 for the other on a
specified face while vanishing on all others.

The l2−norm of the vector of the coefficients λf (u) can be used to estimate
the L2−norm of u; the proof of the following lemma is elementary and a simple
modification of [39, Proposition 6.3.1].

Lemma 2.2. Let K ∈ Th. Then, there exist strictly positive constants, c and C,

depending only on the aspect ratio of K, such that for all u ∈ W ,

c
∑

f⊂∂K

h3
fλf (u)

2 ≤ ‖u‖20;K ≤ C
∑

f⊂∂K

h3
fλf (u)

2 (2.1)

and

‖divu‖20;K ≤ C
∑

f⊂∂K

hfλf (u)
2
, (2.2)

where hf is the diameter of f .
The following lemma follows directly from Lemma 2.2.
Lemma 2.3 (inverse inequality). Let K ∈ Th. Then, there exist a constant C,

depending only on the aspect ratio of K, such that for all u ∈ W ,

hK ‖divu‖0;K ≤ C ‖u‖0;K , (2.3)

where hK is the diameter of K.

We also need Ŵ0, the finite element counterpart of H0(div ; Ω):

Ŵ0(Ω) := W (Ω) ∩H0(div ; Ω).

We will now consider the variational problem (1.1). We obtain the stiffness matrix

A by restricting this problem to Ŵ0; A is symmetric and positive definite.
When developing our theory, we will need several additional spaces. Let S be

the space of continuous, piecewise linear functions on the tetrahedral elements, and
let S0 be the subspace of elements of S which vanish on ∂Ω. Let Q be the space of
piecewise constant functions on the same elements. Finally, let X be the space of
the lowest order Nédélec elements. We recall that the Lagrange P1, Raviart-Thomas,
and Nédélec spaces are conforming finite element spaces in H1, H(div), and H(curl),
respectively.

Let Vh and Fh be the set of vertices and faces of Th, respectively. The interpolation
operators Ih, and ΠRT

h for sufficiently smooth functions u ∈ H1 and v ∈ H(div) onto
S and W , respectively, are defined as follows:

Ihu :=
∑

p∈Vh

u(p)φP
p and ΠRT

h v :=
∑

f∈Fh

λf (v)φ
RT
f ,

where φP
p and φRT

f are the basis functions of P1 and Raviart-Thomas finite elements
associated with the node p and the element face f , respectively. We also denote by
Πh the projection operator from L2 onto Q.
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We finally recall the following error estimate for the Raviart-Thomas interpolation
operator and a commuting property.

Lemma 2.4. For any u ∈ (H1(Ω)3), we have

∥∥u−ΠRT
h u

∥∥
0;Ω

≤ Ch |u|1;Ω . (2.4)

Proof. See [6, Lemma 5.5].
Lemma 2.5. Let u be sufficiently regular. Then, the following commuting property

holds:

div
(
ΠRT

h u
)
= Πh (divu) . (2.5)

Proof. See [6, Property 5.3].
We note that the commuting property (2.5) is a part of the discrete de Rham

diagram described, e.g., in [33, section 5.7].

2.3. The discrete problem. The description of the BDDC algorithm and its
analysis require the introduction of a number of spaces. Let W (i) be the space of the
lowest order Raviart-Thomas finite elements on Ωi with a zero normal component

on ∂Ω ∩ ∂Ωi. We decompose W (i) into two subspaces, an interior space W
(i)
I and

an interface space W
(i)
Γ . The interface space W

(i)
Γ is then decomposed into a primal

space W
(i)
Π and a dual space W

(i)
∆ . Hence, we have the following decompositions:

W (i) := W
(i)
I ⊕W

(i)
Γ := W

(i)
I ⊕W

(i)
∆ ⊕W

(i)
Π .

We will also use the following product spaces:

W0 :=

N∏

i=1

W (i), WI :=

N∏

i=1

W
(i)
I , WΓ :=

N∏

i=1

W
(i)
Γ ,

and

W∆ :=

N∏

i=1

W
(i)
∆ , WΠ :=

N∏

i=1

W
(i)
Π .

We then have

W0 = WI ⊕WΓ = WI ⊕W∆ ⊕WΠ.

In general, the functions in WΓ have discontinuous normal components across the
interface while those of the finite element solutions are continuous. We denote the
subspace with continuous normal components by ŴΓ. We also consider a space W̃Γ,
for which all the primal constraints are enforced. We can then decompose ŴΓ and
W̃Γ into Ŵ∆ ⊕ ŴΠ and W∆ ⊕ ŴΠ, respectively, where Ŵ∆ is the continuous dual
variable subspace and ŴΠ is the continuous primal variable subspace.

We can now obtain the local stiffness matrix A(i) by restricting the bilinear form
to Ωi and replacing H(div; Ωi) by the finite element space W (i). But before we do so,
it is convenient to make a change of variables by introducing a basis for the primal

degrees of freedom and a complementary basis for the dual subspace W
(i)
∆ . Here we
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can follow the recipes of [27, subsection 3.3] closely. For our problem, the only primal
variables will be the averages of the normal component over the subdomain faces, and
after our change of variables, the complementary dual subspace will be represented by
elements for which the same averages vanish. We note that there is also evidence that
such a change of variables enhances the numerical stability of BDDC and FETI-DP
algorithms; see [22].

After this change of variable, the restriction of our problem to the subdomain Ωi

can be written in terms of a local stiffness matrix A(i) as

A(i)




u
(i)
I

u
(i)
∆

u
(i)
Π


 =




A
(i)
II A

(i)
I∆ A

(i)
IΠ

A
(i)
∆I A

(i)
∆∆ A

(i)
∆Π

A
(i)
ΠI A

(i)
Π∆ A

(i)
ΠΠ







u
(i)
I

u
(i)
∆

u
(i)
Π


 =




f
(i)
I

f
(i)
∆

f
(i)
Π


 , (2.6)

where u
(i)
I ∈ W

(i)
I , u

(i)
∆ ∈ W

(i)
∆ , and u

(i)
Π ∈ W

(i)
Π .

We can then obtain the global linear system of algebraic equations by assembling
the local subdomain problems:

A




uI

u∆

uΠ


 =




AII AI∆ AIΠ

A∆I A∆∆ A∆Π

AΠI AΠ∆ AΠΠ






uI

u∆

uΠ


 =




fI

f∆

fΠ


 , (2.7)

where uI ∈ WI , u∆ ∈ Ŵ∆ , and uΠ ∈ ŴΠ.

3. The BDDC methods.

3.1. Some useful operators. We will now define several operators which per-
form restrictions, extensions, scalings, and averaging between different spaces. They
will be used to present our algorithm and in our proofs. We first consider the restric-

tion operators. R
(i)
Γ maps the space ŴΓ to the subdomain subspace W

(i)
Γ . Similarly,

we can define R
(i)

Γ : W̃Γ → W
(i)
Γ . Moreover, R

(i)
∆ : W∆ → W

(i)
∆ and R

(i)
Π : ŴΠ → W

(i)
Π

map global interface vectors defined on Γ to their components on Γi. R̃Γ∆ and R̃ΓΠ are
the restriction operators from the intermediate space W̃Γ to W∆ and ŴΠ, respectively.

Similarly, we can define the restriction operator R
(i)
Γ∆ from W

(i)
Γ to W

(i)
∆ . RΓ and RΓ

are the direct sums of the R
(i)
Γ and R

(i)

Γ , respectively. Furthermore, R̃Γ : ŴΓ → W̃Γ

is the direct sum of R̂Π and the R̂
(i)
∆ , where R̂Π represents the restriction from ŴΓ to

ŴΠ and R̂
(i)
∆ maps the space ŴΓ into W

(i)
∆ .

We next introduce scaling matrices, D(i), acting on the degrees of freedom associ-
ated with the Γi. They are combined into a block diagonal matrix and should provide
a discrete partition of unity, i.e.,

RT
Γ




D(1)

D(2)

. . .

D(N)


RΓ = I. (3.1)

We can now define a scaled operator R
(i)
D,Γ := D(i)R

(i)
Γ by pre-multiplying R

(i)
Γ by the

scaling matrix D(i). Another locally scaled operator R̃
(i)
D,∆ is defined by R

(i)
Γ∆R

(i)
D,Γ.

We next consider a globally scaled operator R̃D,Γ defined by the direct sum of R̂Π
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and the R̃
(i)
D,∆. We note that

R̃T
Γ R̃D,Γ = R̃T

D,ΓR̃Γ = I. (3.2)

Finally, we introduce an averaging operator ED : W̃Γ → ŴΓ by

ED := R̃ΓR̃
T
D,Γ. (3.3)

This operator, which is a projection, provides a weighted average across the interface
Γ. We will provide details on our choice of scaling matrices in subsection 3.3.

3.2. Schur complements and a reduced interface problem. Before we
introduce the BDDC algorithm, we eliminate all interior unknowns locally by using
direct solvers. After this step, we obtain the local Schur complements:

S
(i)
Γ := A

(i)
ΓΓ −A

(i)
ΓIA

(i)−1
II A

(i)
IΓ, (3.4)

where

A
(i)
ΓΓ :=

[
A

(i)
∆∆ A

(i)
∆Π

A
(i)
Π∆ A

(i)
ΠΠ

]
.

We will also consider the global Schur complement SΓ, the direct sum of the local

Schur complements S
(i)
Γ .

By using the local Schur complements, we can build a reduced global interface
problem. The global problem is given by

ŜΓuΓ = gΓ, (3.5)

where

ŜΓ :=

N∑

i=1

R
(i)T
Γ S

(i)
Γ R

(i)
Γ := RT

ΓSΓRΓ. (3.6)

and

gΓ :=

N∑

i=1

R
(i)T
Γ

{[
f∆

fΠ

]
−

[
A

(i)
∆I

A
(i)
ΠI

]
A

(i)−1
II f

(i)
I

}
. (3.7)

We note that once u
(i)
Γ has been computed, we can find the interior values u

(i)
I by

solving the following equation:

A
(i)
IIu

(i)
I = f

(i)
I −

[
A

(i)
I∆A

(i)
IΠ

]
u
(i)
Γ .

We will construct a preconditioner for the interface problem (3.5).

3.3. The BDDC algorithm. We now define a different Schur complement

S̃Γ := R
T

ΓSΓRΓ.
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After eliminating the interior residuals, we obtain the following linear system which
also defines S̃Γ:

Ã




u
(1)
I

u
(1)
∆
...

u
(N)
I

u
(N)
∆

uΠ




=




0

R
(1)
∆ R̃Γ∆S̃ΓuΓ

...
0

R
(N)
∆ R̃Γ∆S̃ΓuΓ

R̃ΓΠS̃ΓuΓ




.

We note that Ã is the partially subassembled stiffness matrix and S̃Γ is the partially
assembled Schur complement. Hence, we need to further assemble it to obtain the
fully assembled Schur complement ŜΓ. By using restriction and extension operators,
we find that ŜΓ = R̃T

Γ S̃ΓR̃Γ. We can then rewrite the interface problem (3.5) as

R̃T
Γ S̃ΓR̃ΓuΓ = gΓ. (3.8)

The BDDC preconditioner has the following form:

M−1 = R̃T
D,ΓS̃

−1
Γ R̃D,Γ. (3.9)

Here, S̃−1
Γ can be obtained by using a block Cholesky factorization of Ã as in [27,

section 4]:

S̃−1
Γ := R̃T

Γ∆




N∑

i=1

[
0 R

(i)T
∆

] [ A
(i)
II A

(i)
I∆

A
(i)
∆I A

(i)
∆∆

]−1 [
0

R
(i)
∆

]
 R̃Γ∆ +ΦS−1

ΠΠΦ
T

(3.10)
with

Φ := R̃T
ΓΠ − R̃T

Γ∆

N∑

i=1

[
0 R

(i)T
∆

] [ A
(i)
II A

(i)
I∆

A
(i)
∆I A

(i)
∆∆

]−1 [
A

(i)T
ΠI

A
(i)T
Π∆

]
R

(i)
Π

and where

SΠΠ :=
N∑

i=1

R
(i)T
Π


A

(i)
ΠΠ −

[
A

(i)
ΠI A

(i)
Π∆

] [
A

(i)
II A

(i)
I∆

A
(i)
∆I A

(i)
∆∆

]−1 [
A

(i)T
ΠI

A
(i)T
Π∆

]
R

(i)
Π .

The first term of (3.10) is related to the local Schur complements and the second term
to the coarse-level problem associated with the primal space.

In order to specify the algorithm completely, we need to define the weighted aver-
aging operator D(i). Conventional weighted averaging techniques, known as stiffness
and ρ scalings, are described in [10,31]. However, these methods are designed for con-
stant coefficients or for one variable coefficient. For more than one variable coefficient,
we need a different approach and we will use the new weighted averaging technique
introduced in [12] for H(curl) problems.

We first consider the Schur complements related to Fij , the common face of two
adjacent subdomains Ωi and Ωj. Two local stiffness matrices associated with Fij are
given, for k = i and j, by

A
(k)
Fij

:=

[
A

(k)
II A

(k)
IFij

A
(k)
FijI

A
(k)
FijFij

]
. (3.11)

9
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The two Schur complements associated with Fij are given by

S
(k)
Fij

:= A
(k)
FijFij

−A
(k)
FijI

A
(k)
II

−1
A

(k)
IFij

(3.12)

for k = i and j. We will use the scaling matrices D
(i)
j :=

(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

. We

note that we can apply the operator
(
S
(i)
Fij

+ S
(j)
Fij

)−1

by solving a Dirichlet problem

on Ωi ∪ Fij ∪ Ωj with zero Dirichlet boundary conditions. The scaling operator D(i)

is then given by

D(i) :=




D
(i)
j1

D
(i)
j2

. . .

D
(i)
jk



, (3.13)

where j1, j2, . . . , jk ∈ Ni and Ni is the set of indices of the Ωj ’s (i 6= j) which share a
subdomain face with Ωi.

With this scaling operator D(i) and the operators of section 3.1, the BDDC pre-
conditioner (3.9) is completely determined. We remark that there are two scaling
matrices for each subdomain face and that it is easy to show that the partition of
unity condition (3.1) is satisfied, i.e., that

N∑

i=1

R
(i)
Γ

T
D(i)R

(i)
Γ = I. (3.14)

We obtain the following preconditioned linear system:

M−1ŜΓuΓ = R̃T
D,ΓS̃

−1
Γ R̃D,ΓR̃

T
Γ S̃ΓR̃ΓuΓ = R̃T

D,ΓS̃
−1
Γ R̃D,ΓgΓ = M−1gΓ (3.15)

We use the preconditioned conjugate gradient method to solve the linear system (3.15).

We next define norms related to the Schur complements. The SΓ-norm is given by

‖uΓ‖
2
SΓ

:= uT
ΓSΓuΓ for all uΓ ∈ WΓ. Similarly, the local norms associated with S

(i)
Γ

and S
(i)
Fij

are defined by
∥∥∥u(i)

Γ

∥∥∥
2

S
(i)
Γ

:= u
(i)
Γ

T
S
(i)
Γ u

(i)
Γ and

∥∥∥u(i)
Fij

∥∥∥
2

S
(i)
Fij

:= u
(i)
Fij

T
S
(i)
Fij

u
(i)
Fij

.

The norms ‖ · ‖ŜΓ
and ‖ · ‖S̃Γ

are defined by ‖ûΓ‖
2
ŜΓ

:= ûT
Γ ŜΓûΓ and ‖ũΓ‖

2
S̃Γ

:=

ũT
Γ S̃ΓũΓ for ûΓ ∈ ŴΓ and ũΓ ∈ W̃Γ, respectively. Using the definition of RΓ and RΓ,

we can easily see that ‖ûΓ‖
2
ŜΓ

= ‖RΓûΓ‖
2
SΓ

and ‖ũΓ‖
2
S̃Γ

=
∥∥RΓũΓ

∥∥2
SΓ
.

In developing FETI-DP and BDDC theory, we need to estimate jump and averag-
ing operators and the traditional variants require bounds for each subdomain face and
involve norms associated with the both subdomains that share a face, e.g., [45, Lemma
5.3]. Such results usually require relatively strong assumptions such as a shape regu-
lar coarse triangulation and a quasi-uniform fine triangulation. The following lemma
for our averaging technique, introduced earlier in this subsection, will greatly simplify
the analysis and will reduce our work to estimates for individual subdomains. We
also no longer need to use of a finite element extension theorem.

Lemma 3.1. For any ui ∈ W
(i)
Γ , let uij be the restriction of ui to a subdomain

10
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face Fij = ∂Ωi ∩ ∂Ωj. We then have the following estimates:

∥∥∥∥
(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

uij

∥∥∥∥
S

(i)
Fij

≤ ‖uij‖S(i)
Fij

(3.16)

∥∥∥∥
(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

uij

∥∥∥∥
S

(j)
Fij

≤ ‖uij‖S(i)
Fij

. (3.17)

Proof. These bounds are equivalent to the inequalities

S
(i)
Fij

(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

≤ S
(i)
Fij

and

S
(i)
Fij

(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(j)
Fij

(
S
(i)
Fij

+ S
(j)
Fij

)−1

S
(i)
Fij

≤ S
(i)
Fij

.

These inequalities follow easily by expanding any function uij in the eigenvectors of
the generalized eigenvalue problem defined by the two Schur complements and using
the fact that all its eigenvalues are positive.

4. Technical tools and the main result. From now on, we will assume that
the coefficients α and β are constant in each subdomain and that they thus only can
have jumps across the interface Γ. We will also assume that all subdomains are convex
polyhedra. We can then write the bilinear form of (1.1) in the following way:

a (u,v) :=

N∑

i=1

ai (u,v) ,

where the local energy bilinear form for each subdomain Ωi are defined as follows:

ai (u,u) := αi

∫

Ωi

divu divu dx+ βi

∫

Ωi

u · u dx.

4.1. Technical tools. To have access to all the technical tools that we need,
we from now on have to assume that our subdomains are polyhedra and that each of
them is the union of a few shape-regular large tetrahedra, which define a coarse finite
element mesh TH .

In our proofs, we also need some standard tools for the space S(Ωi), which we
can borrow from [44, subsection 4.6]. They are related to the subdomain faces and
the wire basket W i, which is the union of the edges and vertices of ∂Ωi.

Lemma 4.1. There are functions ϑWi ∈ S(Ωi) and ϑFj ∈ S(Ωi) such that

ϑWi +
∑

Fij⊂∂Ωi

ϑFij = 1, (4.1)

and where ϑFij ≡ 0 on ∂Ωi\Fij. Moreover, for any u ∈ S(Ωi), there exists a constant

independent of hi and Hi, such that

|Ih (ϑWiu)|21;Ωi
≤ C (1 + logHi/hi) ‖u‖

2
1;Ωi

(4.2)

11
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and

∣∣Ih
(
ϑFiju

)∣∣2
1;Ωi

≤ C (1 + logHi/hi)
2 ‖u‖21;Ωi

. (4.3)

In addition, the following estimate holds:

‖u‖20;∂Fij
≤ C (1 + logHi/hi) ‖u‖

2
1;Ωi

. (4.4)

Proof. See [44, subsection 4.6].
Unlike for the gradient operator, it is quite complicated to classify the kernel and

the range of the curl and divergence operators. The discrete regular decompositions
given in [21] provide useful tools to analyze problems posed in H(curl) and H(div).
We can then apply techniques developed for H1-functions by using

Lemma 4.2 (Hiptmair-Xu decomposition). Let Ωi be a convex polyhedron. Then,

for all vh ∈ W (Ωi), there exist Ψh ∈ S(Ωi), qh ∈ X(Ωi), and ṽh ∈ W (Ωi) such that

vh = ṽh +ΠRT
h (Ψh) + curl qh (4.5)

and

∥∥h−1
i ṽh

∥∥2
0;Ωi

+ ‖Ψh‖
2
1;Ωi

≤ C ‖div vh‖
2
0;Ωi

, (4.6)

‖curl qh‖
2
0;Ωi

+ ‖Ψh‖
2
0;Ωi

≤ C ‖vh‖
2
0;Ωi

. (4.7)

Proof. See [21, Lemma 5.1 and 5.2].
We note that this important paper was preceeded by [20], which concerns another

application of the same decomposition.
We next introduce a stable operator which provides a divergence-free extension.
Lemma 4.3 (divergence free extension). There exists an extension operator H̃i

from the normal trace space of W
(i)
∆ , such that, for all u ∈ W

(i)
∆ ,

(
H̃iµ

)
· n = µ, divH̃iµ = 0,

where µ := u · n. Moreover,

∥∥∥H̃iµ
∥∥∥
0;Ωi

≤ C ‖µ‖−1/2;∂Ωi
.

Proof. See [52, Lemma 4.3] or [51, Lemma 2.6].
We then have the following estimate for the discrete harmonic extensions which

have the minimal energy property for a given normal trace. For more detail, see [44,
section 10.2] and [36, section 3.1].

Corollary 4.4 (discrete harmonic extension). Let Hi be the energy minimizing

discrete harmonic extension. For all u ∈ W
(i)
∆ , we have

(Hiµ) · n = µ := u · n.

Furthermore,

αi ‖divHiµ‖
2
0;Ωi

+ βi ‖Hiµ‖
2
0;Ωi

≤ Cβi ‖µ‖
2
−1/2;∂Ωi

.

12
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Proof. Hi is the minimal-energy extension operator for a given subdomain inter-
face. Therefore, we have

αi ‖divHiµ‖
2
0;Ωi

+ βi ‖Hiµ‖
2
0;Ωi

≤ αi

∥∥∥div H̃iµ
∥∥∥
2

0;Ωi

+ βi

∥∥∥H̃iµ
∥∥∥
2

0;Ωi

.

But divH̃iµ = 0 and thus by using Lemma 4.3,

αi ‖divHiµ‖
2
0;Ωi

+ βi ‖Hiµ‖
2
0;Ωi

≤ Cβi ‖µ‖
2
−1/2;∂Ωi

.

We next consider the coarse interpolation operator ΠRT
H onto the Raviart-Thomas

space of the coarse mesh TH .

Lemma 4.5 (stability of the coarse interpolant). For all ui ∈ W (i), we have the

following estimates:

∥∥div
(
ΠRT

H ui

)∥∥2
0;Ωi

≤ ‖divui‖
2
0;Ωi

(4.8)

and

∥∥ΠRT
H ui

∥∥2
0;Ωi

≤ C
(
(1 + logHi/hi) ‖ui‖

2
0;Ωi

+H2
i ‖divui‖

2
0;Ωi

)
, (4.9)

where the constant C depends neither on hi nor on Hi.

Proof. See [51, Lemma 2.4] or [52, Lemma 4.1].

Lemma 4.6. Let uFij ∈ W (i) with λf

(
uFij

)
= 0, ∀f ⊂ ∂Ωi\Fij. Let uH

Fij
:=

Hi

(
ΠRT

H uFij · n
)
and assume that αi ≤ βiH

2
i . We then have

ai

(
uH
Fij

,uH
Fij

)
≤ Cai

(
uFij ,uFij

)
, (4.10)

where C is indepedent of Hi, hi, αi, and βi.

Proof. We will modify the proof of [36, Lemma 5.6].

Let Ωdi

i,Fij
⊂ Ωi be the set of all points which are within a distance di of Fij . We

first introduce a piecewise linear scalar cut-off function χFij which has the value 1 on

Fij and vanishes in Ωi\Ω
di

i,Fij
for some hi ≤ di ≤ Hi. Moreover,

∥∥χFij

∥∥
∞

≤ 1 and∥∥∇χFij

∥∥
∞

≤ C/di.

We next consider the coarse basis function related to the discrete harmonic exten-
sion. The basis function φ̃RT

Fij
is obtained from the standard basis function φRT

Fij
, i.e.,

φ̃RT
Fij

= Hi

(
φRT

Fij
· n
)
. We note that

∥∥∥φRT
Fij

∥∥∥
2

0;Ωi

≤ CH3
i and

∥∥∥divφRT
Fij

∥∥∥
2

0;Ωi

≤ CHi.

We can then write the function uH
Fij

as follows:

uH
Fij

= λFij

(
uFij

)
φ̃RT

Fij
. (4.11)

In order to estimate the energy of uH
Fij

, we estimate the degree of freedom λFij

(
uFij

)

and the energy of φ̃RT
Fij

separately.
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We first estimate the degree of freedom. By the divergence theorem, and the fact
that

(
χFijuFij

)
· n vanishes on ∂Ωdi

i,Fij
\Fij ,

|Fij |λFij

(
uFij

)
= |Fij |λFij

(
χFijuFij

)
=

∫

Fij

(
χFijuFij

)
· n ds

=

∫

Ω
di
i,Fij

div
(
χFijuFij

)
dx−

∫

∂Ω
di
i,Fij

\Fij

(
χFijuFij

)
· n ds

=

∫

Ω
di
i,Fij

div
(
χFijuFij

)
dx. (4.12)

By using the Cauchy-Schwarz inequality and the shape-regularity, we obtain

∣∣λFij

(
uFij

)∣∣2 ≤ C
di
H2

i

∥∥div
(
χFijuFij

)∥∥2
0;Ω

di
i,Fij

≤ C
di
H2

i

(∥∥χFij

∥∥2
∞

∥∥divuFij

∥∥2
0;Ωi

+
∥∥∇χFij

∥∥2
∞

∥∥uFij

∥∥2
0;Ωi

)

≤ C
di
H2

i

∥∥divuFij

∥∥2
0;Ωi

+ C
1

H2
i di

∥∥uFij

∥∥2
0;Ωi

. (4.13)

We now estimate the basis function. From the minimal energy property, we find

αi

∥∥∥div φ̃RT
Fij

∥∥∥
2

0;Ωi

+ βi

∥∥∥φ̃RT
Fij

∥∥∥
2

0;Ωi

≤ αi

∥∥∥div
(
ΠRT

h

(
χFijφ

RT
Fij

))∥∥∥
2

0;Ωi

+ βi

∥∥∥
(
ΠRT

h

(
χFijφ

RT
Fij

))∥∥∥
2

0;Ωi

≤ Cαi

(
di +H2

i /di
)
+ CβiH

2
i di ≤ CαiH

2
i /di + CβiH

2
i di. (4.14)

Hence, we have

ai

(
uH
Fij

,uH
Fij

)
= αi

∥∥∥λFij

(
uFij

) (
div φ̃RT

Fij

)∥∥∥
2

0;Ωi

+ βi

∥∥∥λFij

(
uFij

) (
φ̃RT

Fij

)∥∥∥
2

0;Ωi

≤ C
(
αi + βid

2
i

) ∥∥divuFij

∥∥2
0;Ωi

+ C
(
αi/d

2
i + βi

) ∥∥uFij

∥∥2
0;Ωi

. (4.15)

Let di = max{
√
αi/βi, hi}. We note that hi ≤ di ≤ Hi. By using (4.15) and

Lemma 2.3, we obtain

ai

(
uH
Fij

,uH
Fij

)
≤ Cai

(
uFij ,uFij

)
. (4.16)

We next introduce a partition of unity associated with the faces of an individual
subdomain Ωi as in [44, Chapter 10.2.1],

∑

F⊂∂Ωi

ζF ≡ 1, a.e. on ∂Ωi\∂Ω,

where

ζF (x) =

{
1, x ∈ F
0, x ∈ ∂Ωi\F.

(4.17)
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We then have the following estimates for the subdomain face components; we recall

that for ui ∈ W
(i)
∆ ,

∫
Fij

ui · n ds = 0 for each subdomain face Fij ⊂ ∂Ωi.

Lemma 4.7. For any ui ∈ W
(i)
∆ and for any uH

i ∈ W
(i)
Π , let µi := ui · n,

µFij = ζFijµi, and µH
i := uH

i · n. Then,

∥∥µFij

∥∥2
−1/2;∂Ωi

≤ C (1 + logHi/hi)
(
(1 + logHi/hi)

∥∥µi + µH
i

∥∥2
−1/2;∂Ωi

+ ‖µi‖
2
−1/2;∂Ωi

)

where C is independent of µH
i , Hi, and hi.

Proof. See [52, Lemma 4.4] or [51, Lemma 2.7].
Lemma 4.8. For any ui ∈ W (i), there exist vi,Fij and vH

i,Fij
∈ W (i) such that

{
λf

(
vi,Fij

)
= λf (ui) if f ⊂ Fij ;

λf

(
vi,Fij

)
= 0 if f ⊂ ∂Ωi\Fij

(4.18)

and




λf

(
vH
i,Fij

)
= λf

(
ΠRT

H ui

)
if f ⊂ Fij ;

λf

(
vH
i,Fij

)
= 0 if f ⊂ ∂Ωi\Fij .

(4.19)

Furthermore,

ai

(
vi,Fij − vH

i,Fij
,vi,Fij − vH

i,Fij

)
≤ C (1 + logHi/hi)

2
ai (ui,ui) , (4.20)

where C is independent of αi, βi, Hi, and hi.

Proof. We will only consider the case where αi ≤ βiH
2
i since the proof is straight-

forward by using Corollary 4.4 and Lemmas 4.7, 2.1, and 4.5 if βiH
2
i ≤ αi; for more

details, see [51, 52].
By using Lemma 4.2, we can find ũi, Ψi, and qi such that

ui = ũi +ΠRT
h (Ψi) + curl qi. (4.21)

We note that div (curl qi) = 0 and that (4.6) and (4.7) provide bounds for the different
terms.

We first consider ũi. We define ũi,Fij =
∑

f⊂Fij
λf (ũi)φ

RT
f , where φRT

f is the
Raviart-Thomas basis function associated with the face f . By using Lemmas 2.2, 2.3,
and 4.2, we have

∥∥ũi,Fij

∥∥2
0;Ωi

≤ C
∑

f⊂Fij

h3
i λf (ũi)

2 ≤ C ‖ũi‖
2
0;Ωi

≤ Ch2
i ‖divui‖

2
0;Ωi

≤ C ‖ui‖
2
0;Ωi

(4.22)

and

∥∥div ũi,Fij

∥∥2
0;Ωi

≤ C
∑

f⊂Fij

hiλf (ũi)
2

≤ C
∥∥h−1

i ũi

∥∥2
0;Ωi

≤ C ‖divui‖
2
0;Ωi

. (4.23)

Hence, from (4.22) and (4.23),

ai
(
ũi,Fij , ũi,Fij

)
≤ Cai (ui,ui) . (4.24)
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We also define ũH
i,Fij

= Hi

(
ΠRT

H ũi,Fij · n
)
. By using Lemma 4.6 and (4.24), we obtain

ai

(
ũH
i,Fij

, ũH
i,Fij

)
≤ Cai(ũi,Fij , ũi,Fij )

= Cai (ui,ui) . (4.25)

We next consider the second term ΠRT
h (Ψi) of (4.21). Let Ψi,Fij := Ih

(
ϑFijΨi

)
.

By using Lemmas 4.1 and 4.2, we obtain

∥∥Ψi,Fij

∥∥2
0;Ωi

≤ C ‖Ψi‖
2
0;Ωi

≤ C ‖ui‖
2
0;Ωi

and

∥∥divΨi,Fij

∥∥2
0;Ωi

≤ C
∣∣Ψi,Fij

∣∣2
1;Ωi

≤ C (1 + logHi/hi)
2 ‖Ψi‖

2
1;Ωi

≤ C (1 + logHi/hi)
2 ‖divui‖

2
0;Ωi

.

Moreover, by using Lemma 2.4, an inverse estimate, and Lemma 2.5, we obtain

∥∥ΠRT
h

(
Ψi,Fij

)∥∥2
0;Ωi

≤ 2
∥∥Ψi,Fij

∥∥2
0;Ωi

+ 2
∥∥Ψi,Fij −ΠRT

h

(
Ψi,Fij

)∥∥2
0;Ωi

≤ 2
∥∥Ψi,Fij

∥∥2
0;Ωi

+ Ch2
i

∣∣Ψi,Fij

∣∣2
1;Ωi

≤ C
∥∥Ψi,Fij

∥∥2
0;Ωi

,

and

∥∥div ΠRT
h

(
Ψi,Fij

)∥∥2
0;Ωi

=
∥∥Πh

(
divΨi,Fij

)∥∥2
0;Ωi

≤
∥∥divΨi,Fij

∥∥2
0;Ωi

.

Therefore,

∥∥ΠRT
h

(
Ψi,Fij

)∥∥2
0;Ωi

≤ C ‖ui‖
2
0;Ωi

(4.26)

and

∥∥div ΠRT
h

(
Ψi,Fij

)∥∥2
0;Ωi

≤ C (1 + logHi/hi)
2 ‖divui‖

2
0;Ωi

. (4.27)

Hence, from (4.26) and (4.27), we obtain

ai
(
ΠRT

h

(
Ψi,Fij

)
,ΠRT

h

(
Ψi,Fij

))
≤ C (1 + logHi/hi)

2
ai (ui,ui) . (4.28)

Let ΨH
i,Fij

= Hi

(
ΠRT

H

(
ΠRT

h Ψi,Fij

)
· n
)
. By using Lemma 4.6 and (4.28), we have

ai

(
ΨH

i,Fij
,ΨH

i,Fij

)
≤ Cai

(
ΠRT

h

(
Ψi,Fij

)
,ΠRT

h

(
Ψi,Fij

))

≤ C (1 + logHi/hi)
2 ai (ui,ui) . (4.29)

Let Ψi,Wi = ΠRT
h (Ih (ϑWiΨi)) and Ψi,∂Fij =

∑
f⊂Fij

λf (Ψi,Wi)φ
RT
f . By using

Lemmas 2.2, 2.4, 4.1, and 4.2, an inverse estimate, and an estimate for the P1 basis
functions of S(Ωi), we obtain

∥∥Ψi,∂Fij

∥∥2
0;Ωi

≤ C
∑

f⊂Fij

h3
iλf (Ψi,Wi)

2 ≤ C ‖Ψi,Wi‖
2
0;Ωi

≤ C ‖Ih (ϑWiΨi)‖
2
0;Ωi

≤ C ‖Ψi‖
2
0;Ωi

≤ C ‖ui‖
2
0;Ωi

(4.30)
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and

∥∥divΨi,∂Fij

∥∥2
0;Ωi

≤ C
∑

f⊂Fij

hiλf (Ψi,Wi)
2 ≤ C

1

h2
i

‖Ψi,Wi‖
2
0;Ωi

≤ C
1

h2
i

‖Ih (ϑWiΨi)‖
2
0;Ωi

≤ C ‖Ψi‖
2
0;∂Fij

≤ C (1 + logHi/hi) ‖Ψi‖
2
1;Ωi

≤ C (1 + logHi/hi) ‖divui‖
2
0;Ωi

. (4.31)

Hence, combining (4.30) and (4.31), we obtain

ai
(
Ψi,∂Fij ,Ψi,∂Fij

)
≤ C (1 + logHi/hi) ai (ui,ui) . (4.32)

Let ΨH
i,∂Fij

:= Hi

(
ΠRT

H Ψi,∂Fij · n
)
. From Lemma 4.6 and (4.32), we obtain

ai

(
ΨH

i,∂Fij
,ΨH

i,∂Fij

)
≤ Cai

(
Ψi,∂Fij ,Ψi,∂Fij

)

≤ C (1 + logHi/hi) ai (ui,ui) . (4.33)

We finally consider the curl qi-term of (4.21). Let qH
i := ΠRT

H (curl qi), qi :=
(curl qi) · n, and qHi := qH

i · n. Moreover, let qH
i,Fij

:= Hi

(
ζFij q

H
i

)
and qi,Fij =

Hi

(
ζFij

(
qi − qHi

))
. From Corollary 4.4 and Lemma 4.7, we obtain

ai
(
qi,Fij , qi,Fij

)

≤ Cβi

∥∥ζFij

(
qi − qHi

)∥∥2
−1/2;∂Ωi

≤ Cβi (1 + logHi/hi)
(
(1 + logHi/hi) ‖qi‖

2
−1/2;∂Ωi

+
∥∥qi − qHi

∥∥2
−1/2;∂Ωi

)

≤ Cβi (1 + logHi/hi)
(
(1 + logHi/hi) ‖qi‖

2
−1/2;∂Ωi

+
∥∥qHi

∥∥2
−1/2;∂Ωi

)

≤ Cβi (1 + logHi/hi)
2 ‖qi‖

2
−1/2;∂Ωi

+ Cβi (1 + logHi/hi)
∥∥qHi

∥∥2
−1/2;∂Ωi

. (4.34)

We note that
∥∥div qH

i

∥∥
0;Ωi

≤ ‖div (curl qi)‖0;Ωi
= 0 from Lemma 4.5. Hence, by

using Lemmas 2.1 and 4.5, we obtain

∥∥qHi
∥∥2
−1/2;∂Ωi

≤ C
(
H2

i

∥∥div qH
i

∥∥2
0;Ω

+
∥∥qH

i

∥∥2
0;Ω

)
= C

∥∥qH
i

∥∥2
0;Ω

≤ C
(
(1 + logHi/hi) ‖curl qi‖

2
0;Ω +H2

i ‖div (curl qi)‖
2
0;Ω

)

= C (1 + logHi/hi) ‖curl qi‖
2
0;Ω (4.35)

and

‖qi‖
2
−1/2;∂Ωi

≤ C
(
H2

i ‖div (curl qi)‖
2
0;Ω + ‖curl qi‖

2
0;Ω

)
= C ‖curl qi‖

2
0;Ω . (4.36)

Therefore, by combining (4.34), (4.35), (4.36), and Lemma 4.2, we obtain

ai
(
qi,Fij , qi,Fij

)
≤ C (1 + logHi/hi)

2 βi ‖curl qi‖
2
0;Ω

≤ C (1 + logHi/hi)
2
βi ‖ui‖

2
0;Ω

≤ C (1 + logHi/hi)
2
ai (ui,ui) . (4.37)
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We can now define vi,Fij as follows:

vi,Fij := ũi,Fij +ΠRT
h

(
Ψi,Fij

)
+Ψi,∂Fij + qH

i,Fij
+ qi,Fij (4.38)

and vH
i,Fij

by

vH
i,Fij

:= ũH
i,Fij

+ΨH
i,Fij

+ΨH
i,∂Fij

+ qH
i,Fij

. (4.39)

Then, vi,Fij and vH
i,Fij

satisfy the conditions (4.18) and (4.19), respectively. Further-

more, we obtain the following estimate by using (4.24), (4.25), (4.28), (4.32), (4.29),
(4.33), and (4.37):

ai

(
vi,Fij − vH

i,Fij
,vi,Fij − vH

i,Fij

)
≤ C (1 + logHi/hi)

2
ai (ui,ui) . (4.40)

We conclude this section by introducing an extension lemma which extend the
face components to the entire interface.

Lemma 4.9 (face extension lemma). For all vi ∈ W
(i)
Γ , we can find vH

i ∈ W
(i)
Π

which satisfies
∫
F

(
vi − vH

i

)
· n ds = 0 for each subdomain face F of Ωi. Let vij and

vH
ij be the restriction of vi and vH

i to the subdomain face Fij , respectively. We then

have the following estimate:

∥∥vij − vH
ij

∥∥2
S

(i)
Fij

≤ C (1 + logHi/hi)
2 ‖vi‖

2

S
(i)
Γ

, (4.41)

where C is independent of hi and Hi.

Proof. Let ui := Hi (vi · n). Then, by Lemma 4.8, there exist vi,Fij and vH
i,Fij

such
that
∥∥vij − vH

ij

∥∥2
S

(i)
Fij

= ai
(
Hi

(
ζFij

((
vi − vH

i

)
· n
))

,Hi

(
ζFij

((
vi − vH

i

)
· n
)))

≤ ai

(
vi,Fij − vH

i,Fij
,vi,Fij − vH

i,Fij

)
≤ C (1 + logHi/hi)

2
ai (ui,ui)

= C (1 + logHi/hi)
2 ‖vi‖

2

S
(i)
Γ

.

4.2. A stability estimate. The averaging operator ED, defined in (3.3), satis-
fies the following estimate:

Lemma 4.10. There is a constant C, which is independent of Hi, hi, αi, and βi,

such that, for all uΓ ∈ W̃Γ,

‖EDuΓ‖
2
S̃Γ

≤ C (1 + logH/h)2 ‖uΓ‖
2
S̃Γ

. (4.42)

Proof. We have that

‖EDuΓ‖
2
S̃Γ

≤ 2
(
‖uΓ‖

2
S̃Γ

+ ‖uΓ − EDuΓ‖
2
S̃Γ

)

= 2
(
‖uΓ‖

2
S̃Γ

+
∥∥RΓ (uΓ − EDuΓ)

∥∥2
SΓ

)

= 2

(
‖uΓ‖

2
S̃Γ

+

N∑

i=1

∥∥∥R(i)

Γ (uΓ − EDuΓ)
∥∥∥
2

S
(i)
Γ

)
. (4.43)
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We will use the scaling operators introduced in subsection 3.3. Let ui := R
(i)

Γ uΓ. We

then have uΓ −EDuΓ = D
(j)
i (ui − uj) on Fij := ∂Ωi ∩ ∂Ωj. Let uij and uji be the

restrictions of ui and uj to Fij , respectively. We then obtain

∥∥∥R(i)

Γ (uΓ − EDuΓ)
∥∥∥
2

S
(i)
Γ

=
∑

i6=j,Fij⊂∂Ωi

∥∥∥D(i)
j (uij − uji)

∥∥∥
2

S
(i)
Fij

. (4.44)

Let uH
i ∈ W

(i)
Π defined byHi

((
ΠRT

H Hi (ui · n)
)
· n
)
. We then have

∫
F

(
ui − uH

i

)
·

n ds = 0 for each subdomain face F of Ωi. We define uH
j similarly. Let uH

ij and uH
ji be

the restrictions of uH
i and uH

j to Fij . By our choice of primal constraints, uH
ij = uH

ji

on Fij . From Lemmas 3.1 and 4.9, we obtain

∥∥∥D(i)
j (uij − uji)

∥∥∥
2

S
(i)
Fij

=
∥∥∥D(i)

j

((
uij − uH

ij

)
−
(
uji − uH

ji

))∥∥∥
2

S
(i)
Fij

≤ 2
∥∥∥D(i)

j

(
uij − uH

ij

)∥∥∥
2

S
(i)
Fij

+ 2
∥∥∥D(i)

j

(
uji − uH

ji

)∥∥∥
2

S
(i)
Fij

≤ 2
∥∥uij − uH

ij

∥∥2
S

(i)
Fij

+ 2
∥∥uji − uH

ji

∥∥2
S

(j)
Fij

≤ C
(
(1 + logHi/hi)

2 ‖ui‖
2

S
(i)
Γ

+ (1 + logHj/hj)
2 ‖uj‖

2

S
(j)
Γ

)
.

(4.45)

By summing over all faces and subdomains, we obtain

‖EDuΓ‖
2
S̃Γ

≤ C (1 + logH/h)
2 ‖uΓ‖

2
S̃Γ

. (4.46)

4.3. Main result. We consider the preconditioned linear system M−1ŜΓuΓ =
M−1gΓ.

Theorem 4.11 (condition number estimate). The condition number of the pre-

conditioned linear system M−1ŜΓuΓ = M−1gΓ satisfies

κ
(
M−1ŜΓ

)
≤ C (1 + logH/h)2 . (4.47)

Proof. We need upper and lower bounds on the eigenvalues of the generalized
eigenvalue problem ŜΓuΓ = λMuΓ. We note that the lower bound is always greater
than or equal to 1 and the upper bound is given by the norm of the averaging operator
(3.3); see [31, Theorem 25], [26, Theorem 1], and [46, Theorem 6.1]. Therefore, (4.47)
follows from Lemma 4.10.

5. Numerical results.

5.1. The two-dimensional case. We have applied the BDDC algorithm to our
model problem (1.2). For algorithmic details, we follow [27] and section 3.3. We set
Ω = (0, 1)2 and decompose the unit square into N2 subdomains. Each subdomain
has a side length H = 1/N . Moreover, we assume that the coefficients α and β have
jumps across the interface between the subdomains with a checkerboard pattern as
in Fig. 5.1. We discretize the model problem (1.2) by using the lowest order Raviart-
Thomas finite elements for triangles and use the preconditioned conjugate gradient
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Fig. 5.1. Checkerboard distribution of the coefficients (2D case)

method to solve the discretized problem. The iteration is stopped when the l2−norm
of the residual has been reduced by a factor of 10−6.
We have three different sets of experiments. We first fix the value of β and vary α.
Second, we fix the value of α and vary β. Tables 5.1 and 5.2 show the first two sets
of results. For the final set of experiments, we use a different distribution, instead of
the checkerboard distribution, We first generate 2N2 random numbers {rαi}i=1,...,N2

and {rβi}i=1,...,N2 in [−3, 3] with a uniform distribution. We then assign 10rαi and
10rβi for αi and βi, respectively. The last results can be found in Table 5.3. In Fig.
5.2, we see that the condition number grows quadratically with the logarithm of H/h;
it is insensitive to the jumps of coefficients.

Table 5.1
Condition numbers (Cond) and iteration counts (Iters): 2D case. αi = αw = 1 for the white

subregions and αi = αb for the black subregions as indicated in a checkerboard pattern as in Fig.
5.1, βi ≡ 1, and N = 4.

H/h = 4 H/h = 8 H/h = 16 H/h = 32 H/h = 64
Cond Iters Cond Iters Cond Iters Cond Iters Cond Iters

αi = 10−2 1.49 6 2.03 8 2.72 9 3.54 11 4.51 12
αi = 10−1 1.61 7 2.19 8 2.92 10 3.79 11 4.80 12
αi = 100 1.62 6 2.21 8 2.95 9 3.82 10 4.84 11
αi = 101 1.62 7 2.21 8 2.95 9 3.83 11 4.84 12
αi = 102 1.63 7 2.21 8 2.95 9 3.83 11 4.84 12

Table 5.2
Condition numbers (Cond) and iteration counts (Iters): 2D case. βi = βw = 1 for the white

subregions and βi = βb for the black subregions as indicated in a checkerboard pattern as in Fig.
5.1, αi ≡ 1, and N = 4.

H/h = 4 H/h = 8 H/h = 16 H/h = 32 H/h = 64
Cond Iters Cond Iters Cond Iters Cond Iters Cond Iters

βi = 10−2 1.03 3 1.05 4 1.08 4 1.12 4 1.17 5
βi = 10−1 1.22 5 1.43 6 1.69 7 2.00 8 2.37 9
βi = 100 1.62 6 2.21 8 2.95 9 3.82 10 4.84 11
βi = 101 1.21 5 1.42 6 1.68 7 2.00 7 2.36 9
βi = 102 1.02 3 1.05 4 1.08 4 1.12 4 1.16 5
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Table 5.3
Condition numbers (Cond) and iteration counts (Iters) with random coefficients: 2D case. N = 4.

H/h = 4 H/h = 8 H/h = 16 H/h = 32 H/h = 64
Cond Iters Cond Iters Cond Iters Cond Iters Cond Iters

Set 1 1.39 6 1.82 7 2.36 9 3.01 9 3.77 10
Set 2 1.32 5 1.79 7 2.31 8 2.94 9 3.67 10
Set 3 1.26 5 1.67 6 2.11 7 2.64 8 3.26 9
Set 4 1.64 7 2.21 8 2.95 9 3.84 11 4.87 12
Set 5 1.46 6 1.95 7 2.58 8 3.33 9 4.20 11

Fig. 5.2. Estimated condition numbers in Table 5.3 and least-squares fit to a degree 2 polynomial
in logH/h, versus H/h (2D case).

5.2. The three-dimensional case. For the three-dimensional case, we use the
unit cube (0, 1)3 for Ω. In a way similar to the two-dimensional case, we decompose
the domain into N3 subdomains with the side length H = 1/N . We use the lowest
order hexahedral Raviart-Thomas elements for this case and a similar checkerboard
distribution of the coefficients as in the two-dimensional case; see Fig. 5.3. We use the
stopping criteria of reducing the l2−norm of the residual by a factor of 10−6 for the
preconditioned conjugate gradient method. Other general settings are also similar to
those of the two-dimensional case.
We find that the results for the three-dimensional case are quite similar to those of
the two-dimensional case; see Tables 5.4, 5.5, and 5.6, and Fig. 5.4. The condition
numbers depend quadratically on the value of logH/h and are independent of the
jumps of coefficients across the interface.

5.3. Jumps inside subdomains. We report on numerical experiments for the
case where coefficients have jumps inside the subdomains. We follow the general
settings in section 5.2 for these experiments but use different coefficient distributions.
For each subdomain Ωi, we let Ωo

i = {(x, y, z) | 1/4 ≤ xo, yo, zo ≤ 1/2,wherexo =
x/H − ⌊x/H⌋, yo = y/H − ⌊y/H⌋, and zo = z/H − ⌊z/H⌋.}. Here, ⌊x⌋ = max{m ∈
Z |m ≤ x}, where Z is the set of integers. We use the αi and βi specified in section 5.2
as coefficients for Ωi\Ωo

i . For Ω
o
i , we assign 100αi and 100βi as coefficients in the black

subregions and αi and βi as coefficients in the white subregions. Table 5.7 and 5.8
show the results. We note that our theory does not cover these cases. However,
we see that our method works well even though we have discontinuities inside the
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Fig. 5.3. Checkerboard distribution of the coefficients (3D case)

Table 5.4
Condition numbers (Cond) and iteration counts (Iters): 3D case. αi = αw = 1 for the white

subregions and αi = αb for the black subregions as indicated in a checkerboard pattern as in Fig.
5.3, βi ≡ 1, and N = 4.

H/h = 2 H/h = 4 H/h = 8 H/h = 16
Cond Iters Cond Iters Cond Iters Cond Iters

αb = 10−2 1.64 7 2.32 9 3.26 11 4.37 13
αb = 10−1 1.80 7 2.64 9 3.70 12 4.94 13
αb = 100 1.83 7 2.69 10 3.75 11 5.01 14
αb = 101 1.83 7 2.69 10 3.76 11 5.02 14
αb = 102 1.83 7 2.69 10 3.76 11 5.02 14

Table 5.5
Condition numbers (Cond) and iteration counts (Iters): 3D case. βi = βw = 1 for the white

subregions and βi = βb for the black subregions as indicated in a checkerboard pattern as in Fig.
5.3, αi ≡ 1, and N = 4.

H/h = 2 H/h = 4 H/h = 8 H/h = 16
Cond Iters Cond Iters Cond Iters Cond Iters

βb = 10−2 1.03 3 1.06 4 1.09 4 1.12 4
βb = 10−1 1.28 5 1.53 6 1.89 8 2.31 9
βb = 100 1.83 7 2.69 10 3.75 11 5.01 14
βb = 101 1.27 5 1.51 6 1.85 7 2.27 9
βb = 102 1.02 3 1.05 4 1.08 4 1.12 4

Table 5.6
Condition numbers (Cond) and iteration counts (Iters) with random coefficients: 3D case. N = 4.

H/h = 2 H/h = 4 H/h = 8 H/h = 16
Cond Iters Cond Iters Cond Iters Cond Iters

Set 1 1.80 8 2.69 11 3.76 13 5.01 16
Set 2 1.65 8 2.37 9 3.39 11 4.61 14
Set 3 1.78 8 2.50 10 3.49 12 4.82 14
Set 4 1.67 8 2.50 10 3.50 12 4.68 14
Set 5 1.74 8 2.49 10 3.45 13 4.54 15

subdomains.

5.4. The effect of using a conventional weighted averaging technique.

In this section, for a comparison, we report on some numerical experiments using
conventional techniques. We have performed three different types of experiments with
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Fig. 5.4. Estimated condition numbers in Table 5.6 and least-squares fit to a degree 2 polynomial
in logH/h, versus H/h (3D case).

Table 5.7
Condition numbers (Cond) and iteration counts (Iters). Specified values as indicated in Ta-

ble 5.4 with jumps inside subdomains and N = 4.

H/h = 4 H/h = 8 H/h = 16
Cond Iters Cond Iters Cond Iters

αi = 10−2 2.32 9 3.34 11 4.41 13
αi = 10−1 2.64 9 3.83 12 5.05 14
αi = 100 2.69 10 3.90 12 5.16 14
αi = 101 2.69 10 3.91 12 5.17 14
αi = 102 2.69 10 3.91 12 5.17 14

Table 5.8
Condition numbers (Cond) and iteration counts (Iters). Specified values as indicated in Ta-

ble 5.5 with jumps inside subdomains and N = 4.

H/h = 4 H/h = 8 H/h = 16
Cond Iters Cond Iters Cond Iters

βi = 10−2 1.05 4 1.09 4 1.13 4
βi = 10−1 1.51 6 1.90 8 2.34 9
βi = 100 2.69 10 3.90 12 5.16 14
βi = 101 1.53 6 1.95 8 2.39 9
βi = 102 1.06 4 1.09 4 1.13 4

the same set of coefficients distribution. The first set of experiments, named “sc”, is
based on the weighted averaging techniques described in (3.13). In the second, “diag”,
we use the conventional methods described in [10,31]. In this case, the scaling is based
on the diagonal entries of each subdomain matrix. We use the cardinality in the last
set, “card”. For Raviart-Thomas elements, only two subdomains share a subdomain
face in common. Hence, we use 1/2 as scaling factors. For other general settings, we
follow section 5.2. As we see in Table 5.9, our weighted averaging technique works
well while the others are sensitive to the discontinuities across the interface.
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[34] Jean-Claude Nédélec, Mixed finite elements in R3, Numer. Math., 35 (1980), pp. 315–341.
[35] Duk-Soon Oh, Domain Decomposition Methods for Raviart-Thomas Vector Fields,

PhD thesis, Courant Institue of Mathematical Sciences, 2011. TR2011-942. URL:
http://cs.nyu.edu/web/Research/TechReports/TR2011-942/TR2011-942.pdf.

[36] , An overlapping Schwarz algorithm for Raviart-Thomas vector fields with discontinu-
ous coefficients, SIAM J. Numer. Anal., 51 (2013), pp. 297–321. Published electronically
January 31, 2013.

[37] Luca F. Pavarino, BDDC and FETI-DP preconditioners for spectral element discretizations,
Comput. Methods Appl. Mech. Engrg., 196 (2007), pp. 1380–1388.

[38] Luca F. Pavarino, Olof B. Widlund, and Stefano Zampini, BDDC preconditioners for
spectral element discretizations of almost incompressible elasticity in three dimensions,
SIAM J. Sci. Comput., 32 (2010), pp. 3604–3626.

[39] Alfio Quarteroni and Alberto Valli, Numerical approximation of partial differential equa-
tions, vol. 23 of Springer Series in Computational Mathematics, Springer-Verlag, Berlin,
1994.

[40] Andrea Toselli, Neumann-Neumann methods for vector field problems, Electron. Trans. Nu-
mer. Anal., 11 (2000), pp. 1–24.

[41] , Overlapping Schwarz methods for Maxwell’s equations in three dimensions, Numer.
Math., 86 (2000), pp. 733–752.

[42] , Dual-primal FETI algorithms for edge finite-element approximations in 3D, IMA J.
Numer. Anal., 26 (2006), pp. 96–130.

[43] Andrea Toselli and Axel Klawonn, A FETI domain decomposition method for edge element
approximations in two dimensions with discontinuous coefficients, SIAM J. Numer. Anal.,
39 (2001), pp. 932–956.

[44] Andrea Toselli and Olof Widlund, Domain decomposition methods—algorithms and the-
ory, vol. 34 of Springer Series in Computational Mathematics, Springer-Verlag, Berlin,
2005.

[45] Xuemin Tu, A BDDC algorithm for a mixed formulation of flow in porous media, Electron.

25



Duk-Soon Oh, Olof B. Widlund, and Clark R. Dohrmann

Trans. Numer. Anal., 20 (2005), pp. 164–179.
[46] , A BDDC algorithm for flow in porous media with a hybrid finite element discretization,

Electron. Trans. Numer. Anal., 26 (2007), pp. 146–160.
[47] , Three-level BDDC in three dimensions, SIAM J. Sci. Comput., 29 (2007), pp. 1759–

1780.
[48] , Three-level BDDC in two dimensions, Internat. J. Numer. Methods Engrg., 69 (2007),

pp. 33–59.
[49] , A three-level BDDC algorithm for a saddle point problem, Numer. Math., 119 (2011),

pp. 189–217.
[50] Xuemin Tu and Jing Li, A balancing domain decomposition method by constraints for

advection-diffusion problems, Commun. Appl. Math. Comput. Sci., 3 (2008), pp. 25–60.
[51] Barbara I. Wohlmuth, Discretization methods and iterative solvers based on domain decom-

position, vol. 17 of Lecture Notes in Computational Science and Engineering, Springer-
Verlag, Berlin, 2001.

[52] Barbara I. Wohlmuth, Andrea Toselli, and Olof B. Widlund, An iterative substructuring
method for Raviart-Thomas vector fields in three dimensions, SIAM J. Numer. Anal., 37
(2000), pp. 1657–1676.

26


