
Probability, homework 13, due May 6.

Exercise 1. Let Xi, i ≥ 1, be iid random variables, Xi ≥ 0, E(Xi) = 1. Prove that
if Yn =

∏n
1 Xk, Fn = σ(Xk, k ≤ n), (Yn)n≥0 is a (Fn)-martingale.

Prove that if P(X1 = 1) < 1, Yn converges to 0 almost surely.

Exercise 2. Let (Fn)n≥0 be a filtration, (Xn)n≥0 a sequence of integrable random
variables with E (Xn | Fn−1) = 0, and assume Xn is Fn-measurable for every n.
Let Sn =

∑n
k=0Xk. Show that (Sn)n≥0 is a (Fn)n≥0-martingale.

Exercise 3. Let T be a stopping time for a filtration (Fn)n≥1. Prove that FT is a
σ-algebra.

Exercise 4. Let S and T be stopping times for a filtration (Fn)n≥1. Prove that
max(S, T ) and min(S, T ) are stopping times.

Exercise 5. Let S ≤ T be two stopping times and A ∈ FS . Define U(ω) = S(ω)
if ω ∈ A, U(ω) = T (ω) if ω 6∈ A. prove that U is a stopping time.

Exercise 6. Consider the random walk Sn =
∑n
k Xk, the Xk’s being i.i.d., P(X1 =

1) = P(X1 = −1) = 1/2, Fn = σ(Xi, 0 ≤ i ≤ n).
Prove that (S2

n − n, n ≥ 0) is a (Fn)−martingale. Let τ be a bounded stopping
time. Prove that E(S2

τ ) = E(τ).
Take now τ = inf{n | Sn ∈ {−a, b}}, where a, b ∈ N∗. Prove that E(Sτ ) = 0 and

E(S2
τ ) = E(τ). What is P(Sτ = −a) ? What is E(τ) ?

Let τ ′ = inf{n | Sn = b}. Prove that E(τ ′) = +∞.
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