
Probability, homework 6, due April 1st.

Exercise 1. Let (Yn)n∈N∗ be a sequence of random variables, and assume (Yn) con-
verges in distribution to a limiting Y . Also, on some probability space (Ω,F ,P), the
sequence of independent random variablesX := (Xn)n∈N∗ is defined, and we assume
that the sequence of partial sums (Sn)n∈N (i.e. S0 = 0 and Sn :=

∑n
j=1 Xj) con-

verges in distribution. Set (Fn) the natural filtration ofX and Φn(t) = E(exp(itSn))
for t ∈ R.
(i) Establish that (ΦYn

(·))n≥1 converges uniformly on every compact, i.e. show
that for any a > 0, maxt∈[−a,a] |ΦYn

(t) − ΦY (t)| → 0 as n → ∞. Establish
moreover that there exists a > 0 such that for any n ≥ 1, mint∈[−a,a] |ΦYn(t)| ≥
1/2.

(ii) Show that there exists t0 > 0 such that if t ∈ [−t0, t0], then (exp(itSn)/Φn(t))n≥0

is a (Fn)−martingale (i.e. both its real and imaginary parts are martingales).
(iii) Prove that we can choose t0 > 0 such that for any t ∈ [−t0, t0], limn→∞ exp(itSn)

exists P-a.s.
(iv) Set

C = {(t, ω) ∈ [−t0, t0]× Ω : lim
n→∞

exp(itSn(ω)) exists}.

Prove that C is measurable, i.e. in the product of B([−t0, t0]) with F .

(v) Establish that
∫ t0
−t0

1C(t, ω)P(dω)dt = 2t0.

(vi) Prove that limn→∞ Sn exists P-a.s.

Exercise 2. Let B be a Brownian motion.

(i) Calculate E
(
BsB

2
t

)
, E (Bt | Fs), E (Bt | Bs), for t > s > 0.

(ii) What is E
(
B2

sB
2
t

)
, still for t > s ?

(iii) What is the law of Bt + Bs ? Same question for λ1Bt1 + · · · + λkBtk (0 <

t1 < · · · < tk) ? What is the law of
∫ 1

0
Bsds ?

Exercise 3. Let B be a Brownian motion.

(i) Study the convergence in probability of
log(1+B2

t )
log t as t → ∞.

(ii) What about the almost sure convergence of
log(1+B2

t )
log t as t → ∞?

Exercise 4. Let B be a Brownian motion, and for any t ∈ [0, 1] define

Wt = Bt − tB1.

It is called a Brownian bridge.

(i) Prove that W is a Gaussian process and calculate its covariance.
(ii) Let 0 < t1 < · · · < tk < 1. Prove that the vector (Wt1 ,Wt2 , . . . ,Wtk) has

dentity

f(x1, . . . , xk) =
√
2πpt1(x1)pt2−t1(x2 − x1) . . . ptk−tk−1

(xk − xk−1)p1−tk(xk)

where pt(x) =
1√
2π

e−x2/2.

(iii) Prove that the law of (Wt1 ,Wt2 , . . . ,Wtk) is the same as the law of (Bt1 , Bt2 , . . . , Btk)
conditionally to B1 = 0.

(iv) Prove that the processes (Wt)0≤t≤1 and (W1−t)0≤t≤1 have the same distribu-
tion.
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Exercise 5. Let B be a Brownian motion, and for any t ≥ 0 define

Zt = Bt −
∫ t

0

Bs

s
ds.

Prove that Z is a Gaussian process and calculate its covariance. Does this process
have a famous name?

Exercise 6. Martingales from Brownian motion. Amongst the following pro-
cesses, which ones are F-martingales, where F is the natural filtration of (Bs, s ≥
0)? B2

t − t, B3
t − 3

∫ t

0
Bsds, B

3
t − 3tBt, tBt −

∫ t

0
Bsds.

Exercise 7. Scaling and equalities in law.

(i) Let Ta = inf{t | Bt = a} and S1 = sup{Bs, s ≤ 1}. Prove that Ta
law
= a2T1.

Prove that T1
law
= 1/S2

1 .
(ii) Let gt = sup{s ≤ t | Bs = 0} and dt = inf{s ≥ t | Bs = 0}. Prove that g

is not a stopping time, and that d is a stopping time. Prove that gt
law
= tg1,

dt
law
= td1, gt

law
= t

d1

law
= 1

d1/t
.

Exercise 8. A convergence in law. Prove that as t → ∞,
(∫ t

0
eBsds

)1/
√
t

converges in law towards e|N |, where N is a standard Gaussian random variable.

Exercise 9. The zeros of Brownian motion. Let Z = {t ≥ 0 | Bt = 0}.
(i) Prove that Z is almost surely a closed and unbounded set, with no isolated

points.
(ii) Prove that Z is almost surely uncountable.


