
Probability, training for the final exam

Exercise 1. Let Xn, n ≥ 0, be independent random variables. Assume that E(Xj) = 0 and there
exists a β > 0 such that E(|Xj |2) = j−β for any j ≥ 1. Let Sn =

∑n
k=1 Xk. For which values of β

does S converge almost surely? Prove it.

Exercise 2. Let B be a Brownian motion starting at x > 0, and T0 = inf{s ≥ 0 : Bs = 0}. What
is the distribution of supt≤T0

Bt? You can apply a stopping time theorem to a positive martingale.

Exercise 3. Let B be a standard Brownian motion and Mt = max0≤s≤t Bs.

(1) Explain why Mt has the same distribution as
√
tM1.

(2) What is the density of Mt?

Exercise 4. Let (Sn)n≥0 be a standard random walk.

(i) State Donsker’s theorem for (Sn)n≥0.
(ii) As N → ∞, find the asymptotics for

E
(

max
N/2<n<N

|Sn|
)
.

Exercise 5. Sketch the proof that the Brownian motion is transcient in dimension d ≥ 3.

Exercise 6. Let a > 0, γ ≥ 0, and Ta,γ = inf{t ≥ 0 | Bt + γt = a}. Prove that the density of Ta,γ

with respect to the Lebesgue measure on R+ is

a√
2πt3

e
−(a−γt)2

2t .

If you solve the case γ = 0, you get 3/4 of the points.

Exercise 7. Let B be a standard Brownian motion. Justify the following stochastic differential
equation has only one solution. In which sense? What does that mean?

dXt = Xtdt+ (1− e−|Xt|)XtdBt.

Exercise 8.

(i) State the Feynman-Kac theorem.

(ii) LetB be a Brownian motion starting at 0. What partial differential equation does E
(
e
∫ T
t

B2
sds

)
satisfy? What are the boundary conditions?

Exercise 9. What stochastic differential equation does (e−tBe2t)t≥0 satisfy? What is the name of
this process?

Exercise 10. Let a be a given deterministic function. Calculate

E
(
e
∫ t
0
a(s)B2

sds
)
.

Exercise 11. Let X and Y be independent Brownian motions.
1) Assume X0 = Y0 = 0, and note Ta = inf{t ≥ 0 | Xt = a} for a > 0. Prove that Ta has the

same law as a2/N 2, where N is a standard normal variable.
2) Prove that YTa

has the same law as aC, where the Cauchy random variable C is defined
through its density with respect to the Lebesgue measure,

1

π(1 + x2)
.

3) Let (X0, Y0) = (ϵ, 0), where 0 < ϵ < 1. Note Zt = Xt + iYt. Justify that the winding number

θt =
1

2π
argZt

1



2

can be properly defined, continuously from θ0 = 0. Let T (ϵ) = inf{t ≥ 0 | |Zt| = 1}. Prove that

θT (ϵ)

log ϵ

is distributed as 1
2πC, C being a Cauchy random variable.

4) Let (X0, Y0) ̸= (0, 0) and define as previously Zt = Xt + iYt and argZt continuously from
argZ0 ∈ [0, 2π). Prove that, as t → ∞,

2 argZt

log t

law−→ C.


