Stochastic calculus, homework 3, due October 2nd.

Exercise 1.
(i) Read carefully Theorems 1.9, 1.10 and 1.11 in the lecture notes.
(ii) Let X,,n > 0, be i.i.d. real random variables such that E(X;) = 0,0 <
E(]X1|?) < co. For some parameter o > 0, let
n Xk
Sy = —.
Pl
Prove that if o > 1/2, S,, converges almost surely. What if 0 < o <1/2 7
Exercise 2. Let B be a Brownian motion.
(i) Calculate E (B,B?), E(B; | F,), E(B; | By), for t > s > 0.
(i) What is E (B2B7), still for t > s ?
(iii) What is the law of B; + Bs ? Same question for Ay By, + -+ + A\ By, (0 <
t; < -+ <tg)? What is the law of fol B.ds ?
Exercise 3. Let B be a Brownian motion.
71()%&(1);3?) as t — oo.

log(1+B?)
logt

(i) Study the convergence in probability of

(ii) What about the almost sure convergence of as t — oo?

Exercise 4. Let B be a Brownian motion, and for any ¢ € [0, 1] define
Wt = Bt - tBl‘
It is called a Brownian bridge.

(i) Prove that W is a Gaussian process and calculate its covariance.
(ii) Let 0 < t; < --+ < tx < 1. Prove that the vector (W, Wh,,..., Wy, ) has
dentity

J(xy, o) = V2mpy, (21)pey—t, (T2 — 1) -+ Poy—tyy (Th — Tho1) P11, (k)

where p;(z) = ﬁe*ﬁ/(%).

(iii) Prove that the law of (Wy,, W4, ..., Wi, ) is the same as the law of (By,, By, . .., By,)
conditionally to By = 0.

(iv) Prove that the processes (W;)o<i<1 and (Wi_;)o<i<1 have the same distribu-
tion.

Exercise 5. Let B be a Brownian motion, and for any ¢t > 0 define

t
B,
Zt:Bt_/ —éds
0 S

Prove that Z is a Gaussian process and calculate its covariance. Does this process
have a famous name?



