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We prove that under the Brownian evolution on large non-Hermitian matrices the log-determinant
converges in distribution to a 2+1 dimensional Gaussian field in the Edwards-Wilkinson regularity
class, namely it is logarithmically correlated for the parabolic distance. This dynamically extends a
seminal result by Rider and Virág about convergence to the Gaussian free field. The convergence holds
out of equilibrium for centered, i.i.d. matrix entries as an initial condition.

A remarkable aspect of the limiting field is its non-Markovianity, due to long range correlations of
the eigenvector overlaps, for which we identify the exact space-time polynomial decay.

In the proof, we obtain a quantitative, optimal relaxation at the hard edge, for a broad extension of
the Dyson Brownian motion, with a driving noise arbitrarily correlated in space.

1 Introduction ......................................................................................................................................... 1

2 Main Results. ....................................................................................................................................... 4

3 Time correlations: Proof of Theorems 2.2–2.3 ..................................................................................... 9

4 Independence of singular values ........................................................................................................... 12

5 Resolvent fluctuations from the dynamics noise................................................................................... 29

A Stieltjes transform ................................................................................................................................ 37

B Well-posedness...................................................................................................................................... 38

1 Introduction

1.1 Random matrices and logarithmically correlated fields, dimensions one and two. The eigen-
values of large random matrices exhibit universal, anomalous small fluctuations. These are log-correlated
and originate from equal superposition of randomness on all length scales. This phenomenon first appeared
in dimension one, the prominent example being Haar-distributed unitary random matrices of size N , with
eigenangles θ: If f, g are smooth with mean zero on the torus, then

∑
f(θk) and

∑
g(θk) converge with no

normalization to Gaussian random variables ℓf , ℓg as N → ∞, and

Cov(ℓf , ℓg) = − 2

π2

∫∫
f ′(θ)g′(φ) log |eiθ − eiφ|dθdφ. (1.1)

This limiting covariance was derived first by Dyson and Mehta [49]. It has then appeared for multiple
matrix models in dimension one, L-functions and high genus hyperbolic surfaces, often with techniques from
integrable systems, representation theory, mathematical physics (loop equations) and probability theory
(moments method). We refer to the end of this introduction for a partial review of this immense literature.

In dimension two, logarithmic correlations appeared much later, first in the context of time-dependent
1d spectra in Spohn [87]. Consider, for example, B a Brownian motion on N × N Hermitian matrices, or
more precisely its Ornstein-Uhlenbeck version H which has the Gaussian unitary ensemble as equilibrium,
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and the Dyson Brownian motion dynamics induced on its spectrum λ:

dHt =
dBt√
N

− 1

2
Htdt, dλk(t) =

dbk(t)√
N

+
( 1

N

∑
ℓ ̸=k

1

λk(t)− λℓ(t)
− 1

2
λk(t)

)
dt, (1.2)

where b1, . . . , bn are independent standard Brownian motions. Log-correlations for these dynamics hold in
the following sense: For any centered, smooth f supported in the bulk of the spectrum, the linear statistics
Trf(Hs) converge in distribution in the limit of large dimension, jointly in f and s, to Gaussian random
variables ℓf,s with covariance

Cov(ℓf,s, ℓg,t) =
2

π2

∫∫
f ′(x)g′(y) k((x, s), (y, t))dxdy where k(u, v) ∼

u→v
− log |u− v|. (1.3)

Here k is an explicit kernel which is smooth off the diagonal, and | · | is the Euclidean distance in R2.
The derivation of this limiting 2d log-correlated field relies on the self-adjointness of H: It makes the

eigenvalues dynamics in (1.2) autonomous, in the sense that it does not depend on the eigenvectors. Actually
the Dyson Brownian motion also coincides with Brownian motions conditioned not to intersect, so from the
Karlin-McGregor formula the spectrum (λt)t⩾0 forms a determinantal point process, which is fully integrable.

Another natural context for bidimensional random matrix theory is non-Hermitian models. The paradig-
matic example is the Ginibre ensemble, an N × N random matrix G with independent complex Gaussian
entries with covariance 12/(2N)1. The eigenvalues for this model also form a determinantal point process,
which implies the following analogue of (1.3), by Rider and Virág [81]: For smooth enough f, g supported in
the unit disk, Trf(G) and Trg(G) converges to Gaussian random variables Lf , Lg with covariance

Cov(Lf , Lg) =

∫
∇f(z) · ∇g(z)dz

4π
= − 1

8π2

∫∫
∆f(z)∆g(w) log |z − w|dzdw, (1.4)

where dz is the Lebesgue measure on C. For f = log |v− ·| we have ∆f = 2πδv in distribution, so the above
central limit theorem means distributional convergence of (log |det(G− z)|)|z|<1 to a 2d log-correlated field.

1.2 Result. The Ginibre ensemble is the stationary distribution for the non-Hermitian Ornstein-Uhlenbeck
process. At the matrix and eigenvalues level these dynamics are

dXt =
dBt√
N

− 1

2
Xtdt, dσi(t) =

dMi(t)√
N

− 1

2
σi(t)dt, (1.5)

where the entries of B are independent complex standard Brownian motions, i.e. of type 1√
2
(B1 + iB2) with

B1, B2 independent standard real Brownian motions. Here the martingales Mi are correlated, with joint
bracket d⟨Mi,Mj⟩t = Oij(t)dt, Oij = (R∗

jRi)(L
∗
jLi), where the left and right eigenvectors (Li, Ri)

N
i=1 of Xt

are a biorthogonal basis sets, normalized by LtiRj = δij . Therefore, contrary to the Hermitian setting (1.2),
the dynamics for non-Hermitian spectra fundamentally differs from the Langevin dynamics for the log-gas.
In particular the evolution is now non-autonomous, and the eigenvalues distribution is determinantal only
at equilibrium, for one fixed time. Nevertheless, our result below gives 3d-logarithmic correlations for these
non-Hermitian dynamics, now with respect to the parabolic distance

d((z, s), (w, t)) = (|z − w|2 + |t− s|)1/2. (1.6)

Theorem. Consider (1.5) at equilibrium and let f, g be smooth functions supported in the open unit disk
D. Then for any fixed s, t, as N → ∞ the linear statistics Trf(Gs)−N

∫
f
π and Trg(Gt)−N

∫
g
π converge

jointly to Gaussian random variables Lf,s, Lg,t, which are centered with covariance

E[Lf,sLg,t] =
1

16π2

∫∫
∆f(z)∆g(w)K(z, w, |t− s|)dzdw, (1.7)

K(z, w, τ) := − log
(
(1− e−τ )(1− |z|2) + |z − e−τ/2w|2

)
. (1.8)

One can easily check that the above kernel K is symmetric in z, w. Moreover it satisfies

K(z, w, t− s) ≍ − log d((z, s), (w, t))

1Here 12 denotes the 2× 2 identity matrix.
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as (z, s) → (w, t), uniformly in compact subsets of D× R.
The above theorem follows from a general decomposition theorem which allows to treat out of equilibrium

dynamics with i.i.d. initial condition, test functions overlapping the edge of the spectrum and mesoscopic
scales. We refer to Section 2 for these results. There, we will also give consequences on the space-time corre-
lations between overlaps of non-Hermitian random matrices, and the main ideas of the proof, circumventing
the lack of autonomous spectral evolution and determinantal representations.

1.3 Related literature. We conclude this introduction with more context on logarithmically correlated
fields, in random matrix theory and other settings.

In dimension one, log-correlations are now considered a core result in random matrix theory, as manifested
by the books [77, Chapter 16] and [54, Chapter 14]. Formulas similar to (1.1) hold for a multitude of matrix
models, including Wigner matrices [74] and their deformations [73], covariance matrices [8], products of
random matrices [62], band matrices [7], random graphs [47], free sums of random matrices [9]. This covari-
ance also appears in the limit of large dimension for general log-gases [66], determinantal point processes
[29], and particle systems emerging from special functions [19]. The most common techniques towards such
results are the method of moments [6, Chapter 2], Schur-Weyl duality [43], loop equations [67], transport
maps [85,11,12] and the analysis of Toeplitz determinants [65]. Moreover, in a few cases, the distributional
convergence to a logarithmically correlated field has been upgraded to pointwise convergence [20, 26]. In
completely different contexts, the covariance (1.1) was also exhibited for linear statistics related to zeros of
L-functions [25, 82] and eigenvalues of the Laplacian on random hyperbolic surfaces [84]. It is impossible to
mention all such contributions and we refer to [55] for a recent review.

In dimension two, Spohn’s original space-time fluctuations (1.3) were first proved for non-intersecting Brown-
ian motions at equilibrium [87], and then extended to arbitrary temperature on the circle, still at equilibrium
[88]. The space-time fluctuations of Dyson’s Brownian motion are now understood out of equilibrium, on
any mesoscopic scale [46,64,1]. The 2d Gaussian free field also arises in discrete setting, often in connection
with non-intersecting paths; important examples include domino tilings [68], dimer models [69,45], and many
more discrete particle systems, see e.g. [61].

Still in dimension two, but in the non-Hermitian setting, the Rider-Virág central limit theorem (1.4) is
actually more general as it allows functions overlapping the edge of the spectrum. It fully verified a pre-
diction from [53], after partial results in [79, 80] for radial or angular functions. It has been generalized in
three major directions, first to arbitrary normal random matrices, i.e. to non-quadratic confining external
potential [4, 5], then to 2d Coulomb gases at arbitrary temperature [72, 10], and finally to non-Hermitian
random matrices with arbitrary independent entries [40,39,41].

In dimension three, before (1.7) the only example connected to random matrices came from minors of
Hermitian matrices along the matrix dynamics (1.2), thanks to the method of moments [14]. The covariance
kernel of the limiting 3d Gaussian field depends on the spectral variable, the size of the submatrix, and
time. It is log-correlated for the Euclidean distance in R3. A similar 3d limiting field was then proved in
connection to representations of U(∞) [15], which is also log-correlated for the L2 norm.

By contrast, non-Hermitian dynamics present the same singular behavior as the so-called Edwards-
Wilkinson fluctuations in dimension 2+1, i.e. logarithmic correlations for the parabolic distance. The
canonical model for these fluctuations is the 2d additive stochastic heat equation [63]. Despite the conjectured
breadth of the Edwards-Wilkinson universality class, only a few models have been proved to be part of it.

In the continuous setting, the following stochastic partial differential equations have been shown to exhibit
Edwards-Wilkinson fluctuations in the weak coupling regime: the multiplicative stochastic heat equation (or
the directed polymer model in random environment) [31, 48], and the KPZ equation driven by space-time
white noise, may it be isotropic subcritical [32] or anisotropic [30]. Langevin dynamics for Liouville quantum
gravity measures also present log-correlated fluctuations for the parabolic distance [58].

In the discrete setting, fluctuations for the Ginzburg-Landau interface model were shown to converge
to a 2d additive stochastic heat equation, at equilibrium [59]. Other stochastic growth models in 2 + 1
dimensions, that belong to the anisotropic KPZ class, fluctuate like the additive stochastic heat equation,
for specific initial conditions. This was first proved through convergence to the free field at fixed time [18],
and then extended to space-time correlations [16,17].
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As described above, Edwards-Wilkinson fluctuations have been proved mostly at equilibrium or for a re-
stricted range of initial conditions. Theorem 2.2 below works out of equilibrium, for arbitrary initial random
matrix with centered i.i.d. entries. In fact, the methods we rely on should be robust enough to cover broad
classes of deterministic initial data, including the possibility of time-dependent hydrodynamic profiles. The
assumptions of centered independent entries is for convenience and it gives a particularly simple formula for
correlations of the limiting field (1.8). In the bulk of the spectrum, the local singularity of the limiting kernel
should be independent of the initial condition, only its long range behavior may change.

The obtained fluctuations for non-Hermitian dynamics raise other questions, for which some techniques
developed in this paper may apply. In view of the singularity of the covariance (1.8), it would be interesting
to develop branching methods for logarithmically-correlated fields for the parabolic distance, to understand
extreme statistics. In particular the Fyodorov-Hiary-Keating analogies [56, 57] (d = 1) and the universality
proved in [44] (any dimension) give broad classes of models with the same extreme values, in the case of
log-correlations for the Euclidean distance. Similarly, the recent convergences of random matrix statistics to
Gaussian multiplicative chaos hold with respect to the L2 distance, in dimension 1 [91,78,35] and 2 [24].

Finally, we note that there is no first principle explanation for logarithmic correlations for so many
random matrix models, despite the enormous literature on this topic in dimensions 1 and 2, and the new
occurrence in dimension 3 proved in this paper.

1.4 Acknowledgments. P. B. was supported by the NSF standard grant DMS-2054851. J. H. was
supported by NSF standard grant DMS-2331096 and career grant DMS-2337795, and the Sloan research
award.

2 Main Results.

2.1 Multi-time central limit theorems for eigenvalues. Our initial condition consists in N × N

non-Hermitian matrices X with i.i.d. complex entries, i.e. xab
d
= N−1/2χ, with χ satisfying the following

assumptions.

Assumption 2.1. The random variable χ is centered and has unit variance, i.e. Eχ = 0, E|χ|2 = 1, and we
also assume that Eχ2 = 0. Additionally, high moments of χ are finite, i.e. there exist a constants Cp > 0,
for any p ∈ N, such that

E|χ|p ⩽ Cp.

We now consider the matrix dynamics (1.5), where we remind that Bt is a matrix whose entries are i.i.d.
standard complex Brownian motions. Note that

Xt
(d)
= e−t/2X +

√
1− e−tX̃,

with X̃ being a complex Ginibre matrix independent of X. The first two moments of Xt are preserved along
the flow, and the Ginibre ensemble is the unique equilibrium for these dynamics. Denoting the eigenvalues
of Xt by {σi(t)}1⩽i⩽N , our main interest is to study the space–time correlation of the linear statistics

LN (f, t) =

N∑
i=1

f(σi(t))− E
N∑
i=1

f(σi(t)). (2.1)

Here f is a test function supported on Ω, a fixed disk with center 0 and arbitrary radius greater than 1.
Without loss of generality, by polarization, it is enough to consider real test functions f , which will be
assumed to be in the Sobolev space H2+ε

0 (Ω), for a fixed small ε > 0, which is defined as the completion of
the smooth compactly supported functions C∞

c (Ω) under the norm

∥f∥H2+ε(Ω) = ∥(1 + |ξ|)2+εf̂(ξ)∥L2(Ω),

where f̂ denotes the Fourier transform of f . Furthermore, for h defined on the boundary of the unit disk
∂D, our convention for its Fourier transform is

ĥk =
1

2π

∫ 2π

0

h(eiθ)e−iθk dθ, k ∈ Z,
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and we denote
⟨g, f⟩H1/2(∂D) =

∑
k∈Z

|k|f̂kĝk, ∥f∥2H1/2(∂D) = ⟨f, f⟩H1/2(∂Ω).

We now first state the CLT for linear statistics (2.1) with macroscopic test functions in Theorem 2.2,
and then we present the statement of the mesoscopic case separately in Theorem 2.3. Before stating these
results we introduce some useful short–hand notations. We define the averages

⟨f⟩D :=
1

π

∫
D
f(z) dz, ⟨f⟩∂D :=

1

2π

∫ 2π

0

f(eiθ) dθ.

With the notation (1.8) for the limiting covariance kernel K at equilibrium in the bulk of the spectrum, and

defining Ptf(z) =
∑

Z e
−|k| t2 f̂kz

k for the Poisson kernel, we denote

Γ(f, g, τ, κ) =
1

π2

∫
D2

∂zf(z)∂wg(w)∂z∂wK(z, w, τ) dzdw +
1

2
⟨f, Pτg⟩H1/2(∂D)

+ κe−τ
(
⟨f⟩D − ⟨f⟩∂D

)(
⟨g⟩D − ⟨g⟩∂D

)
. (2.2)

In the following main result, κ4,t is the fourth cumulant of the matrix entries after time t:

κ4,t = E|χt|4 − 2 where χt
(d)
= e−t/2χ+

√
1− e−tg,

with g a standard complex Gaussian random variable independent of χ, and χ satisfying Assumption 2.1.

Theorem 2.2 (Macroscopic CLT). Let Xt be the solution of (1.5), with X satisfying Assumption 2.1.
Consider real valued f, g ∈ H2+ε

0 (Ω). Then for any fixed s ⩽ t, LN (f, t), LN (g, s) converge jointly in
distribution to centered Gaussian random variables (L(f, t), L(g, s)) with covariance

E|L(f, t)|2 = Γ(f, f, 0, κ4,t), EL(f, t)L(g, s) = Γ(f, g, t− s, κ4,s), E|L(g, s)|2 = Γ(g, g, 0, κ4,s). (2.3)

Additionally, we have the decomposition

LN (f, t) = LN,1(f, s, t) + LN,2(f, s, t), (2.4)

with LN,1(f, s, t) depending only on Xs, and LN,1(f, s, t), LN,2(f, s, t) converging to independent Gaussian
random variables L1(f, s, t),L2(f, s, t) with

E|L1(f, s, t)|2 = Γ(f, f, 2(t− s), κ4,s), E|L2(f, s, t)|2 = Γ(f, f, 0, 0)− Γ(f, f, 2(t− s), 0). (2.5)

The above theorem and Equation (2.3) naturally extend to an arbitrary fixed number of test functions and
times. In particular (2.5) identifies the limiting distribution of the field through its increments, and indeed
the proof relies on the decomposition (2.4).

Moreover, for κ4,t = 0 and functions supported in the bulk of the spectrum one recovers the special case
(1.7) stated in the introduction. Theorem 2.2 also generalizes the static result from [40], as (2.2) gives

Γ(f, f, 0, κ4) =
1

4π

∫
D

∣∣∇f ∣∣2 dz + 1

2
∥f∥2H1/2(∂D) + κ4

∣∣∣∣ 1π
∫
D
f(z) dz − 1

2π

∫ 2π

0

f(eiθ)dθ

∣∣∣∣2
which agrees with [40, Equation (2.6)]. Note also that precise asymptotics are known for the centering term

E
∑N
i=1 f(σi(t)) in (2.1), see [40, Equation (2.8)].
We now state the mesoscopic version of Thereom 2.2. For this purpose given a function f we define its

rescaled version around a point v ∈ C as

fv,a(z) = f(Na(z − v)), a ∈ (0, 1/2). (2.6)

The following result shows that after a proper time rescaling, a universal Gaussian limiting field emerges,
with a simpler covariance structure denoted by

Γv(f, g, τ) = − 1

π2

∫
C2

∂zf(z)∂wg(w)∂z∂w log
(
τ(1− |v|2) + |z − w|2

)
dzdw. (2.7)
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Theorem 2.3 (Mesoscopic CLT). Fix T ⩾ 0, a small c > 0, |v| ⩽ 1 − c, a ∈ (0, 1/2), Ω ⊂ C an open set,
and let Xt be as above. Consider real valued f, g ∈ H2+ε

0 (Ω) and let sa = T + n−2as, ta = T + n−2at with
0 ⩽ s ⩽ t ≲ 1 fixed. Then (LN (fv,a, ta), LN (gv,a, sa)) converge jointly in distribution to centered Gaussian
random variables L(f, t), L(g, s) with covariance

E|L(f, t)|2 = Γv(f, f, 0), EL(f, t)L(g, s) = Γv(f, g, t− s), E|L(g, s)|2 = Γv(g, g, 0).

Additionally, for LN (fv,a, ta) we have decomposition and limiting increments similar to (2.4), (2.5).

Note that the covariance of the limiting field on mesoscopic scales in (2.7) does not depend on the fourth
cumulant of the entries of Xt, contrary to the macroscopic case (2.2).

Remark 2.4 (Mixing and distance to the edge). From the prefactor 1 − |v|2 in (2.7), relaxation of the
dynamics takes longer close to the edge of the spectrum. This is reminiscent of [22, (1.16)] which states that
at equilibrium individual eigenvalues exhibit diffusive scaling, with quadratic variation proportional to the
distance to the edge.

Remark 2.5 (Averaging by stereographic projection). The covariance (2.7) can be made explicit:

Γv(f, g, τ) =
1

π

∫
C2

∂zf(z)∂wg(w)qr(z − w)dzdw, qr(z) =
r

π(r + |z|2)2
, r = τ(1− |v|2).

We have qr(z)dz → δ0 as r → 0, so one recovers (1.4). Moreover qr(z)dz is the pushforward, by stereographic
projection, of the uniform probability measure on Sr (the 2-sphere with center 0 and radius r). Denoting
(Qrf)(z) =

∫
f(z − w)qr(w)dw the averaging by this stereographic kernel, Theorem 2.3 means

Cov(L(f, s), L(g, t)) =
1

π2

∫
C
∂zf(z)∂z(Qrg)(z)dz = Cov(Lf , LQrg), r = |t− s|(1− |v|2),

relating the covariance of the time-dependent limiting field in Theorem 2.3, to the static field (Lf ) from (1.4).
However, (Qr)r⩾0 is not a semigroup (Qr1+r2 ̸= Qr1Qr2), so that the limiting field (L(f, s))f,s is not

Markovian with respect to time, see Section 2.2.

Remark 2.6 (Existence of Gaussian fields). The mesoscopic covariance Γv(f, g, τ) from Theorem 2.3 can
be directly proved to be positive definite, i.e.

∑
1⩽i, j,⩽m Γv(fi, fj , |ti − tj |) ⩾ 0 for any m ⩾ 1, functions fi

and times ti. For m = 2 this follows easily from Schwarz’s and then Young’s inequality:

∥f∥2 + ∥g∥2 + 2Re⟨f,Qrg⟩ ⩾ ∥f∥2 + ∥g∥2 − 2∥f∥ · ∥Qrg∥ ⩾ ∥f∥2 + ∥g∥2 − 2∥f∥ · ∥g∥ ⩾ 0

for any f, g. For general m a Fourier-based proof will be given in Section 5.5. For (2.2), positive definiteness
follows from Theorem 2.2 but a direct proof is unclear.

Remark 2.7 (Restriction to the cylinder). In Theorem 2.2, dynamical fluctuations at the edge of the spec-
trum are characterized by a Gaussian field with covariance ⟨f, P|t−s|g⟩H1/2(∂D). Remarkably, this exact
limiting field on the cylinder ∂D×R also describes fluctuations of the unitary Brownian motion [87,88,24]:
at equilibrium when N → ∞,

Cov(Trf(UN (s)),Trg(UN (t)) → ⟨f, P|t−s|g⟩H1/2(∂D).

This dynamically extends the equality between macroscopic fluctuations of eigenvalues for unitary matrices
(the right-hand side of (1.1) is also ⟨f, g⟩H1/2(∂D)) and for the edge of the Ginibre ensemble (when the supports

of f, g overlap the boundary, the additional term 1
2 ⟨f, g⟩H1/2(∂D) needs to be added to the right-hand side of

(1.4), see [81]).

Remark 2.8 (Uniformity in the parameters). We stated Theorem 2.3 only in the bulk regime |v| < 1, however
a similar statement holds when |v| = 1 if a ⩽ ε, for some very small N–independent ε > 0. Additionally,
for the sake of clarity we stated Theorems 2.2–2.3 only for two N–independent times s, t, but the proof also
gives an analogous result for multiple, N -dependent, times.

Remark 2.9 (Coupling at equilibrium). By inspecting the proof of the main result, in the special equilibrium
case, it is possible to upgrade the weak convergence in the following sense. There exists a coupling between
the fields (LN )f,t and (L)f,t, with LN (f, t) and L(f, t) being both measurable function of (Bs)−∞<s⩽t, such
that (L)f,t is a Gaussian field with the covariance (1.7) and LN (f, t)−L(f, t) converging to 0 in probability
as N → ∞, for any fixed f, t.
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2.2 Eigenvector overlaps. The limiting field from Theorem 2.3 is non–Markovian, as stated below, a
fact due to the influence of the eigenbasis on the dynamics (1.5), as the martingales Mi have joint bracket
d⟨Mi,Mj⟩t = Oij(t)dt, where we remind that Oij = (R∗

jRi)(L
∗
jLi), with the left and right eigenvectors L,R

normalized with LtiRj = δij .

Proposition 2.10. The random field (L(f, s)) from Theorem 2.3 is not Markovian with respect to the time
variable. More precisely, denoting Σs− = σ({L(g, u), u ⩽ s, g ∈ C∞

c }) and Σs = σ({L(g, s), g ∈ C∞
c }), for

any s < t there exists f ∈ C∞
c such that

P (E [L(f, t) | Σs−] = E [L(f, t) | Σs]) < 1.

This non-Markovianity means that the limiting field keeps memory of some statistics on eigenvectors.
This is for example manifested through the following consequence of Theorem 2.3, on space-time correla-
tions between overlaps, at equilibrium: While eigenvalues of Ginibre matrices show exponential decay of
correlations in space, the overlaps exhibit polynomial (quartic) decay, even in space-time.

Corollary 2.11. Consider the dynamics (1.5) at equilibrium, |v| < 1 and some a ∈ (0, 1/2). Then for
|t− s|1/2, |σi(s)− v| and |σj(t)− v| of order N−a, we have (denoting cv = 1− |v|2)

Cov
(
Oii(s),Ojj(t)

)
∼ c2v

(cv|t− s|+ |σi(s)− σj(t)|2)2
(2.8)

in the following distributional sense: For any s̃1 < s̃2 < t̃1 < t̃2 fixed, si = N−2as̃i, ti = N−2at̃i and fv,a, gv,a
as in (2.6), for some fixed ε > 0 we have∫

[s1,s2]×[t1,t2]

E
[∑
i,j

fv,a(σi(s))gv,a(σj(t))
(Oii(s)

N
− cv

)(Ojj(t)

N
− cv

)]
dsdt

=

∫
[s1,s2]×[t1,t2]

∫
C2

fv,a(z)gv,a(w)
c2v

(cv|t− s|+ |z − w|2)2
dzdw

π2
dsdt+O(N−4a−ε).

(2.9)

For the relevant application of the above result, f, g are nonnegative with disjoint supports, so that the
integral on the right-hand side is ≳ N−4a: The above corollary identifies the asymptotics of correlations in
distributional sense on any mesoscopic scale.

Remark 2.12 (Coherence with static correlations). For the Ginibre ensemble, pointwise correlations of
eigenvector overlaps are known: From [22, Equation (1.12)], when z1, z2 are in the bulk of the spectrum at
distance of order N−a (a ∈ (0, 1/2)), we have

E (O11O22 | σ1 = z1, σ2 = z2) = N2cz1cz2

(
1 +

1

N2|z1 − z2|4

)(
1 + O(N−2a+ε)

)
,

and by mimicking the proof of [22, Equation (1.9)] we also have E (O11 | σ1 = z1, σ2 = z2) = Ncz1
(
1 + O(N−1+ε)

)
.

Both equations together give

E ((O11 −Ncz1)(O22 −Ncz1) | σ1 = z1, σ2 = z2) =
cz1cz2

|z1 − z2|4
+O(N2−2a),

which agrees with (2.8) when s = t (at least for a > 1/3, which implies |z1 − z2|−4 ≫ N2−2a).

Remark 2.13 (Microscopic separation of eigenvalues). In the Ginibre case, [22] also provides correlation
asymptotics when σ1 − σ2 ≍ N−1/2. It remains an interesting problem to understand the joint distribution
of overlaps in the more general dynamical situation, when d((σ1, s), (σ2, t)) ≍ N−1/2.

2.3 Proof ideas. The starting point of the analysis of our non-Hermitian ensembles is Girko’s Hermiti-
zation method, in a time-dependent setting, which allows to decompose the linear statistics LN (f, t) as a
sum from submicroscopic, microscopic, and mesoscopic scales (see Equation (3.5)) for a family of Hermitian
spectra. In the static case, the submicroscopic contributions have been known to be negligible since seminal
lower bounds on smallest singular values (see e.g. [89]), and these estimates apply equally to our dynamical
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setting. In the static case, only recently the fluctuations from the microscopic and mesoscopic scales have
been evaluated in [40], which is an important inspiration for our work.

Compared to [40], to treat dynamics the novelties of our proofs are first technical on the microscopic scale,
with a very general statement on independence of small singular values (Theorem 4.1), and then conceptual
on the mesoscopic scale, with direct emergence of the limiting Gaussian field L(f, t) from the noise in the
Dyson Brownian motion (Section 5).

To handle microscopic scales, [40] proved that the smallest singular values of Hermitized matrices correspond-
ing to distant spectral points are independent, by technically difficult variants of the dynamical method [71].
Theorem 4.1 proves that this independence holds in much greater generality, under the assumptions of some
weak local law instead of rigidity of the particles, and natural bounds on eigenvector overlaps, which are
model-dependent and follow in our case from important estimates in [40]. This theorem could be applied
to a wide range of non-Hermitian models with non-trivial mean and a variance profile, or directed graphs.
Furthermore, this method has potential to apply to many problems involving eigenvalues statistics close to
an hard edge.

Like [40], our proof of this independence of singular values proceeds by dynamics, but it is considerably
shorter and more direct. In particular, [40] built on relaxation of the Dyson Brownian motion at the hard
edge proved in [36]. With a different method, our main relaxation result (Proposition 4.5) improves on this
local ergodicity from [36] in two directions:

(1) It initiates the study of a natural extension of the Dyson Brownian motion, as it covers relaxation for
arbitrary, correlated martingales driving individual particles, see (4.5) and the minimal assumption (4.7).

(2) It provides the optimal, submicroscopic error estimates (up to subpolynomial terms). In particular (s1
and s′1 are the particle closest to the hard edge)

|s1(t)− s′1(t)| ⩽
1

N ·
√
Nt

,

for any s(0), s′(0) satisfying a weak local law and s(t), s′(t) following the extended Dyson Brownian
Motion dynamics.

A key tool for the above relaxation estimate is an observable introduced in [21]. However the proof
of (2) is considerably simpler than the optimal relaxation of the eigenvalue gaps in [21], as it bypasses a
decomposition into short and long range interactions that has been customary in the dynamics approach
[52,27,71], and does not require any maximum principle.

Regarding mesoscopic scales, our method is also fully dynamical by generating space-time correlations of
linear statistics from a family of coupled dynamics on resolvents, while [40] proceeded by cumulant expan-
sions. In our proof, Gaussianity of the limiting fluctuations easily follows from an explicit writing of the
fluctuations as stochastic integrals, with highly concentrated integrands, see Proposition 5.1. In particular,
we unveil the (space–time) logarithmic correlation of the linear statistics as the cumulative effect of the
Brownian dynamics (1.5). For any s < t, this is achieved by splitting the randomness of Xt into two parts: i)
the randomness of Xs, and ii) the fresh randomness introduced by dB to go from Xs to Xt. More precisely,
for any ηr > 0 such that ηt = N−1 we decompose

log
∣∣det(Xt − w)

∣∣ ≈ 1

2
log det

[
|Xt − w|2 +N−1

]
=

1

2
log det

[
|Xs − w|2 + η2s

]
+

1

2

∫ t

s

d
(
log det

[
|Xr − w|2 + η2r

])
.

For a specific choice ηs ≈ N−1 + (t − s), the above integral becomes purely stochastic (see Proposition 5.1
for more details), so that we reduced the correlations at different times to correlations at the same time but
at different spectral parameters:

Cov
[
log
∣∣det(Xt − w)

∣∣, log ∣∣det(Xs − z)|
]
≈ Cov

[
1

2
log det

[
|Xs − w|2 + η2s

]
,
1

2
log det

[
|Xs − z|2 +N−1

]]
≈ − log d

(
(z, s), (w, t)

)
,
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with d
(
(z, s), (w, t)

)
being defined in (1.6); see (5.10)–(5.12) for detailed calculations giving rise to this

parabolic distance.
The method of characteristics is a powerful technique to characterize fluctuations of the spectrum of ran-

dom matrices. We refer for example to [64, Section 4] for its application to β-ensembles and to [70, Section
7] for Wigner matrices. In this work, we extend its scope to fluctuations in the context of time-dependent
and non-Hermitian ensembles, identifying correlation at different times as correlation for the same matrix
but at different spectral parameters.

A surprising aspect of Theorems 2.2–2.3 is the remarkably simple limiting space-time logarithmic correla-
tion, despite its emergence from the superposition of the complicated covariances from a family of resolvents
(from the Hermitization). This simplicity can be interpreted, in Corollary 2.11, as a statement on space-time
correlations between eigenvector overlaps. Indeed Equation (2.9) follows from the combination of Theorem
2.3 and the non-Hermitian dynamics (1.5), at equilibrium. Out of equilibrium, such a quartic decay of cor-
relations seems out of reach: To exhibit overlaps at two distinct times, we need to consider not only forward
but also backward dynamics, which are tractable only at equilibrium (see Subsection 5.3).

Finally, we note that in a recent breakthrough [75], universality for non-Hermitian matrices on the finer
local scale was obtained through partial Schur transform and supersymmetry. It is unclear whether these
methods may apply to multi-time fluctuations as treated in our work.

2.4 Outline. The rest of the paper is organized as follows: In Section 3 we prove our main results Theo-
rems 2.2–2.3. In Section 4 we present a simple, self–contained, decorrelation argument for the small singular
values of X − z1, X − z2 when z1, z2 are sufficiently far away from each other (i.e. |z1 − z2| ≫ N−1/2).
Finally, in Section 5 we analyze the resolvent in Girko’s formula along the stochastic advection equation,
which enables us to identify the Gaussian randomness of the linear statistics as the result of time increments.

2.5 Notations. For two quantities X and Y depending on N , we write that X = O(Y ) or X ≲ Y if
there exists some universal constant C > 0 such that |X| ⩽ CY . We write X = o(Y ), or X ≪ Y if the
ratio |X|/Y → ∞ as N goes to infinity. We write X ≍ Y if there exists a universal constant C > 0 such
that Y/C ⩽ |X| ⩽ CY . We denote Ja, bK = [a, b] ∩ Z and JnK = J1, nK. Furthermore, for a matrix Cd×d we
denote its normalized trace by ⟨A⟩ := d−1Tr[A]. Because of the Hermitization, in this paper d = 2N .

Finally, we will write that a sequence of events (AN )N⩾1 holds with very high probability if for any fixed
D > 0 there is a C > 0 such that P(AN ) ⩾ 1− CN−D for all N ⩾ 1.

3 Time correlations: Proof of Theorems 2.2–2.3

To make our presentation simpler, from now on we only consider random matrices X whose entries χ have
a probability density g satisfying

g ∈ L1+α(C), ∥g∥L1+α(C) ⩽ Nβ , (3.1)

for some α, β > 0. If X does not satisfy this assumption, then, relying on [90, Theorem 23], we show that
the distribution of the linear statistics of X is close to the one of X + N−γXGin, for any large γ > 0 and
XGin being a complex Ginibre matrix independent of X. Then it is easy to see that the entries of this new
matrices satisfy (3.1).

To analyze the linear statistics (2.1) we rely on Girko’s formula (cf. [60, 90]):

∑
σ∈Spec(X)

f(σ) =
i

4π

∫
C
∆f(z)

∫ ∞

0

Tr
[
Gz(iη)

]
dηdz. (3.2)

Here Gz denotes the resolvent Gz(iη) := (W − Z − iη)−1, with W being the Hermitization of X:

W :=

(
0 X
X∗ 0

)
, Z :=

(
0 z
z 0

)
. (3.3)
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We will use Girko’s formula for the eigenvalues of Xt, with Xt being the solution of the flow (1.5) with
initial condition X. By Wt we denote the Hermitization of Xt defined as in (3.3) with X replaced by Xt,
and by Gzt (iη) we denote its resolvent. Note that the spectrum of Wt −Z is symmetric with respect to zero
as a consequence of its 2 × 2 block structure (chiral symmetry). We denote the eigenvalues of Wt − Z by
{λz±i(t)}i∈[n], with λ

z
−i(t) = −λzi (t), and denote the corresponding eigenvectors by wz

±i(t). As a consequence
of the chiral symmetry, the eigenvectors of Wt − Z are of the form

wz
±i(t) =

(
uzi (t)
±vzi (t)

)
, (3.4)

with uzi (t), v
z
i (t) being the left and right singular vectors of Xt − z, respectively.

The remainder of this section is divided into several subsections: in Section 3.1 we divide the η–integral
in (3.2) into three main regimes, since each one of these regimes will be analyzed using very different
techniques, then in Sections 3.2–3.4 we deal with these regimes one by one. Finally, in Section 3.5 we put
all these together and conclude the proof of Theorems 2.2–2.3.

3.1 Decomposition in three terms. We split the analysis of Girko’s formula into several regimes (cf.
[40, Equation (3.10)])

N∑
i=1

fv,a(σi(t))− E
N∑
i=1

fv,a(σi(t)) =
1

4π

∫
C
∆f(z)

[
| log det(Hz

t − iT )| − E| log det(Hz
t − iT )|

]
dz

− 1

4πi

∫
C
∆fv,a(z)

(∫ η0

0

+

∫ ηc

η0

+

∫ T

ηc

)
Tr
[
Gzt (iη)− EGzt (iη)

]
dηdz

=: JT (fv,a, t) + Iη00 (fv,a, t) + Iηcη0 (fv,a, t) + ITηc(fv,a, t), (3.5)

with η0 = N−1−δ0 , ηc = N−1+δ1 , for some δ0, δ1 > 0. In order to keep the notation for the proof of the
macroscopic and mesoscopic CLT unified, with a slight abuse of notation, here we use the convention that
fv,a = f when a = 0.

The integral JT can be easily seen to be negligible (see e.g. the proof of [37, Lemma 3] and [3, Theorem
2.3]). Next, we show that the very small η–regime Iη00 is negligible using smoothing inequalities for the
smallest singular value of X − z (see Section 3.2). The regime Iηcη0 will also be negligible (see Section 3.3),
for this term we will rely on the asymptotical independence of the small singular values of Xt − z1, Xt − z2
for z1, z2 sufficiently away from each other. Finally, we will compute high moments of ITηc showing that this
is the regime where the order one contribution to the lhs. of (3.5) comes from (see Section 3.4).

3.2 Submicroscopic scale. By the lower tail estimate for the smallest singular value of X − z from
[89, Theorem 3.2] (see also [38, Equation (4a)]), we readily conclude that the contribution of this regime is
negligible. In particular, we have (cf. [40, Lemma 4.4])

E|Iη00 (fv,a, t)| ⩽ N−c, (3.6)

uniformly in t ≲ 1, for some small fixed constant c > 0.

3.3 Microscopic scale. In this section we show that the contribution of the regime Iηcη0 to the lhs. of
(3.5) is also negligible in a second moment sense:

Proposition 3.1. There exists a small constant ε > 0 such that for δ0 and δ1 small enough, and any t ≲ 1,
we have

E|Iηcη0 (fv,a, t)|
2 ⩽ N−ε. (3.7)

Note that (3.7) also implies EIηcη0 (fv,a, t)I
ηc
η0 (fv,a, s) ⩽ N−ε, for any s ⩽ t, by a simple Schwarz inequality.

The main input to prove Proposition 3.1 is the following independence of resolvents. A similar statement was
obtained in [40, Proposition 3.5]. In Section 4 we will give an independent proof, which covers broad classes
of initial conditions, and proceeds through a new, simple and quantitative proof of hard edge universality in
random matrix theory.

10



Proposition 3.2. For fixed c, ωp > 0, let δ0, δ1 be small enough constants. Then uniformly in |zl| ⩽ 1− c,
|z1 − z2| ⩾ N−1/2+ωp , and η1, η2 ∈ [N−1−δ0 , N−1+δ1 ], we have2

E⟨Gz1t (iη1)⟩⟨Gz2t (iη2)⟩ = E⟨Gz1t (iη1)⟩E⟨Gz2t (iη2)⟩+O
(
N−ε) . (3.8)

Proof of Proposition 3.1. This is straightforward by expanding the square in E|Iηcη0 (fv,a, t)|
2, using (3.8) and∫

|∆f | ≲ 1 (see the proof of [40, Lemma 4.4]).

3.4 Mesoscopic scales. In this section we show that the regime ITηc is the one that gives the order one
leading contribution to (3.5).

Proposition 3.3. Fix T ⩾ 0, and denote by Πp the set of pairings3 on [p]. Then, there exists c = c(p) > 0
such that, for ti,a := T +N−2ati, we have

E
∏
i∈[p]

ITηc(f
(i)
v,a, ti,a) =

∑
P∈Πp

∏
{i,j}∈P

EITηc(f
(i)
v,a, ti,a)I

T
ηc(f

(j)
v,a, tj,a) + O(N−c). (3.9)

Furthermore, we have

EITηc(f
(i)
v,a, ti,a)I

T
ηc(f

(j)
v,a, tj,a) = Γ(f (i), f (j), |ti − tj |, κ4,ti∧tj ) + O(N−c), (3.10)

with Γ(f, g, τ, κ4,t) from (2.2) for a = 0; if a ∈ (0, 1/2) we have the same result with Γ(f, g, τ, κ4,t) replaced
by Γv(f, g, τ) from (2.7). Additionally, for any ta > 0 and any 0 ⩽ sa < ta, we have the decomposition

ITηc(fv,a, ta) =: I1(fv,a, sa, ta) + I2(fv,a, sa, ta), (3.11)

with I1 depending only on Xs, EI1(f, s, t)I2(f, s, t) = O(N−c), and

E|I1|2 = Γ(f, f, 2(t−s), κ4,t)+O(N−c), E|I2|2 = Γ(f, f, 0, 0)−Γ(f, f, 2(t−s), κ4,s)+O(N−c), (3.12)

for some small fixed c > 0. If a ∈ (0, 1/2) we have the same result with Γ(f, g, τ, κ4,t) replaced by Γ(f, g, τ)
from (2.7).

Finally, in the next section we combine (3.6) with Propositions 3.1 and 3.3, to conclude Theorems 2.2–2.3.

3.5 Proof of Theorems 2.2–2.3. Using that JT from (3.5) is negligible (see e.g. the proof of [37, Lemma
3] and [3, Theorem 2.3]) and the a priori bounds∣∣Iη00 (f (i)v,a, ti,a)

∣∣+ ∣∣Iηcη0 (f (i)v,a, ti,a)∣∣+ ∣∣ITηc(f (i)v,a, ti,a)∣∣ ⩽ Nξ

with very high probability for any small ξ > 0 (see [40, Equation (4.4)] and [41, Equation (4.5)], for the
macroscopic and mesoscopic case, respectively), we find that

E
∏
i∈[p]

LN (f (i)v,a, ti,a) = E
∏
i∈[p]

[
Iη00 (f (i)v,a, ti,a) + Iηcη0 (f

(i)
v,a, ti,a) + ITηc(f

(i)
v,a, ti,a)

]
+O(N−c). (3.13)

Then by (3.6) and (3.7) we find out that the only order one contribution to the lhs. of (3.13) comes from
the large η regime, i.e. we have

E
∏
i∈[p]

LN (f (i)v,a, ti,a) = E
∏
i∈[p]

ITηc(f
(i)
v,a, ti,a) + O(N−c). (3.14)

Finally, Theorem 2.2 readily follows by Proposition 3.3 together with (3.14).

2We state this result for only two different z’s for simplicity, but a similar result holds for any finite product of resolvents
such that mini ̸=j |zi − zj | ≫ N−1/2.

3Note that Πp = ∅ if p is odd.
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4 Independence of singular values

In this section we will make use of the notation ω∗ ≪ ω∗ to denote that ω∗ ⩽ ω∗/10, for any two constants
ω∗, ω

∗. Our main error parameter will be polynomial in N and denoted by

φ = Nν , (4.1)

for some fixed (small) constant ν > 0. All other small parameters appearing in this section will satisfy

ν, ω ≪ ωt ≪ ωK ≪ ω̃.

Below is their meaning and where they are introduced:

– ν. The local law holds on scale φ/N (Equation (4.2)).

– ω. The submicroscopic error in independence of singular values is N−1−ω (Equation (4.4)).

– ωt. This approximate independence occurs after time at least N−1+ωt (Equation (4.4)).

– ωK . The eigenvector products are small for spectral indices k ⩽ NωK (Equation (4.3)).

– ω̃. These eigenvector products are of size at most N−ω̃ (Equation (4.3)).

4.1 Main statement. The main result of this section is the following general statement about asymptotic
independence of small singular values. It will imply Proposition 3.2.

Theorem 4.1. Let X be a N×N matrix with complex entries, and consider the singular values λzi of X−z,
for z ∈ I := {z1, . . . , zq}, q fixed, z1, . . . , zq ∈ C possibly N -dependent.

Assume the following local law on scale φ/N holds. There is a c > 0 and N0 such that for any N ⩾ N0

and z ∈ I there exists s = sz, the Stieltjes transform of a deterministic probability measure σ = σz, such
that c ⩽ |Im s(w)| ⩽ c−1, |s(w)|+ |s′(w)| ⩽ c−1 for all |w| ⩽ c, and such that for any Imw ⩾ φ/N , |w| ⩽ c
we have ∣∣∣∣∣

N∑
i=1

1

λzi − w
− sz(w)

∣∣∣∣∣ ⩽ 1√
N Imw

. (4.2)

Let Xt be the solution of (1.5), and for z ∈ I denote the singular values of Xt−z by λzi (t). Let u
z
i (t),v

z
i (t)

be the left and right singular vectors of Xt − z, respectively, and assume that there exists ωK ≪ ω̃ such that
for any z, w distinct in I and D > 0 we have

P
(∣∣⟨uzi (t),uwj (t)⟩∣∣+ ∣∣⟨vzi (t),vwj (t)⟩∣∣ ⩽ N−ω̃, ∀ 1 ⩽ i, j ⩽ NωK and t ∈ [0, T ]

)
⩾ 1−N−D, (4.3)

for a fixed T > 0. Let (X(p))1⩽p⩽q be independent Ginibre matrices evolving along (1.5), and denote the

singular values of X(p) by µ
(p)
i (t). Then there exists a coupling and constants ω ≪ ωt ≪ ωK so that for any

zp ∈ I we have

P
(∣∣ρt(0)λzpi (t)− ρ(t)sc (0)µ

(p)
i (t)

∣∣ ⩽ N−1−ω, ∀1 ⩽ i ⩽ Nω and t ∈ [N−1+ωt , T ]
)
⩾ 1−N−D. (4.4)

Here ρt (resp. ρ
(t)
sc ) is the density of σzp ⊞µ

(t)
sc (resp. µ

(1)
sc ⊞µ

(t)
sc ) (see the discussion in Section 4.4 for these

notations for measures and their free convolutions).

As a consequence of our general Theorem 4.1 we readily conclude the proof of Proposition 3.2.

Proof of Proposition 3.2. By a standard application of a Green’s function comparison (GFT) argument, it
is enough to prove (3.8) for matrices with an additional Gaussian component of size

√
t, with t ⩽ N−1/2−ε,

for any small fixed ε > 0 (see e.g. [40, Lemma 7.5]). We will thus prove (3.8) for matrices having a Gaussian
component of size

√
T , with T = N−1+ωt , for some fixed small ωt > 0.

For |z1 − z2| ⩾ N−1/2+ωp , by [41, Theorem 3.1], there exist ω̃, ωK such that (4.3) is satisfied for a
fixed time. To show the bound (4.3) uniformly in time it is enough to use a standard grid argument as a
consequence of the fact that the bound on eigenvectors is inherited by a bound on product of resolvents
(see e.g. the proof of [40, Lemma 7.9]) which is Hölder in time. Additionally, the single resolvent local law
[39, Theorem 3.1] implies (4.2). This shows that the assumptions of Theorem 4.1 are satisfied, and (4.4)
holds. Given (4.4) as an input (cf. [40, Lemma 7.6–7.7]), using rigidity (cf. [40, Proposition 7.3]), the proof
of (3.8) is completely analogous to the proof of [40, Proposition 7.2] and so omitted.
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4.2 Reduction to invariance and relaxation. We consider coupled processes si(t), ri(t) defined by

dsi(t) =
1√
2N

dbsi (t) +
1

2N

∑
j ̸=i

1

si(t)− sj(t)
dt, (4.5)

dri(t) =
1√
2N

dbri (t) +
1

2N

∑
j ̸=i

1

ri(t)− rj(t)
dt, (4.6)

where 1 ⩽ |i| ⩽ N and s(0) = (si(0))1⩽|i|⩽N , r(0) = (ri(0))1⩽|i|⩽N are such that s−i(0) = −si(0), r−i(0) =
ri(0) for 1 ⩽ i ⩽ N .

In this section, the continuous martingales bsi (t) and bri (t) are realized on a common probability space
with a common filtration Ft. They do not need to be Brownian motions. They always satisfy the symmetry
bs−i(t) = −bsi (t), br−i(t) = −bri (t), and the quadratic variation bound

d⟨bi⟩t/dt ⩽ 1 a.e. (4.7)

(as a non-decreasing function ⟨bi⟩t is differentiable almost everywhere) where bi = bsi or b
r
i . Under these sole

assumptions, existence and strong uniqueness hold for (4.5) and (4.6), see Proposition B.1.

We will consider the following additional hypothesis for these martingales.

Assumption 4.2 (Vanishing correlations close to the origin). For fixed parameters 0 < ωK ≪ ω̃, K = NωK

we have ∣∣∣∣ ddt ⟨bsi − bri ⟩t
∣∣∣∣ ⩽ N−ω̃1|i|,|j|⩽K + 4(1− 1|i|,|j|⩽K).

We denote the empirical particle density of the initial data s as µ0 = 1
2N

∑
1⩽|i|⩽N δsi(0), and it Stieltjes

transform by m0(z)
4. We assume that µ0 is regular in the following sense.

Assumption 4.3 ((ν,G)-regularity). Fix ν ∈ (0, 1], G > 0. Let µ̃ be a probability measure with Stieltjes
transform m̃ satisfying, for some fixed C > 0,

|m̃(z)|, |m̃′(z)| ⩽ C, C−1 ⩽ Im[m̃(z)] ⩽ C for all |z| ⩽ G. (4.8)

We say that µ is (ν,G)-regular if, for such a µ̃, its Stieltjes transform m satisfies

|m(z)− m̃(z)| ⩽ φ√
N Im[z]

for any |z| ⩽ G with Im[z] ⩾ φ
N . (4.9)

Remark 4.4. For our later use, we may deal with the case that |m̃0(z)|, |m̃′
0(z)| may grow with N or

Im[m̃0(z)] may vanishes slowly with N , namely

|m̃0(z)|, |m̃′
0(z)| ⩽ No(1), Im[m̃0(z)] ⩾ N− o(1).

It is not too hard to see that our argument also extends to this case, as long as we take time t longer enough,
to compensate the effect of the error No(1). We omit the details to keep the presentation simpler.

Theorem 4.1 will readily follow from the following invariance and relaxation statements.

Proposition 4.5 (Invariance). Let the processes s(t), r(t) be solutions of the stochastic differential equations
(4.5) and (4.6). Assume that the driving continuous martingales satisfy Assumption 4.2. Additionally assume
that the initial data s(0) = r(0) satisfies (ν,G)-regularity in the sense of Assumption 4.3.

Then, for any choice of small constants ν, ω ≪ ωt ≪ ωK ≪ ω̃ and t = N−1+ωt , with very high probability

|si(tf )− ri(tf )| ⩽ N−1−ω, for all |i| ⩽ Nω.

4Within this section we use m(z) to denote the Stieljes transforms of a measure µ. Instead, we point out that in Theorem 4.1
we used sz(w) to denote the Stieltjes transform of limiting distribution of the singular values of X − z.

13



Proposition 4.6 (Relaxation). Let the processes s(t), s′(t) both satisfy the stochastic differential equation
(4.5), with different initial data and the same driving processes bi, which are arbitrary continuous martingales
(satisfying (4.7)) and s(0), s′(0) are (ν,G)-regular around µ̃0, µ̃

′
0 in the sense of Assumption 4.3. Then for

any ε > 0 and t ⩾ N−1+ωt with ωt ≫ ν, for any |i| ⩽ N , with very high probability one has

|ρ̃t(0)si(t)− ρ̃′t(0)s
′
i(t)| ⩽ Nε · |i|

N
·
(

1√
Nt

+max(
|i|
N
, t)

)
, (4.10)

where ρ̃t (resp. ρ̃
′
t) is the density of µ̃0 ⊞ µ

(t)
sc (resp. µ̃′

0 ⊞ µ
(t)
sc ) (see the discussion in Section 4.4).

Remark 4.7. When the bi’s are independent, Proposition 4.6 follows by [36]. We will give a different,
shorter proof, which also covers correlated, general continuous martingales with d⟨bi⟩t/dt ⩽ 1.

Proof of Theorem 4.1. We first prove that (4.4) holds for any t ∈ [N−1+ωt , 2N−1+ωt ] for some ω, ωt > 0.
Consider the matrix flow

dXs =
dBs√
N
, X0 = Y, (4.11)

with Y = (1− t)1/2X and X being an i.i.d. matrix satisfying Assumption 2.1. Fix zl, for l = 1, 2, and denote
the Hermitization of Xs−zl by Hzl

s . Then (4.11) induces the following flow on the eigenvalues xzli (s) of H
zl
s :

dxzli (s) =
dbzli (t)√

2N
+

1

2N

∑
j ̸=i

1

xzli (s)− xzlj (s)
ds, (4.12)

with bzl−i(s) = −bzli (s). Let wzl
i (s) be the eigenvectors of Hzl(s) (they have the form (3.4)), then, for

1 ⩽ i, j ⩽ N , we have

d

ds
⟨bzli , b

zl
j ⟩s = δij ,

d

ds
⟨bz1i , b

z2
j ⟩s = 4Re

[
⟨uz1i (s),uz2j (s)⟩⟨vz2j (s),vz1i (s)⟩

]
.

Then, by (4.3), it follows that

d

ds
⟨bz1i , b

z2
j ⟩s ⩽ N−2ω̃, 1 ⩽ i, j ⩽ NωK ,

with very high probability. This shows that {bz1i }, {bz2i } satisfy Assumption 4.2. Additionally, by [39,
Theorem 3.1] we readily see that the initial condition of (4.11) satisfies Assumption 4.3. We can thus apply
Propositions 4.5–4.6 to see that∣∣ρ̃t(0)xzli (t)− ρ(t)sc (0)y

(l)
i (t)

∣∣ ⩽ N−1−ω, |i| ⩽ Nω,

with very high probability. Here y
(l)
i (t), with l = 1, 2, are two fully independent processes, with y

(l)
i (t) the

eigenvalues of the Hermitization of a Ginibre matrix, satisfying (4.12) with bzli (t) being replaced by β
(l)
i ,

where β
(1)
i , β

(2)
i are a family of 2N i.i.d. standard real Brownian motions.

The transfer from this estimate on the (signed) eigenvalues (xi, yi) to the singular values (λi, µi) is
elementary.

Finally, for t up to T , the same reasoning applies after changing the initial condition and time to t0 =
t − N−1+ωt and running the dynamics on [t0, t] (the local law (4.2) is satisfied at time t0 with very high
probability, see Proposition 4.13).

4.3 Proof of Proposition 4.5We interpolate the two processes in (4.5) and (4.6), by letting 0 ⩽ α ⩽ 1,

dxi(t, α) =
αdbsi (t) + (1− α)dbri (t)√

2N
+

1

2N

∑
j ̸=i

1

xi(t, α)− xj(t, α)
dt, 1 ⩽ |i| ⩽ N, (4.13)

where xi(0, α) = si.We remark that for α = 1 we have xi(t, α) = si(t), and for α = 0 we have xi(t, α) = ri(t).
The following lemma gives some estimates of {xi(t, α)}, which will be used repeatedly in the rest of this

section. We defer its proof in Section 4.4, after the statement of the local law, Proposition 4.13.
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Lemma 4.8. Adopt the assumptions in Proposition 4.5, and fix a time T = φ−2. With very high probability
there exists a small constant5 cG > 0 such that uniformly for 0 ⩽ t ⩽ T, we have

cG
|i− j|
N

⩽ |xi(t, α)− xj(t, α)| ⩽
|i− j|
cGN

, |i− j| ⩾ φ10, |i|, |j| ⩽ cGN, (4.14)

|xi(t, α)− xi(0, α)| ⩽ φ3

(
t+

1

N

)
, |i| ⩽ cGN. (4.15)

If we take derivative with respect to α on both sides of (4.13), we obtain the tangential equation for
ui(t, α) = ∂αxi(t, α) (see [71]), which is given by

dui(t, α) = dξi(t)−
∑
j ̸=i

ci,j(t) (ui(t, α)− uj(t, α))dt,

ξi(t) : =
dbsi (t)− dbri (t)√

2N
,

cij(t) : =
1

2N(xi(t, α)− xj(t, α))2
,

(4.16)

where ui(0, α) = 0 for all 1 ⩽ |i| ⩽ N . The key for the proof of Proposition 4.5 is the following lemma.

Lemma 4.9. Under the assumptions from Proposition 4.5, for any |i| ⩽ Nω and α ∈ [0, 1], with very high
probability we have |ui(tf , α)| ⩽ N−1−ω.

To prove Lemma 4.9, we define the operator B = B(t) through

(Bv)i = −
∑
j ̸=i

cij(t)(vi − vj)

and we first study the linear differential equation

d

dt
vi(t) = (Bv(t))i, 1 ⩽ |i| ⩽ N. (4.17)

We need to further introduce the long range and short range operators. Take c < cG/2. Denoting
IL = {(i, j) : |i− j| ⩾ ℓ,min{|i|, |j|} ⩽ cN}, and IS = {(i, j) : i ̸= j} \ IL, let

(Sv)i = −
∑

(i,j)∈IS

cij(t)(vi − vj), (Lv)i = −
∑

(i,j)∈IL

cij(t)(vi − vj). (4.18)

In this definition, we choose the dynamics cutoff parameter

ℓ = Nωℓ , ωt ≪ ωℓ < ωK .

In particular ωℓ > 10ν, so thanks to Lemma 4.8, for any (i, j) ∈ IL we have

|cij(t)| ⩽
N

cG|i− j|2
. (4.19)

With ξ defined in (4.16), we consider the following evolution using the short range operator S,

dw = Sw + dξ, w(0) = 0. (4.20)

Lemma 4.10. There exists a constant c > 0 such that for any 0 ⩽ t ⩽ 1, with probability 1− e−c(logN)2 we
have

∥w(t)∥∞ ⩽ (logN)2
√

t

N
.

Moreover, this estimate holds for any choice of ℓ, in particular when S is replaced by B in (4.20).

5In this section the small constant cG may vary from line to line but only depends on G from the (ν,G)-regularity assumption.
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Proof. Let q = 2p with p ∈ N∗ and f(t) = E[
∑

|k|⩽N wk(t)
q]. From Itô’s lemma and (4.20) we have

f ′(t) = −q
2

∑
(i,j)∈IS

E[ci,j(wi − wj)(w
q−1
i − wq−1

j )] +
∑
|i|⩽N

q(q − 1)

2
E
[
wi(t)

q−2 d⟨ξi⟩t
dt

]
.

The first term on the right-hand side is non-positive, and the second one is bounded thanks to d⟨ξi⟩t/dt ≲
N−1 and repeated Hölder’s inequalities:

E

 ∑
|i|⩽N

wi(t)
q−2

 ⩽ 2NE

( 1

2N

∑
|i|⩽N

wi(t)
q
) q−2

q

 ⩽ 2NE

 1

2N

∑
|i|⩽N

wi(t)
q


q−2
q

= (2N)
2
q f(t)

q−2
q .

We have obtained f ′(t) ⩽ p(2p−1)(2N)1/p

N f(t)
p−1
p so with Grönwall’s inequality

E[∥w(t)∥2p∞] ⩽ f(t) ⩽ 2N · (2p− 1)p ·
(
t

N

)p
.

The conclusion follows easily by Markov’s inequality.

Denote the propagator for (4.17) U = U(s, t, α) (s ⩽ t), i.e. vi(t) =
∑
j Uij(s, t, α)vj(s). The propagator

preserves the sign (Uij ⩾ 0) and the mass (
∑
j Uij = 1). The difference of (4.16) and (4.20) gives d(u−w) =

B(u−w) + Lw so that, with Duhamel’s formula,

u(t) = w(t) +

∫ t

0

U(s, t, α)L(s)w(s)ds. (4.21)

For any |i| ⩽ N , thanks to Lemma 4.10, we conclude∑
j

Uij(s, t)(L(s)w(s))j ⩽
∑
j

Uij(s, t)
∑

|j−k|⩾ℓ

CN

|j − k|2
|wk(s)| ⩽

∑
j

Uij(s, t)
∑

|j−k|⩾ℓ

CN

|j − k|2
∥w(s)∥∞

⩽
∑
j

Uij(s, t)
CN

ℓ
∥w(s)∥∞ ⩽

CN

ℓ
∥w(s)∥∞ ⩽

CN(logN)2
√
Ns

ℓ
,

(4.22)

with probability 1−O(N−D) for any fixed s, where C does not depend on s. In the first inequality we used
(4.19); in the second line we bound |wk(s)| by ∥w(s)∥∞; in the last line we first sum over k, then sum over
j, and also used Lemma 4.10.

Plugging (4.22) into (4.21) we obtain that with probability 1−O(N−D) we have

u(t) = w(t) + O

(∫ t

0

C(logN)2
√
Ns

ℓ
ds

)
= w(t) + O

(
(logN)2

√
Nt3

ℓ

)
= w(t) + O

(
N−1−ω) , (4.23)

provided that ℓ ≫ (logN)2N3ωt/2+ω. Note that the first inequality in (4.23) holding with very high prob-
ability requires an intermediate step based on the Markov and Hölder inequalities, because the good sets
where (4.22) holds may not have an intersection with large probability as s varies. We refer to [21, proof of
Theorem 2.8] for this elementary step.

Lemma 4.9 now follows from combining (4.23) and the following estimates on w(t).

Lemma 4.11. Let w be the solution of (4.20). Let ℓ = Nωℓ and α ∈ [0, 1]. With very high probability, for
any |i| ⩽ ℓ and ν, ω ≪ ωt ≪ ωℓ < ωK ≪ ω̃, we have

|wi(t)| ⩽
1

N1+ω
.

Proof. Denote ζ = N/ℓ and χ(x) be nonnegative, smooth, compactly supported, and such that
∫
χ = 1. In

the rest of this proof, we denote, bk(t) = αbsk(t) + (1 − α)brk(t) (from (4.13)). Define ψ(x) =
∫
min{|x −

y|, c
2cG

}ζχ(ζy)dy (where cG is introduced in (4.14) and c appears in the definition of IL before (4.18)) and

ψk(s) = ψ(xk(s, α)), ϕk(s) = e−ζψk(s), vk(s) = ϕk(s)wk(s).
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From the construction ψ(x) = c
2cG

for |x| ⩾ c
cG

. The Itô formula gives

dvk =
∑

(j,k)∈IS

cjk

(
(vj − vk) +

(
ϕk
ϕj

− 1

)
vj

)
ds+ (dϕk)wk − ζψ′(xk)ϕk(s)

d⟨bk, ξk⟩s√
2N

+ ϕkdξk,

dϕk
ϕk

=− ζψ′(xk)
dbk(s)√

2N
− ζ

ψ′(xk)

2N

∑
j ̸=k

ds

xk − xj
+

1

2

(
ζ

2N
ψ′′(xk) +

ζ2

2N
ψ′(xk)

2

)
d⟨bk⟩s.

Thus if we define Xs =
∑N
k=1 vk(s)

2, we obtain

dXs =
∑
k

−2ζψ′(xk)v
2
k

dbk(s)√
2N

+ 2
∑
k

vkϕk
dξk(s)√

2N
(4.24)

−
∑

(j,k)∈IS

cjk(vj − vk)
2ds (4.25)

+
∑

(j,k)∈IS

cjk

(
ϕk
ϕj

+
ϕj
ϕk

− 2

)
vjvkds (4.26)

+
ζ

2N

∑
k

ψ′′(xk)v
2
kd⟨bk⟩s (4.27)

+
ζ2

2N

∑
k

ψ′(xk)
2v2kd⟨bk⟩s (4.28)

− ζ

N

∑
j<k

ψ′(xj)v
2
j − ψ′(xk)v

2
k

xj − xk
ds (4.29)

−
∑
k

2ζψ′(xk)ϕkvk
d⟨bk, ξk⟩s√

2N
+
∑
k

d

〈
ϕkξk − ζψ′(xk)vk

bk√
2N

〉
s

(4.30)

+
∑
k

ϕ2kd⟨ξk, ξk⟩s. (4.31)

Consider

τ = t ∧ inf {s : (4.14) fails} ∧ inf
{
s ⩾ 0 : Xs > N−2−2ω

}
. (4.32)

For (j, k) ∈ IS there are two cases: either min{|j|, |k|} ⩽ cN, |j − k| ⩽ ℓ or min{|j|, |k|} ⩾ cN . From
∥ψ′∥∞ ⩽ 1 and the assumption ζ = N/ℓ, in the first case we have ζ|ψ(xk) − ψ(xj)| ⩽ ζ|xk − xj | ⩽
|k−j|
cGℓ

= O(1), where we have used that for t ⩽ τ from (4.14) we have |xk(t) − xj(t)| ⩽ |k − j|/(cGN)
when |k|, |j| ⩽ cGN , and we choose c small enough compared to cG (say c = cG/2). This implies that∣∣∣ϕk

ϕj
+

ϕj

ϕk
− 2
∣∣∣ = O(1)ζ2|xk − xj |2. In the second case, |xk|, |xj | ⩾ c/cG, and ζ|ψ(xk) − ψ(xj)| = 0. One

concludes easily that (4.26) is O(1)ζ2(ℓ/N)Xs. The terms (4.27) and (4.28) are of smaller order by ∥ψ′∥∞ ⩽ 1,
∥ψ′′∥∞ ⩽ ζ and d

dt ⟨bk⟩ ⩽ 1.
For s ⩽ τ , in (4.29) the sums of max{|j|, |k|} ⩾ cN (say |k| ⩾ cN) are bounded as

2
ζ

N

∑
|j|⩽N1−2ν ,|k|⩾N1−ν

ψ′(xj)v
2
j

xj − xk
⩽ ζ

∑
j

v2j = ζXs ⩽
ξ

N2
=

1

ℓN
.

The sums of |j|, |k| ⩽ cN is of order at most

ζ

N

∑
(j,k)∈IL

v2k
|xj − xk|

+
ζ

N

∑
(j,k)∈IS

|ψ′(xj)|
|v2j − v2k|
|xj − xk|

+
ζ

N

∑
(j,k)∈IS

∥ψ′′∥∞v2k.

For s ⩽ τ , the first sum above has order ζ(logN)Xs ⩽ ζ(logN)/N2 = logN/(Nℓ). The third sum is at most
(ξ2ℓ/N)Xs ⩽ 1/(Nℓ). Finally, the second sum is bounded using

2
|v2j − v2k|
|xj − xk|

⩽M−1(vj + vk)
2 +M

(vj − vk)
2

(xj − xk)2
.
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Choosing M = εζ−1 for ε small enough, this proves that (4.29) can be absorbed into the dissipative term
(4.25) plus an error of order (ζ2ℓ/N)Xs = 1/(Nℓ).

In (4.30) and (4.31), using ∥ψ′∥∞ ⩽ 1, we can bound them by (up to a constant)∑
k

ζϕkvk
2N

+
ζ2v2k
2N

+ ϕ2k
d⟨ξk, ξk⟩s

ds
=
∑
k

(
ζϕkvk
2N

+ ϕ2k
d⟨ξk, ξk⟩s

ds

)
+
ζ2Xs

2N
.

Let K ′ = min{K, ℓ3/2} = Nmin{ωK ,3ωℓ/2} ⩽ K. For s ⩽ τ , if |k| ⩾ K ′, then ψ(xk(s)) ⩾ K ′/N = (K ′/ℓ)ζ−1,
so that ϕk(s) ⩽ e−K

′/ℓ is negligible when ωℓ < ωK . For |k| ⩽ K ′, we simply bound |ϕk| ⩽ 1, then∑
k

(
ζϕkvk
2N

+ ϕ2k
d⟨ξk, ξk⟩s

ds

)
=

∑
|k|⩽K′

(
ζϕkvk
2N

+ ϕ2k
d⟨ξk, ξk⟩s

ds

)
+
∑

|k|⩾K′

(
ζϕkvk
2N

+ ϕ2k
d⟨ξk, ξk⟩s

ds

)

=
∑

|k|⩽K′

(
ζvk
2N

+
d⟨ξk, ξk⟩s

ds

)
+ e−K

′/ℓ
∑
k

(
ζvk
2N

+
d⟨ξk, ξk⟩s

ds

)

≲
ζK ′

N

√√√√ ∑
|k|⩽K′

v2k
2K ′ +

∑
|k|⩽K′

N−ω̃

2N
+ e−K

′/ℓ

(
ζ

√∑
k v

2
k

N
+
∑
k

1

N

)

≲
1

N1+ωℓ/4
+

1

N1+ωK−ω̃

where in the third line we used that for |k| ⩽ K, d⟨ξk, ξk⟩s/ds ≲ N−ω̃/N ; in the last line we used that for
s ⩽ τ ,

∑
k v

2
k(s) = Xs ⩽ 1/N2, and

√
K ′/ℓ ⩽ N−ωℓ/4.

We now bound the relevant martingales in (4.24) in terms of the quadratic variation. From [86, Appendix
B.6, Equation (18)] with c = 0 allowed for continuous martingales, for any continuous martingale M and

any λ, µ > 0, we have P
(
sup0⩽u⩽t |Mu| ⩾ λ, ⟨M⟩t ⩽ µ

)
⩽ 2e−

λ2

2µ . This implies that there exists a c such

that for any N, ε > 0 we have

P
(

sup
0⩽u⩽t

|Mu| ⩾ φε⟨M⟩1/2t

)
⩽ c−1e−cφ

2ε

. (4.33)

The stochastic terms in (4.24) have quadratic variations bounded as follows. First, for s ⩽ τ

d

ds

〈∑
k

−ξψ′(xk)v
2
k

bk(s)√
2N

〉
≲
ξ2

N

(∑
k

v2k

)2

=
ξ2X2

s

N
≲

1

ℓ2N3+4ω
,

Again, for s ⩽ τ and k ⩾ K, ϕk(s) ⩽ e−K/ℓ is negligible. This implies

d

ds

〈∑
k

vkϕk
ξk√
2N

〉
⩽
∑
k,j⩽K

vkvjϕkϕj
N−ω̃

2N
+

∑
k⩾K or j⩾K

vkvjϕkϕj
C

2N

⩽
1

N1+ω̃−ωK

∑
k

v2k + e−K/ℓ
∑
k

v2k ≲
1

N1+ω̃−ωK
Xs ⩽

1

N3+ω̃+2ω−ωK
.

Therefore with very high probability,

sup
t⩽τ

∣∣∣∣∣
∫ s

0

∑
k

−ξψ′
k(u)v

2
k(u)

dbk(u)√
2N

∣∣∣∣∣ ⩽
√
t

ℓN3/2
, sup

t⩽τ

∣∣∣∣∣
∫ s

0

∑
k

vkψk
dξk√
2N

∣∣∣∣∣ ⩽
√
t

N3/2N (ω̃−ωK)/2
.

We have thus proved that with very high probability, for any 0 ⩽ s ⩽ τ ,

Xs ⩽ C

(
logNt

Nℓ
+

√
t

ℓN3/2
+

√
t

N3/2N (ω̃−ωK)/2
+

t

N1+ωℓ/4
+

t

N1+ωK−ω̃

)
⩽

C

N2

(
1

Nωℓ−ωt
+

1

Nωℓ−ωt/2
+

1

N (ω̃−ωK−ωt)/2
+

1

Nωℓ/4−ωt
+

1

NωK−ω̃−ωt

)
≪ 1

N2+2ω
,
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where we used ω ≪ ωt ≪ ωℓ < ωK ≪ ω̃. We conclude that with very high probability τ = t, and
Xt ≪ N−2−2ω. Thanks to the choice of the stopping time (4.32), |xi(t, α) − xj(t, α)| ⩽ |i − j|φ/N . Thus
for any |i| ⩽ ℓ, |xi(t, α)| ≲ ℓ/N , and ϕi(t) ≍ 1. We conclude that N−2−2ω ⩾ Xt ≳ wi(t)

2, so that
|wi(t)| ⩽ N−1−ω with very high probability.

Proof of Proposition 4.5. Proposition 4.5 follows from Lemma 4.9 by integrating from α = 0 to α = 1:

|si(tf )− ri(tf )| = |xi(tf , 1)− xi(tf , 0)| =
∣∣∣∣∫ 1

0

∂αxi(tf , α)dα

∣∣∣∣ ⩽ ∫ 1

0

|ui(tf , α)|dα ⩽ N−1−ω. (4.34)

Note that the second inequality holds with very high probability, and requires intermediate steps based on
the Markov and Hölder inequalities, similarly to (4.23).

4.4 Local Law. In this section, we study a modified version of Dyson Brownian motion where the driving
martingales can be essentially arbitrary.

dxi(t) =
dBi√
2N

+
1

2N

∑
j ̸=i

1

xi(t)− xj(t)
dt, 1 ⩽ |i| ⩽ N. (4.35)

Assumption 4.12. We assume the martingales satisfy

d
dt ⟨Bi⟩t ⩽ 1.

Under Assumption 4.12, the existence and strong uniqueness hold for the above stochastic differential
equation, see Proposition B.1. We denote the empirical eigenvalue density and its Stieltjes transform as,

µt =
1

2N

∑
1⩽|i|⩽N

δxi(t), mt(z) =
1

2N

∑
i

1

xi(t)− z
.

We assume that the initial data µ0 is (ν,G)-regular around µ̃0 as in Assumption 4.3.
In the following, we first recall some notations and concepts about the free convolution with the semicircle

distribution. The semicircle distribution is a measure µsc ∈ P(R) whose density ϱsc : R → R⩾0 with respect
to the Lebesgue measure is given by

ρsc(x) =
(4− x2)1/2

2π
· 1x∈[−2,2], for all x ∈ R.

For any real number t > 0, we denote the rescaled semicircle probability distribution

µ(t)
sc = t−1/2ρsc(t

−1/2x)dx.

Let µ̃t = µ̃0 ⊞ µ
(t)
sc denote the free convolution between µ̃0 with the rescaled semicircle distribution. By

[13, Corollary 2], µ̃t has a density ρ̃t : R → R⩾0 with respect to Lebesgue measure for t > 0. Following [13],
the Stieltjes transform m̃t of µ̃t is characterized in the following way. For any t > 0, denote the function
Φ = Φt : H → C and the set Λt ⊆ H by (see Figure 1)

Φ(z) = z − tm̃0(z); Λt =
{
z ∈ H : Im

(
z − tm̃0(z)

)
> 0
}
=

{
z ∈ H :

∫ ∞

−∞

µ̃0(dx)

|z − x|2
<

1

t

}
. (4.36)

Figure 1: Λt as defined in (4.36) is an open
subset of the upper half plane H. Φ(z) is a
holomorphic map from Λt to H.

From [13, Lemma 4], the function Φ is a homeomorphism
from Λt to H. Moreover, it is a holomorphic map from Λt to
H and a bijection from ∂Λt to R. For any real number t ⩾ 0,
m̃t =: H → H is characterized as

m̃t

(
u− tm̃0(u)

)
= m̃0(u), for any u ∈ Λt.

In the following we denote the characteristic flow

zt(u) = u− tm̃0(u), for any u ∈ Λt, m̃t(zt(u)) = m̃0(u).
(4.37)
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If the context is clear, we will simply write zt(u) as zt. Note that z satisfies the characteristics equation

∂tzt = −m̃t(zt). (4.38)

Lemma 4.8 is an easy consequence of the following proposition.

Proposition 4.13. Let T = φ−2 and recall the definition of φ in (4.1). Assume that µ0 is (ν,G) regular.
Then, we have the following local law with high probability for any t ∈ [0,T]

|mt(w)− m̃t(w)| ⩽ φ

√
Im[m̃0(w)]

N Im[w]
, w ∈ {z ∈ H : |z| ⩽ G/2, Im[z] ⩾ φ4N−1+ν}.

Proof of Lemma 4.8. The first statement in Lemma 4.8 follows from the lower and upper bound of mt(w),
which follows from Proposition 4.13. We omit its proof and refer to [50, Theorem 1.1] for the proof.

To prove (4.15), we interpolate (4.35) with the standard Brownian motion, for which we know the optimal
rigidity, i.e. with very high probability the i-th particle is close to the classical locations with error φ/N .
Thanks to Lemma 4.10, the interpolation induces an error bounded by φ

√
t/N . It follows that

|xi(t)− γi(t)| ≲ φ

(
1

N
+

√
t

N
+ t

)
≲ φ

(
1

N
+ t

)
,

and (4.15) follows, by noticing that the classical locations γi(t) moves with speed O(t).

Recall we denote φ = Nν . For any real number t ⩾ 0, we define the spectral domain Dt = Dt(µ̃t) by

Dt :=
{
z ∈ H : |z| ⩽ G− Ct, Im[z] Im[m̃t(z)] ⩾ φ4/N

}
(4.39)

where the constant C is defined in Equation (4.8). The following lemma collects some properties of the
domain Dt.

Lemma 4.14. Recall the domain Dt from (4.39), and T = φ−2. For N large enough and any time 0 ⩽ t ⩽ T,
the following holds.

(i) Dt is non-empty. For any z = Et + iη ∈ Dt, we have

Im[m̃t(z)] ⩾ φ2

√
Im[m̃t(z)]

Nη
. (4.40)

(ii) If zt(u) = Et + iηt ∈ Dt, then zs(u) ∈ Ds for any 0 ⩽ s ⩽ t.

Proof. From our assumption for |u| ⩽ G, |m̃0(u)| ⩽ C, and |zt(u) − u| = t|m̃0(u)|. Thus zt(u) maps
{u : |u| ⩽ G} surjectively to {z : |z| ⩽ G − Ct}. We also conclude that for z = zt(u) with |z| ⩽ G − Ct,
it holds m̃t(z) = m̃0(u), and (4.40) holds from the definition of Dt. Moreover, for any z ∈ Dt, we have
Im[m̃t(z)] ⩾ 1/C. It is easy to see that Dt is not empty, and in fact {z ∈ H : |z| ⩽ G/2, Im[z] ⩾ Cφ4N−1} ⊂
Dt. The statement (4.40) follows from the definition of Dt from(4.39).

For (ii) since ηs ⩾ ηt from (4.37), if ηt ⩾ φ4/(N Im[m̃t(zt)]), then ηs ⩾ ηt ⩾ φ4/(N Im[m̃t(zt)]) =
φ4/(N Im[m̃s(zs)]). Thus, zs(u) satisfies the lower bounds required for zs(u) to be in Ds.

By the second part of Lemma 4.14, if for any u = v(u) ∈ D0 we define

t(u) := T ∧ sup{t ⩾ 0 : zt(u) ∈ Dt}, (4.41)

then zs(u) ∈ Ds for any 0 ⩽ s ⩽ t(u). We also define the lattice on the domain D0 given by

L =
{
E + iη ∈ D0 : E ∈ Z/N6, η ∈ Z/N6

}
. (4.42)

Lemma 4.15. Adopt the assumptions in Proposition 4.13. For any t ∈ [0,T] and w ∈ Dt, there exists some
lattice point u ∈ L ∩ z−1

t (Dt), such that |zt(u)− w| ⩽ N−5, provided N is large enough.
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Proof. It follows from Lemma 4.14 that if zt(u) ∈ Dt, then u ∈ D0, and zt(u) = u − tm0(u) with u ∈ D0.
In particular |∂uzt(u)| = |1 − tm′

0(u)| ⩽ 1 + CT. Thus zt(u) is Lipschitz in u with Lipschitz constant
bounded by (1 + CT). Thus for any w ∈ Dt, there exists some lattice point u ∈ L ∩ z−1

t (Dt), such that
|zt(u)− w| ⩽ (1 + CT)/N6 ⩽ N−5, provided N is large enough.

In the rest of this section, we prove Proposition 4.13 by studying the stochastic differential equation
satisfied by ms(z).

Proof of Proposition 4.13. From Lemma 4.19 in the next subsection applied to the special case vk ≡ 1
N , we

have

dms(z) = ms(z)∂zmsds+
1

4N2

∑
|k|⩽N

d⟨Bk⟩s − ds

(xk(s)− z)3
− 1

2
√
2N3/2

∑
|k|⩽N

dBk(s)

(z − xk(s))2
. (4.43)

By plugging the characteristic flow (4.38) in (4.43), we get

dms(zs) = − 1

2
√
2N3/2

∑
i

dBi(s)

(xi(s)− zs)2
+ (ms(zs)− m̃s(zs))∂zms(zs)ds+

1

N2

∑
i

O(1)ds

(xi(s)− zs)3
. (4.44)

To analyze (4.44), we introduce a stopping time

σ = T ∧ inf
s⩾0

{
s : ∃z ∈ Ds, |ms(z)− m̃s(z)| ⩾ φ

√
Im[m̃s(zs)]

Nηs

}
.

Then for s ⩽ σ, thanks to (4.40), we have that

Im[ms(zs)] ≍ Im[m̃s(zs)]. (4.45)

Proposition 4.16. There exists an event Ω, measurable with respect to the paths {B1(s), B2(s), · · · , BN (s)}0⩽s⩽T,

such that P[Ω] ⩾ 1−Ce−(logN)2 and the following holds. On Ω, for any u ∈ L (recall this lattice from (4.42)),
denote zs(u) = Es(u) + iηs(u). Then, for any 0 ⩽ s ⩽ t(u) (recall (4.41)), we have

∫ s∧σ

0

1

N3/2

N∑
i=1

dBi(τ)

|zτ (u)− xi(τ)|2
⩽ φ1/20

√
Im[m̃s∧σ(zs∧σ)]

Nηs∧σ
, (4.46)

∫ s∧σ

0

1

N2

N∑
i=1

1

|xi(τ)− zτ (u)|3
dτ ≲

1

Nηs∧σ(u)
. (4.47)

Proof. For simplicity of notation, we write t(u), Eτ (u), ητ (u) as t, zτ , Eτ , ητ , respectively.
To prove (4.46), we notice by Lemma 4.14 that zτ (u) ∈ Dτ for any 0 ⩽ τ ⩽ t. We define a series of

stopping times 0 = t(0) < t(1) < t(2) < · · · < t(m) = t, as follows:

t(k) = t ∧ inf{τ > t(k−1) : ητ < ηt(k−1)/2}, k = 1, 2, 3, · · · ,m, (4.48)

where m = m(u) might depend on u. From (4.40), ηt cannot be smaller than 1/N2, and so any u ∈ L must
satisfy m = m(u) ⩽ 10 logN .

Recall from Assumption 4.12 that ⟨dBi,dBj⟩ ⩽ 1. To bound the quadratic variation of the left side of
(4.46), for any s ⩽ t(k) ∧ σ we have

1

N2

∫ s

0

∑
ij

dτ

|xi(τ)− zτ |2|xj(τ)− zτ |2
=

∫ s

0

Im[mτ (zτ )]
2

η2τ
dτ ⩽

∫ s

0

Im[m̃τ (zτ )]
2

η2τ
dτ ≲

Im[m̃s(zs)]

ηs
(4.49)

where we successively used (4.45) and −Im[m̃τ (zτ )] = ∂τητ . With (4.33) and (4.49) have proved that for

some c1 > 0, with probability 1− c−1
1 e−c1φ

1/10

we have

sup
0⩽τ⩽t(k)

∣∣∣∣∣
∫ τ∧σ

0

1

N3/2

N∑
i=1

dBi(τ)

|zτ − xi(τ)|2

∣∣∣∣∣ ⩽ φ1/20

√
Im[m̃t(k)∧σ(zt(k)∧σ)]

Nηt(k)∧σ
. (4.50)
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We define Ω to be the event on which (4.50) holds for all 0 ⩽ k ⩽ m and all u ∈ L. Since m|L| ⩽

|L| · 10 logN ⩽ N20, it follows from the discussion above that Ω holds with probability 1− c−1
2 e−c2φ

1/10

for
some c2 > 0. Therefore, for any s ∈ [t(k−1), t(k)], the bounds (4.50) and our choice of t(k) (4.48) (with the
fact that ηs is non-increasing in s) yield on Ω that, for any 0 ⩽ s ⩽ t(u), we have∣∣∣∣∣

∫ s∧σ

0

1

N3/2

N∑
i=1

dBi(τ)

|zτ − xi(τ)|2

∣∣∣∣∣ ⩽ φ1/20

√
Im[m̃t(k)∧σ(zt(k)∧σ)]

Nηt(k)∧σ
⩽ φ1/20

√
Im[m̃s∧σ(zs∧σ)]

Nηs∧σ
.

This finishes the proof of (4.46).
The error terms in (4.47) can be bounded as∫ t∧σ

0

O(1)

N2

N∑
i=1

ds

|xi(s)− zs|3
⩽
∫ t∧σ

0

O(1)

N

Im[ms(zs)]ds

η2s
⩽
∫ t∧σ

0

O(1)

N

Im[m̃s(zs)]ds

η2s
≲

1

Nηt∧σ
.

The first inequality relies on |xi(s)− zs| ⩾ ηs, and last inequality uses −Im[m̃s(zs)] = ∂sηs, see (4.38).

From the previous proposition, abbreviating ∆s = ms(zs) − m̃s(zs), for any s ⩽ t ∧ σ we can rewrite
Equation (4.44) as

∆s = ∆0 +

∫ s

0

∆v∂zmv(zv)dv +O

(
φ1/20

√
Im[m̃s(zs)]

Nηs

)
. (4.51)

Thanks to Lemma A.2 (by taking ϕ = φ
√
Im[m̃v(zv)/Nηv]), we have

|∂zmv(zv(u))| ⩽ ∂zm̃v(zv(u)) +
1

ηv

√√√√φIm[m̃v(zv)]

√
Im[m̃v(zv)]

Nηv
= ∂zm̃v(zv(u)) +φ

1
2
Im[m̃v(zv)]

3/4

ηv(Nηv)1/4
. (4.52)

With (4.37), we bound the first term on the right-hand side above with |∂zm̃v(zv(u))| =
∣∣∣∂um̃v(zv(u))

∂uzv(u)

∣∣∣ =∣∣∣ ∂um̃0(u)
1−s∂um̃0(u)

∣∣∣ ⩽ 2C, so that (4.52) gives

|∂zmv(zv(u))| ⩽ φ
1
2

(
1 +

Im[m̃v(zv)]

ηv(Nηv)1/4

)
. (4.53)

Denoting βs := φ
1
2

(
1 + Im[m̃s(zs)]

ηs(Nηs)1/4

)
, (4.51) and (4.53) imply, for any s ⩽ t ∧ σ

|∆s| ⩽
∫ s

0

βv |∆v|dv +O

(
φ1/20

√
Im[m̃s(zs)]

Nηt∧σ

)
.

By Grönwall’s inequality, this implies the estimate

|∆t∧σ| ⩽ O

(
φ1/20

√
Im[m̃t∧σ(zt∧σ)]

Nηt∧σ

)
+ φ1/20

∫ t∧σ

0

βs

√
Im[m̃s(zs)]

Nηs
e
∫ t∧σ
s

βτdτds. (4.54)

For the integral of βτ , we have∫ t∧σ

s

βτdτ ⩽ φ
1
2

(
(t ∧ σ − s) +

1

(Nηt∧σ)1/4

)
⩽ C.

The last term in (4.54) is therefore bounded with

φ
1
2+

1
20

∫ t∧σ

0

(
1 +

Im[m̃s(zs)]

ηs(Nηs)1/4

)√
Im[m̃s(zs)]

Nηs
ds ≲ φ

1
2+

1
20

√
Im[m̃t∧σ(zt∧σ)]

Nηt∧σ
. (4.55)

It follows by combining (4.54) and (4.55) that

|m̃t∧σ(zt∧σ(u))−mt∧σ(zt∧σ(u))| ≲ φ
1
2+

1
20

√
Im[m̃t∧σ(zt∧σ)]

Nηt∧σ
≪ φ

√
Im[m̃t∧σ(zt∧σ)]

Nηt∧σ
.

We conclude that with very high probability t ∧ σ = T, and thus Proposition 4.13 follows.
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4.5 Hard edge universality. Before proving Proposition 4.6, we explain that the obtained result is
optimal, up to subpolynomial (in N) errors. Without loss of generality we assume that ρ̃t(0) = ρ̃′t(0), and
apply the local law estimate (4.9) to obtain the best possible bound on the inital condition of Equation (4.17):

|vi(0)| = |si(0)− s′i(0)| ≲
√
i

N and v−i(0) = −vi(0). As the expected continuous limit of the propagator U of
(4.17) is ps,t(x, y) =

t−s
(t−s)2+(x−y)2 (see [23]), a perfect homogenization of (4.17) would give

|vi(α, t)| ≲
1

N

∫
t

t2 + (x− i
N )2

· sgn(x)(Nx) 1
2 dx ≲

i

N
· 1

(max(i,Nt))
1
2

.

Integration in α ∈ [0, 1] then gives (4.10) (the necessary additional term max(|i|/N, t) is irrelevant for small
i and is due to the densities difference ρ̃t(u)− ρ̃′t(u) for large u).

Remark 4.17. If we assume that the initial condition is rigid instead of the weak local law (4.9), i.e.
if |vi(0)| = |si(0) − s′i(0)| ≲ 1

N , then the above heuristic gives |si(t) − s′i(t)| ≲ i
N · 1

max(i,Nt) . The methods

developed below likely apply to cover such stronger assumptions and results, but we do not pursue this direction
in this article.

Thanks to Assumption 4.3, the two measures µ̃0, µ̃
′
0 have bounded densities ρ̃0(x), ρ̃

′
0(x), and their densi-

ties have bounded derivatives for |x| ⩽ G. We can first do a rescaling, to make that the two densities are the
same at 0: ρ̃0(0) = ρ̃′0(0) = A. Since t≪ 1, the free convolution density also satisfies ρ̃t(0) = ρ̃′t(0) = A+O(t).
Thus Proposition 4.6 follows if we can show that

|si(t)− s′i(t)| ⩽ Nε · |i|
N

·
(

1√
Nt

+max

(
|i|
N
, t

))
, |i| ⩽ N.

We now start the proof of Proposition 4.6. Assumption 4.3 implies that ρ̃0(x), ρ̃
′
0(x) have bounded

derivatives for |x| ⩽ G, and it follows

ρ̃0(x) = A+O(|x|), ρ̃′0(x) = A+O(|x|). (4.56)

If we denote the classical locations of ρ̃0(x) as γi

i

N
=

∫ γi

0

ρ̃0(x)dx, |i| ⩾ 1,

Then for |i| ⩽ cGN , (4.56) implies that

γi =
i

AN
+O

(
i2

N2

)
.

By a standard argument (see [51, Corollary 4.2]), (ν,G)-regularity in the sense of Assumption 4.3 implies
that

µ0(I) = µ̃0(I) + O
(
(N |I|)1/2

)
(4.57)

for any interval I ⊂ [−cG, cG] with |I| ⩾ N−1+ν . Since µ0 and µ̃0 are both symmetric around origin, we
conclude that for any |i| ⩽ cN

|si(0)− γi(0)| ≲
i1/2 +Nν

N
+

i2

N2
.

By the same argument we also have that

|s′i(0)− γi(0)| ≲
i1/2 +Nν

N
+

i2

N2
, |si(0)− s′i(0)| ≲

i1/2 +Nν

N
+

i2

N2
. (4.58)

In the rest of this section, we analyze the coupling from (4.13):

dxi(t, α) =
dBi√
2N

+
1

2N

∑
j ̸=i

1

xi(t, α)− xj(t, α)
dt, 1 ⩽ |i| ⩽ N, (4.59)

where xi(0, α) = αsi+(1−α)s′i, 0 ⩽ α ⩽ 1, and the Brownian motions satisfies d⟨Bi⟩/dt ⩽ 1. We consider
the corresponding tangential equation (4.17) satisfied by vi(t) = vi(α, t) =

d
dαxi(α, t)

We first state qualitative properties of (4.17). The elementary proof is left to the reader.
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Lemma 4.18. Consider (4.17) with initial condition v.

(i) If v is antisymmetric(vi = −v−i) and vi ⩾ 0 for all i ⩾ 1, then vi(t) ⩾ 0 for all i ⩾ 1, and t ⩾ 0.

(ii) If v−N ⩽ . . . ⩽ v−1 ⩽ v1 ⩽ . . . ⩽ vN , then for any t ⩾ 0 we have v−N (t) ⩽ . . . ⩽ v−1(t) ⩽ v1(t) ⩽
. . . ⩽ vN (t).

We now define the key observable from [21],

ft(z) =
∑

1⩽|i|⩽N

vi(t)

xi(t)− z
, (4.60)

which satisfies the following stochastic advection equation.

Lemma 4.19. For any Im z ̸= 0, we have

dft = mt(z)∂zftdt+
1

2N

∑
|k|⩽N

vk(t)(d⟨Bk⟩t − dt)

(xk(t)− z)3
− 1√

2N

∑
|k|⩽N

vk(t)

(z − xk(t))2
dBk(t).

Proof. It is a simple application of Itô’s formula. We omit the time index. First,

df =
∑

|k|⩽N

dvk
xk − z

+
∑

|k|⩽N

vkd
1

xk − z
. (4.61)

Applying again the Itô formula d(xk− z)−1 = −(xk− z)−2dxk+
d⟨Bk⟩
2N (xk− z)−3dt, with (4.59) we naturally

decompose the second sum above as (I)+[(II)+(III)]dt where

(I) = − 1√
2N

∑
|k|⩽N

vk
(z − xk)2

dBk,

(II) =
1

2N

∑
ℓ ̸=k

vk
xℓ − xk

1

(xk − z)2
,

(III) =
1

2N

∑
|k|⩽N

vkd⟨Bk⟩
(xk − z)3

.

Concerning the first sum in (4.61), by (4.17) we have∑
|k|⩽N

∂tvk
xk − z

=
∑
ℓ̸=k

vℓ − vk
2N(xℓ − xk)2(xk − z)

=
1

2

∑
ℓ ̸=k

vℓ − vk
2N(xℓ − xk)2

(
1

xk − z
− 1

xℓ − z

)
=

1

4N

∑
ℓ ̸=k

vℓ − vk
xℓ − xk

1

(xk − z)(xℓ − z)
= − 1

2N

∑
ℓ̸=k

vk
xℓ − xk

1

(xk − z)(xℓ − z)
.

Combining with (II), we obtain

(II) +
∑

|k|⩽N

∂tvk
xk − z

=
1

2N

∑
ℓ ̸=k

vk
xℓ − xk

1

xk − z

(
1

xk − z
− 1

xℓ − z

)
=

1

2N

∑
ℓ ̸=k

vk
(xk − z)2

1

xℓ − z
.

All singularities have disappeared. We obtained (II)+(III)+
∑

|k|⩽N
∂tvk
xk−z = m(z)∂zf+

1
2N

∑
|k|⩽N

vk(t)(d⟨Bk⟩t−dt)
(xk(t)−z)3 .

Summation of the remaining term (I) concludes the proof.

Instead of considering the stochastic advection equation directly for (4.60) we will exploit positivity of
the vi’s for i ⩾ 1 by defining

fs(z) = f (1)s (z) + f (2)s (z)

where

f (1)s (z) =
∑

1⩽|i|⩽N

v
(1)
i (s)

xi(s)− z
, v

(1)
i (0) = sgn(i) · i

1/2

N
,

and

f (2)s (z) =
∑

1⩽|i|⩽N

v
(2)
i (s)

xi(s)− z
, v

(2)
i (0) = sgn(i) · i

2

N2
.
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Lemma 4.20. For any |z| ⩽ G/4 with E ⩾ 0, η := Im z ⩾ N−1+ν , we have

| Im f
(1)
0 (z)|+ | Im f

(2)
0 (z)| ⩽ E

√
N

max(E, η)
+N logN Emax(η,E).

Proof. We start with the contribution from f
(2)
0 . By symmetry of the xk and vk’s, so we can write

| Im f
(2)
0 (z)| =

∣∣∣∣∣∣Im
∑
k⩾1

(
v
(2)
k (0)

xk(0)− z
−

v
(2)
k (0)

−xk(0)− z

)∣∣∣∣∣∣ ⩽ η
∑
k⩾1

|v(2)k (0)|
∣∣∣∣ 1

|xk − E|2 + η2
− 1

|xk(0) + E|2 + η2

∣∣∣∣
= 4ηE

∑
k⩾1

|v(2)k (0)| xk(0)

|xk(0)− z|2|xk(0) + z|2
⩽ 4ηE

∑
k⩾1

k2

N2

xk(0)

|xk(0)− z|2|xk(0) + z|2
.

(4.62)

From (4.57) and the assumption Imz ⩾ N−1+ν for eigenvalues xk ⩽ G/2, and the assumption xk ⩽ C for
the complementary regime, we have

right-hand side of (4.62) ≲ ηEN

∫ c

0

x3

|z − x|2|z + x|2
dx+ ηEN.

If η > E we have |z − x| ≍ |z + x|, and we obtain∫ c

0

x3

|z − x|2|z + x|2
dx ≲

∫ c

0

x3

|z − x|4
dx ≲ logN.

If η < E, we have |z + x| ≍ max(x,E) so that∫ c

0

x3

|z − x|2|z + x|2
dx ≲

∫ c

0

x3

|z − x|2 max(x,E)2
dx ≲ E−2

∫ E

0

x3

|z − x|2
dx+

∫ c

E

x

|z − x|2
dx

≲
E

η
+

∫ c−E

0

(E + x)dx

η2 + x2
≲
E

η
+ log

c− E

η
≲
E

η
+ logN.

We have therefore obtained | Im f
(2)
0 (z)| ≲ N logN Emax(η,E).

One can treat f
(1)
0 similarly, obtaining

|Imf (1)0 (z)| ⩽ 4ηE
∑
k⩾1

√
k

N

xk(0)

|xk(0)− z|2|xk(0) + z|2
≲

√
NE

∫ c

0

x3/2η

|z − x|2|z + x|2
dx ≲ E

√
N

max(E, η)
,

concluding the proof.

We define y = φ5

N and

S =

{
z = E + iy : y < E <

G

10

}
.

In the following lemma and its proof, for a fixed t > 0 we use the convention

∂szs = m̃t−s(zs), 0 ⩽ s ⩽ t (4.63)

for the characteristics (note the sign change compared to (4.37): the characteristics now move upwards), for
coherence with the notation from [21].

Lemma 4.21. Let T = N−2ν . With very high probability, for any z = E + iy ∈ S and 0 < t < T we have

| Im f
(1)
0 (zt)− Im f

(1)
t (z)| ⩽ E

√
N

max(E, t)
+NEmax(E, t),

and the same estimate holds for Im f
(2)
0 (zt)− Im f

(2)
t (z).
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Proof. In the following, we abbreviate fs for either f
(1)
s or f

(2)
s , as the proof is the same in both cases (and

accordingly we denote vk = v
(1)
k or v

(2)
k ).

For any 1 ⩽ ℓ,m ⩽ N12T, we define tℓ = ℓN−12 and z(m) = Em + iy where Em = mN−12. We also
define the stopping times (with respect to Ft = σ(Bk(s), 0 ⩽ s ⩽ t, 1 ⩽ k ⩽ N))

τℓ,m = inf

{
0 ⩽ s ⩽ tℓ : | Im fs(z

(m)
tℓ−s)− Im f0(z

(m)
tℓ

)| > 1

2

(
Em

√
N

max(Em, tℓ)
+NEmmax(Em, tℓ)

)}
,

τ0 = inf

{
0 ⩽ t ⩽ 1 | ∃z ∈ [0, G/2]× [

φ5

N
, 1] s.t. |mt(w)− m̃t(w)| ⩾ φ

√
Im[m̃0(w)]

N Im[w]

}
,

τ = min{τ0, τℓ,m : 0 ⩽ ℓ,m ⩽ N12T, φ5N−1 < Em < G/10},

with the convention inf ∅ = T. We will prove that for any D > 0 there exists Ñ0(D) such that for any

N ⩾ Ñ0(D), we have
P(τ = T) > 1−N−D. (4.64)

We first explain why the above equation implies the expected result by a grid argument in t and z.
On the one hand, we have the sets inclusion

{τ = T}
⋂

1⩽ℓ⩽N12T,1⩽m⩽N12,1⩽k⩽N

Aℓ,m,k ⊂
⋂

z∈S ,0<t<T

{
| Im fs(zt−s)− Im f0(zt)| < E

√
N

max{E, t}
+NEmax(E, t)

}
(4.65)

where

Aℓ,m,k =

{
sup

tℓ⩽u⩽tℓ+1

∣∣∣∣∫ u

tℓ

vk(s)dBk(s)

(z(m) − xk(s))2

∣∣∣∣ < N−4

}
.

Indeed, for any given z and t, chose tℓ, z
(m) such that tℓ ⩽ t < tℓ+1 and |z − zm| < N−5. Then |ft(z) −

ft(z
(m))| < N−2, say, as follows directly from the definition of ft and the crude estimate |vk(t)| < 1 (obtained

by maximum principle). Moreover, we can bound the time increments using Lemma 4.19:

dfs = ms(z)∂zfsds+
1

2N

∑
|k|⩽N

vk(s)(d⟨Bk⟩s − ds)

(xk(s)− z)3
− 1√

2N

∑
|k|⩽N

vk(s)

(z − xk(s))2
dBk(s). (4.66)

Thanks to the trivial estimates |mt(E + iη)| ⩽ η−1, |∂zft(E + iη)| ⩽ N∥v(0)∥∞η−2 ⩽ Nη−2 and |∂zzft(E +
iη)| ⩽ Nη−3, under the event ∩kAℓ,m,k (to bound the martingale term) we have |ft(z)− ftℓ(z

(m))| < N−2.

For Mu =
∫ u
tℓ

vk(s)dBk(s)
(z(m)−xk(s))2

, we have the deterministic estimate ⟨M⟩tℓ+1
⩽ N−12(φ2/N)−4∥v(0)∥2∞ ⩽

φ−8N−8, so that (4.33) with µ = φ−8N−8 gives P(Aℓ,m,k) ⩾ 1 − e−cφ
1/5

and therefore, for any D > 0, for
large enough N we have

P
( ⋂

1⩽ℓ⩽N12T,1⩽m⩽N12,1⩽k⩽N

Aℓ,m,k

)
⩾ 1−N−D. (4.67)

Equations (4.64), (4.65), (4.67) conclude the proof of the proposition.
We now prove (4.64). We abbreviate t = tℓ, z = z(m) for some 1 ⩽ ℓ,m ⩽ N12T. Let gu(z) = fu(zt−u).

Composing (4.66) with the characteristics (4.63) we obtain 6

dgu∧τ (z) = (mu(zt−u)− m̃u(zt−u))∂zfu(zt−u)d(u ∧ τ) + 1

2N

∑
i

(d⟨Bi⟩u/du− 1)vi(u)

(xi(u)− zt−u)3
d(u ∧ τ)

−O(1)√
N

∑
k

vk(u)

(zt−u − xk(u))2
dBk(u ∧ τ).

(4.68)

We first bound∫ t

0

|(mu(zt−u)− m̃u(zt−u))∂zfu(zt−u)|d(u ∧ τ) ⩽
∫ t

0

φ√
Nηt−u

|∂zfu(zt−u)|d(u ∧ τ).

6In this paper, we abbreviate u ∧ t = min(u, t) when u and t are time variables.
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To bound mu − m̃u above, we have used 0 ⩽ u ⩽ τ . Moreover,

fs(z) =

N∑
i=1

xi(t)vi(t)

xi(t)2 − z2

so that (from Lemma 4.18 we know that vi(u) ⩾ 0 for all u ⩾ 0, i ⩾ 1)

|∂zfu(zt−u)| ⩽ |zt−u|
N∑
i=1

xi(u)vi(u)

|xi(u)− zt−u|2 · |xi(u) + zt−u|2
. (4.69)

Let Ij = Ij(u) = {i ∈ J1, NK : xi(u) ∈ φ5

N [j, j + 1]}, 0 ⩽ j ⩽ cN/φ5. Then

|∂zfu(zt−u)| ⩽ |zt−u|
∑

0⩽j⩽cN/φ5

(
max
i∈Ij

xi(u)

|xi(u)− zt−u|2 · |xi(u) + zt−u|2

)
·
∑
i∈Ij

vi(u)+N |zt−u|
∫ C

G/10

|x− zt−u|−2dx,

(4.70)
where the above integral is due to points xi(u) ⩾ G/10, and use the local law in the domainG/10 < xi < G/2,
the upper bound xi < C, and the maximum principle bound |vi| ⩽ 1. The above integral contributes to at
most

N |zt−u|
∫ C

G/10

|x− zt−u|−2dx ≲
N |zt−u|

|zt−u − G
10 |

.

The above error term is ≲ N |zt−u|max(E,ηt−u)
ηt−u

(here E = Imz), which we will now show to be the contribution

from the sum in (4.70): the integral term in (4.70) can be ignored from now.
For each 1 ⩽ j ⩽ cN/φ5 (note that we omit the case j = 0 which will be treated separately), pick a

n = nj such that |Rez(n) − φ5 j
N | < N−9 and denote ej = ej,N = Rez(n). First, as vk(u) ⩾ 0 for any k ⩾ 1

and u, we have

Im fu(z
(n)) = yej

N∑
i=1

xi(u)vi(u)

|xi(u)− z(n)|2|xi(u) + z(n)|2
≳ y

∑
i∈Ij

vi(u)

|xi(u)− z(n)|2
≳ y−1

∑
i∈Ij

vi(u), (4.71)

where in the first inequality we used that for i ∈ Ij (j ⩾ 1) we have xi ≍ ej ≍ |xi + z(n)|. To estimate
Im fu(z

(n)), introduce ℓ such that tℓ ⩽ u < tℓ+1. On the event ∩kAℓ,m,k and u ⩽ τ , we have |fu(z(n)) −
ftℓ(z

(n))| < N−2 as seen easily from (4.66). We therefore proved

∑
k∈Ij

vk(u) ⩽ y Im ftℓ(z
(n)) +N−2 ⩽

φ5

N

(
ej

√
N

max(ej , u)
+Nej max(ej , u)

)
. (4.72)

We used tℓ ⩽ u ⩽ τ for the second inequality. For j = 0 we simply bound
∑
k∈I0 vk(u) ⩽

∑
k∈I1 vk(u)

because the evolution preserves monotonicity, as proved in Lemma 4.18 (ii).
We have therefore obtained (using the local law on scale φ5/N , i.e. τ ⩽ τ0)

|∂zfu(zt−u)| ⩽
φ5

N
|zt−u|

∑
0⩽j⩽N/φ5

ej
|ej − zt−u|2 · |ej + zt−u|2

·

(
ej

√
N

max(ej , u)
+Nej max(ej , u)

)
.

The contribution from the first term (ej
√

N
max(ej ,u)

) is

N1/2|zt−u|
∫ 1

0

x2

|x− zt−u|2 · |x+ zt−u|2
dx√

max(x, u)
.

If t− u ⩽ E = Rez, the above integral is

≲
1

ηt−u

∫ 1

0

ηt−u
|x− zt−u|2

· x2

x2 + E2

dx√
max(x, u)

≲
1

ηt−u
√

max(E, u)
.
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If t− u ⩾ E, it is

≲
∫ t−u

0

x2

|t− u|4
dx√

max(x, u)
+

∫ 1

t−u

x2

x4
dx√

max(x, u)
≲

1

ηt−u
√
max(u, ηt−u)

.

Similarly, the contribution from the second term (Nej max(ej , u)) is

N |zt−u|
∫ 1

0

x2

|x− zt−u|2 · |x+ zt−u|2
max(x, u)dx ≲ N |zt−u|

max(E, u, ηt−u)

ηt−u
.

All together, we have proved

|∂zfu(zt−u)| ≲ N1/2 |zt−u|
ηt−u

√
max(E, u, ηt−u)

+N |zt−u|
max(E, u, ηt−u)

ηt−u
,

so that∫ t

0

φ√
Nηt−u

|∂zfu(zt−u)|d(u∧τ) ≲ φ

∫ t

0

max(E, ηt−u)

η
3/2
t−u
√

max(E, u, ηt−u)
du+φ

√
N

∫ t

0

max(E, ηt−u)max(E, u, ηt−u)

η
3/2
t−u

du

≲
φ
√
y

E√
max(E, t)

+
φ2

√
N

√
y

Emax(E, t) ≲ φ−1/2E

√
N

max(E, t)
+ φ−1/2NEmax(E, t).

With the same reasoning, we now bound the contribution in (4.68) from

1

N

∑
i

(d⟨Bi⟩u/du− 1)vi(u)

(xi(u)− zt−u)3
= ∂zz

1

2N

∑
i

(d⟨Bi⟩u/du− 1)vi(u)

xi(u)− zt−u
=

1

N

∑
i⩾1

∂zz
O(1)xivi(u)

xi(u)2 − z2t−u
. (4.73)

Note that

| 1
N
∂zz

xv

x2 − z2
| ≲ xv

N
(

1

|x− z|2|x+ z|2
+

|z|2

|x− z|3|x+ z|3
) ≲

xv|z|
|x− z|2|x+ z|2

where we used 1/N ⩽ |z|, |z| ⩽ |x+ z| and 1/N ⩽ |x− z|. This proves that the contribution from (4.73) in
(4.68) can be bounded by the right-hand side in (4.69) and therefore has a smaller contribution.

We finally want to bound sup0⩽s⩽t |Ms|, let E = Re[zt−u], then

Ms := Im

∫ s

0

1√
N

∑
k

vk(u)

(zt−u − xk(u))2
dBk(u ∧ τ)

=

∫ s

0

1√
N

N∑
k=1

Im

(
1

(zt−u − xk(u))2
+

1

(zt−u + xk(u))2

)
vk(u)dBk(u ∧ τ)

=

∫ s

0

ηt−u
1√
N

N∑
k=1

(
E − xk(u)

|zt−u − xk(u)|4
+

E + xk(u)

|zt−u + xk(u)|4

)
vk(u)dBk(u ∧ τ).

With (4.33) with very high probability we have

sup
0⩽s⩽t

|Ms|2 ⩽ φ1/10

∫ t

0

η2t−u
N

(∑
k

∣∣∣∣ E − xk(u)

|zt−u − xk(u)|4
+

E + xk(u)

|zt−u + xk(u)|4

∣∣∣∣ vk(u)
)2

d(u ∧ τ). (4.74)

With (4.72) and the local law (τ ⩽ τ0) the above sum is bounded with (we omit the terms corresponding to
xi > G/10 as they are shown to be negligible thanks to the local law and the simple bound |vi| ⩽ 1)

N1/2

∫ c

0

∣∣∣∣ E − x

|zt−u − x|4
+

E + x

|zt−u + x|4

∣∣∣∣ x√
max(x, u)

dx+ φN

∫ c

0

∣∣∣∣ E − x

|zt−u − x|4
+

E + x

|zt−u + x|4

∣∣∣∣xmax(x, u)dx

≲ N1/2

(
E

η2t−u
√
max(E, u)

1t−u⩽E +
1

ηt−u
√
max(ηt−u, u)

1t−u⩾E

)

+N

(
E

η2t−u
max(E, u)1t−u⩽E +

max(ηt−u, u)

ηt−u
1t−u⩾E

)
.

28



Hence the bracket in (4.74) is upper bounded with the sum of these two terms:

φ1/10

∫ t

0

(
E

ηt−u
√

max(E, u)
1t−u⩽E +

1√
max(ηt−u, u)

1t−u⩾E

)2

du ≲
φ1/10

y

E2

max(E, t)
,

φ1/10N

∫ t

0

(
Emax(E, u)

ηt−u
1t−u⩽E +max(ηt−u, u)1t−u⩾E

)2

du ≲
φ1/10

y
N(Emax(E, t))2.

This concludes the proof.

Corollary 4.22. For any t ∈ [φ100/N, 1] and |i| < N , uniformly in α we have, with overwhelming probability,

|vi(t, α)| ⩽ φ8 i

N

(
1√
Nt

+max(
i

N
, t)

)
.

Proof. We have |vi(0)| ⩽ φ(v
(1)
i (0) + v

(2)
i (0)) from (4.58); from Lemma 4.18 (i), this implies that for any

t ⩾ 0, i ⩾ 1 we have |vi(t)| ⩽ φ(v
(1)
i (t) + v

(2)
i (t)). From Equation (4.71) and Lemmas 4.20 and 4.21, we have

v
(1)
i (t) + v

(2)
i (t) ≲

φ6

N

(
γi

√
N

max(γi, t)
+Nγimax(γi, t)

)
≲ φ6 i

N

(
1√
Nt

+max(
i

N
, t)

)
with very high probability. This concludes the proof.

Proof of Proposition 4.6. Based on Corollary 4.22, the proof of Proposition 4.6 proceeds similarly to (4.34),
details are left to the reader.

5 Resolvent fluctuations from the dynamics noise

It is well known [2] that for any t ⩾ 0 the resolvents Gzt becomes approximately deterministic as n → ∞.
Its deterministic approximation is given by

Mz =Mz(iη) :=

(
mz −zuz
−zuz mz

)
, uz = uz(iη) :=

mz(iη)

iη +mz(iη)
,

with mz = mz(iη) being the unique solution of the cubic equation

− 1

mz
= iη +mz − |z|2

iη +mz
, ηIm[mz] > 0.

Note that on the imaginary axis mz is purely imaginary and that uz is real. Furthermore, note that the
deterministic approximation of Gt does not depend on time since the first two moments of Xt are preserved
along the flow (1.5) and Mz is determined only by those moments.

5.1 Stochastic advection equation and consequences. In this section we analyze the evolution of
the resolvent Gzt (iη) := (Wt − Z − iη)−1 along the flow (1.5). Here we perform the analysis in the regime
|z|2 ⩽ 1 − c, for some small fixed c > 0, since this is the regime of interest of Proposition 3.3. The main
result of this section is a decomposition theorem for ITηc(f, t) into the sum of two terms: one that depends
only on the initial condition and one that is a martingale (see Proposition 5.1). Before stating this result we
introduce the notation

E1 :=

(
1 0
0 0

)
, E2 :=

(
0 0
0 1

)
. (5.1)

Proposition 5.1. For any s < t, we have

ITηc(f, t) = − 1

4πi

∫
C
∆f(z)

∫ ηs(T,t)

ηs(ηc,t)

Tr
[
Gzs(z)s (η′)− EGzs(z)s (η′)

]
dη′dz

+
1

4πi
√
N

∑
i ̸=j

∫
C
∆f(z)

∫ t

s

∫ ητ (T,t)

ητ (ηc,t)

Tr
[
Gzτ (z)τ (iη′)2EidBτEj

]]
dηdz +O

(
Nξ

Nηc

)
,

(5.2)
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with very high probability for any ξ > 0. Here
∑
i̸=j denotes a summation over the indices (i, j) ∈

{(1, 2), (2, 1)}.

This immediately shows the decomposition in (3.11) with the integrals I1, I2 being defined as

I1 = I1(f, s, t) : = − 1

4πi

∫
C
∆f(z)

∫ ηs(T,t)

ηs(ηc,t)

Tr
[
Gzs(z)s (η′)− EGzs(z)s (η′)

]
dη′dz,

I2 = I2(f, s, t) : =
1

4πi
√
N

∑
i̸=j

∫
C
∆f(z)

∫ t

s

∫ ητ (T,t)

ητ (ηc,t)

Tr
[
Gzτ (z)τ (iη′)2EidBτEj

]]
dηdτdz.

Proof of Proposition 5.1. By Itô’s formula (using the short–hand notations G = Gzt (iη)) we obtain

d⟨G(iη)⟩ = − 1√
N

∑
i ̸=j

⟨G2EidBtEj⟩+
1

2
⟨WG2⟩dt+ 2

∑
i ̸=j

⟨GEi⟩⟨G2Ej⟩dt

= − 1√
N

∑
i ̸=j

⟨G2EidBtEj⟩+
1

2
⟨G⟩dt+ 1

2
⟨(Z + iη)G2⟩dt+ 2

∑
i̸=j

⟨GEi⟩⟨G2Ej⟩dt.
(5.3)

In order to control the evolution of the resolvent along the flow (5.3) we consider the characteristics7 (cf.
[41, Eq. (5.4)], [42, Eq. (5.4)]):

∂tηt = −Immzt(iηt)−
ηt
2
, ∂tzt = −zt

2
. (5.4)

Note that along the characteristics we have

η0 = et/2ηt + (et/2 − e−t/2)Immzt(iηt), z0 = et/2zt, mz0(iη0) = e−t/2mzt(iηt), uz0(iη0) = e−tuzt(iηt).
(5.5)

Then, by plugging (5.4) into (5.3), we get (using the notations Gt := Gztt (iηt) and Mt :=Mzt(iηt))

d⟨Gt⟩ = − 1√
N

∑
i ̸=j

⟨G2
tEidBtEj⟩+

1

2
⟨Gt⟩dt+ ⟨Gt −Mt⟩⟨G2⟩dt, (5.6)

where we used that by the chiral symmetry of Wt−Z we have 2⟨GtEi⟩ = ⟨Gt⟩. Subtracting the expectation
in (5.6), we obtain

d⟨Gt − EGt⟩ = − 1√
N

∑
i ̸=j

⟨G2
tEidBtEj⟩+

1

2
⟨Gt − EGt⟩dt+ ⟨Gt −Mt⟩⟨G2

t ⟩dt− E⟨Gt −Mt⟩⟨G2
t ⟩dt.

Then, writing G2
t =M ′

t + (G2
t −M ′

t) (here prime denotes the derivative ∂iη), we get

d⟨Gt−EGt⟩ = − 1√
N

∑
i ̸=j

⟨G2
tEidBtEj⟩+

(
1

2
+ ⟨M ′

t⟩
)
⟨Gt−EGt⟩dt+⟨Gt−Mt⟩⟨G2

t−M ′
t⟩dt−E⟨Gt−Mt⟩⟨G2

t−M ′
t⟩dt,

so that

⟨Gt − EGt⟩ = exp

(∫ t

0

[
1

2
+ ∂ηsm

zs(iηs)

]
ds

)
⟨G0 − EG0⟩

− 1√
N

∑
i ̸=j

∫ t

0

exp

(∫ s

0

[
1

2
+ ∂ητm

zτ (iητ )

]
dτ

)
⟨G2

sEidBsEj⟩ds+O

(
Nξ

(Nηt)2

) (5.7)

with very high probability, where we used that |⟨G2
t −M ′

t⟩| ≲ Nξ(Nη2t )
−1 for any arbitrary small ξ > 0 by

[41, Theorem 3.3] for z1 = z2 and η1 = η2.
We now plug the expression (5.7) into Girko’s formula (3.2); for simplicity of notation within this proof

we choose s = 0. Choose η0 = η0(η) = η0(η, t) and z0 = z0(z) = z0(z, t) such that zt = z, ηt = η, with ηt, zt

7Our convention here is that the characteristics move upwards as in (4.37), contrary to (4.63).
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being the solutions of (5.4) with initial conditions η0, z0. Then plugging (5.7) into Girko’s formula (3.2) we
find that

ITηc(f, t) = − 1

4πi

∫
C
∆f(z)

∫ T

ηc

exp

(∫ t

0

[
1

2
+ ∂ηsm

zs(iηs)

]
ds

)
Tr
[
G
z0(z)
0 (iη0(η))− EGz0(z)0 (iη0(η))

]
+

1

4πi
√
N

∑
i ̸=j

∫
C
∆f(z)

∫ T

ηc

∫ t

0

exp

(∫ s

0

[
1

2
+ ∂ητm

zτ (iητ )

]
dτ

)
Tr
[
Gzs(z)s (iηs(η))

2EidBsEj
]
dηdz2

+O

(
Nξ

Nηc

)
, (5.8)

with zs(z) = e(t−s)/2z. Performing the change of variables η0(η, t) → η′ and ηs(η, t) → η′, in the first and
second line of (5.8) respectively, and using

∂ηη0(η) = ∂ηtη0(ηt) = exp

(∫ t

0

[
1

2
+ ∂ηsm

zs(iηs)

]
ds

)
,

we obtain (5.2).

5.2 Proof of Proposition 3.3. Proposition 3.3 consists of two main statements: i) the integrals ITηc(f
(i)
v,a, ti)

obey a Wick theorem and we have an explicit formula for their covariance, ii) each one of those integrals
can be decomposed as the sum of two terms (see (3.12)). The main input for both these results is the
decomposition of ITηc(f, t) from Proposition 5.1.

The Wick theorem factorization in (3.9) immediately follows from (5.2) together with [40, Proposition
3.3]. We present its proof in Section 5.2.3.

We now turn to the proof of ii). We recall that, by Proposition 5.1, we immediately obtain (3.11) and
that I1, I2 are (approximately) uncorrelated. Furthermore, the first relation in (3.12) immediately follows
by [40, Proposition 3.3] as it consists of the variance of the product of two resolvents evaluated at the same
time; hence to conclude the proof of ii) we only need to compute the variance of the martingale term I2.

In the following, to keep the presentation simple, we present the proof of Proposition 3.3 only in the
macroscopic case a = 0. The proof in the mesoscopic case is completely analogous after replacing any
reference to [40] with the corresponding one in [41]. Additionally, for simplicity of notation we also assume
that s = 0; the general case can be achieved by a simple time–shift.

We divide this section into three subsections: in Section 5.2.1 we compute EITηc(f, t), I
T
ηc(g, 0), in Sec-

tion 5.2.2 we compute the variance of the martingale term in (5.2), concluding the proof of ii), in Section 5.2.3
we prove a Wick theorem, concluding the proof of i).

Before presenting these proof we comment on their relation with the proof of [40, Proposition 3.3]. In the
reminder of this section the local law [41, Theorem 5.2] is a fundamental input to compute the deterministic
approximation of product of resolvents of the form Gz1s G

z2
s , i.e. this local law is used for any fixed time

0 ⩽ s ⩽ t, but only for resolvents evaluated at the same time. On the other hand, the CLT for resolvents
[40, Proposition 3.3] is used only at time s = 0 (see (5.9) below) to compute the correlation of the initial
condition.

5.2.1 Correlation between ITηc(f, t), I
T
ηc(g, 0). From now on c > 0 is a small fixed constant that may change

from line to line. By [40, Proposition 3.3], for ηi ⩾ n−1+δ1 , it follows that

ETr
[
G
v(z1)
0 (iη1)− EGv(z1)0 (iη1)

]
Tr
[
Gz20 (iη2)− EGz20 (iη2)

]
= ∂η1∂η2 log

[
1 + e−t(|v(z1)z2|2u21u22 −m2

1m
2
2)− 2e−t/2u1u2Re[v(z1)z2]

]
− κ4∂η1∂η2m

2
1m

2
2 +O(N−c),

(5.9)

where we used the notations m1 := mv(z1)(iη1), u1 := uv(z1)(iη1), and similar notations for m2, u2.

Adding back the small η1 and η2 regimes (see the proof of [40, Lemma 4.7]), and performing the (η1, η2)-
integrals in Girko’s formula we conclude that (note that the expectation of the martingale term in (5.8)
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vanishes)

EITηc(f, t)I
T
ηc(g, 0) =

1

8π2

∫ ∫
∆f(z1)∆g(z2) dz1dz2

×
[
− 1

2
log

[
1 + |z2v(z1)|2(uv(z1)(iη0(η1)))2(uz2(iη2))2

− (mv(z1)(iη0(η1)))
2(mz2(iη2))

2 − 2uv(z1)(iη0(η1))u
z2(iη2)Re[v(z1)z2]

]
+
κ4
2
mv(z1)(iη0(η1))

2mz2(iη2)
2

]∣∣∣∣
η1=0,
η2=0

+O(N−c).

(5.10)

Then, using (5.5), for the log–term in (5.10), we conclude

log
[
1 + |z2v(z1)|2(uv(z1)(iη0(η1)))2(uz2(iη2))2 − (mv(z1)(iη0(η1)))

2(mz2(iη2))
2 − 2uv(z1)(iη0(η1))u

z2(iη2)Re[v(z1)z2]
]

= log
[
1 + e−t(|z2z1|2uz1(iη1)2(uz2(iη2))2 −mz1(iη1)

2(mz2(iη2))
2)− 2e−t/2uz1(iη1)u

z2(iη2)Re[z1z2]
]
.

(5.11)

Evaluating (5.11) at η1 = η2 = 0 we obtain

rhs.(5.11) = Θ(z1, z2, t) := −1

2


log
[
|(1− e−t)(1− |z1|2) + |z1 − e−t/2z2|2

]
|z1|, |z2| ⩽ 1

log |zl − e−t/2zm|2 − log |zl|2 |zm| ⩽ 1, |zl| > 1

log |e−t/2 − z1z2|2 − log |z1z2|2 |z1|, |z2| > 1.

(5.12)

Furthermore, for η1 = η2 = 0 we also compute the term in the last line of (5.10):

mv(z1)(iη0(η1))
2 = e−tmz1(iη1) = e−t(1− |z1|2), mz2(iη2)

2 = (1− |z2|2). (5.13)

Plugging (5.12)–(5.13) into (5.10) we thus obtain

EITηc(f, t)I
T
ηc(g, 0) ≈

1

8π2

∫ ∫
∆f(z1)∆g(z2) dz1dz2

[
Θ(z1, z2, t) +

κ4
2
e−t(1− |z1|2)(1− |z2|2)

]
. (5.14)

We now conclude the proof of (3.9) performing integration by parts in z1 and z2 in (5.14). Here we omit
the details of the tedious explicit computations to compute the second line of (3.9) given (5.12), since they
are analogous to [40]; we only point out the very minor differences. The computations of the term with the
fourth cumulant κ4 are exactly the same as in [40, Lemma 4.10], in fact the only difference compared to [40]
is the scaling factor e−t in (5.14). For the term with Θ(z1, z2, t), using that

∂z1∂z2 log
[
|zl − e−t/2zm|2] = 0,

when |zm| ⩽ 1, |zl| > 1 and proceeding exactly as in [40, Appendix A], we conclude (cf. [40, Lemma 4.9])

1

8π2

∫
C2

∆f(z1)∆g(z2)Θ(z1, z2, t) dz1dz2 = −
∫
D2

∂z1f∂z2g∂z1∂z2K(z1, z2, t) dz1dz2 + lim
ε→0

Iε, (5.15)

with K(z1, z2, t) from (1.8), and

Iε : =
1

2π2

∫
|z1|⩾1

dz1

∫
|e−t/2−z1z2|⩾ε,

|z2|⩾1

dz2 ∂z1f(z1)∂z2g(z2)
1

(e−t/2 − z1z2)2

+
1

2π2

∫
|z1|⩾1

dz1

∫
|e−t/2−z1z2|⩾ε,

|z2|⩾1

dz2 ∂z1f(z1)∂z2g(z2)
1

(e−t/2 − z1z2)2
.

To compute the second term in the rhs. of (5.15) we proceed similarly to [40, Eqs. (4.33)–(4.35)]. Using the
change of variables z1 → 1/z1 and z2 → 1/z2 the integrals in Iε are equal to the integral of 1/(e−t/2z1z2−1)2

over the domain |zi| ⩽ 1 and |e−t/2z1z2 − 1| ⩾ ε. By a density argument it is enough to compute the second
term in the rhs. of (5.15) for polynomials

f(z1) =
∑
k,l⩾0

aklz
k
1z1

l, g(z2) =
∑
k,l⩾0

bklz
k
2z2

l.
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Using that

lim
ε→0

∫
|z1|⩽1

∫
|e−t/2z1z2−1|⩾ε,

|z2|⩽1

zα1 z1
βzα

′

2 z2
β′
dz1dz2 =

π2

(α+ 1)(α′ + 1)
δαβδα′β′

and proceeding exactly as in [40, Eqs. (4.34)] we conclude

lim
ε→0

Iε =
1

2

∑
k,k′,l,l′⩾0

m∈Z

|m|e− t
2 |m|ak,lbk′,l′δk,l+mδk′,l′+m =

1

2
⟨f, Ptg⟩H1/2(∂D), (5.16)

with Pt being the Poisson kernel defined as Ptf(z) :=
∑

Z e
−|m|t/2f̂mz

m. Combining (5.14)–(5.15) and (5.16)
we conclude the proof of (3.10), and so of part i).

5.2.2 Second moment of the martingale term. We now compute the second moment of the martingale
term in the second line of (5.2). For fix (i, j) ∈ {(1, 2), (2, 1)}, we compute

E
∫ t

0

Tr
[
[Gz1,ss (iη1)]

2EidBsEj
] ∫ t

0

Tr
[
[Gz2,ss (iη2)]

2EidBsEj
]
= E

∫ t

0

Tr
[
Gz1,ss (iη1)

2EiG
z2,s
s (iη2)

2Ej
]
ds.

Furthermore, we note that

Tr
[
Gz1,ss (iη1)

2EiG
z2,s
s (iη2)

2Ej
]
= −∂η1∂η2Tr

[
Gz1,ss (iη1)EiG

z2,s
s (iη2)Ej

]
.

Plugging this into the computation of the second moment of the martingale term I2 in (5.2), we obtain

1

16π2n

∫∫
C
∆f(z1)∆f(z2)

∫ t

0

∫∫ ηs(T,t)

ηs(ηc,t)

∂η1∂η2Tr
[
Gz1,ss (iη1)EiG

z2,s
s (iη2)Ej

]
dη1dη2dz

2
1dz

2
2 . (5.17)

We can thus perform the (η1, η2)–integrations in (5.17) and obtain

1

16π2n

∫∫
C
∆f(z1)∆f(z2)

∫ t

0

Tr
[
Gz1,ss (iη1,s(ηc))EiG

z2,s
s (iη2,s(ηc))Ej

]
dz21dz

2
2 . (5.18)

Here we omitted a negligible error smaller than n−10 coming from the upper extreme of integration in the
(η1, η2)–integrals.

We now compute the leading deterministic term in (5.18). For this purpose we recall the multi–resolvent
local law from [41, Theorem 3.3]. Define Gi := (W − Zi − iηi)

−1, with Zi as in (3.3), and denote by Mi its
deterministic approximation. Then, for a deterministic matrix A ∈ C2N×2N , the deterministic approximation
of G1AG2 is given by

Mz1,z2
A :=

(
1−M1S[·]M2

)−1
[M1AM2].

Here S[·] denotes the covariance operator, which is defined by (recall the definition of E1, E2 from (5.1))

S[·] := 2⟨·E1⟩E2 + 2⟨·E2⟩E1.

By the local law from [41, Theorem 3.3], we then have

∣∣〈[Gz1,ss (iη1,s(ηc))EiG
z2,s
s (iη2,s(ηc))−M

z1,s,z2,s
Ei

(iη1,s(ηc), iη2,s(ηc))
]
Ej
〉∣∣ ≲ Nξ

Nη2∗,s
, (5.19)

with very high probability for ξ > 0 arbitrary small and η∗,s := η1,s(ηc) ∧ η2,s(ηc). We are thus left to
compute ∫ t

0

⟨Mz1,s,z2,s
Ei

(iη1,s(ηc), iη2,s(ηc))Ej⟩ds,

and then plug the answer into (5.18). In fact the error term in (5.19), after the time integration, can by
estimated by N−c for some small fixed c > 0 and so shown to be negligible.
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Using the notations mi,s := mzi,s(iηi,s(ηc)), ui,s := uzi,s(iηi,s(ηc)), we then compute∑
(i,j)∈{(1,2),(2,1)}

⟨Mz1,s,z2,s
Ei

(iη1,s(ηc), iη2,s(ηc))Ej⟩

=
u1,su2,sRe[z1,sz2,s]− |z1,sz2,s|2u21,su22,s +m2

1,sm
2
2,s

1 + |z1,sz2,s|2u21,su22,s −m2
1,sm

2
2,s − 2u1,su2,sRe[z1,sz2,s]

= −1

2
∂s log

[
1 + e−2(t−s)|z1z2|2u21u22 − e−2(t−s)m2

1m
2
2 − 2e−(t−s)u1u2Re[z1,sz2,s]

]
,

(5.20)

where we used that zi,s = e(t−s)/2zi, ui,s = e−(t−s)ui, and mi,s = e−(t−s)/2mi. Plugging (5.20) evaluated at
η1 = η2 = 0 into (5.18), we thus conclude (neglecting negligible errors of size N−c)

E|I2|2 = E

∣∣∣∣∣ 1

4πi
√
N

∫
C
∆f(z)

∫ t

0

∫ ηs(T,t)

ηs(ηc,t)

Tr
[
Gzs(z)s (iη′)2EidBsEj

]]
dη′dz2

∣∣∣∣∣
2

= − 1

16π2

∫
C

∫
C
∆f(z1)∆f(z2)×

∫ t

0

∂s


log
[
|(1− e−2(t−s))(1− |z1|2) + |z1 − e−(t−s)z2|2

]
|z1|, |z2| ⩽ 1

log |zl − e−(t−s)zm|2 − log |zl|2 |zm| ⩽ 1, |zl| > 1

log |e−(t−s) − z1z2|2 − log |z1z2|2 |z1|, |z2| > 1

= − 1

16π2

∫
C

∫
C
∆f(z1)∆f(z2)×


log |z1 − z2|2 − log

[
|(1− e−2t))(1− |z1|2) + |z1 − e−tz2|2

]
|z1|, |z2| ⩽ 1

log |z1 − z2|2 − log |zl − e−tzm|2 |zm| ⩽ 1, |zl| > 1

log |1− z1z2|2 − log |e−t − z1z2|2 |z1|, |z2| > 1

(5.21)

Finally, performing integration by parts in (5.21) as explained at the end of Section 5.2.1, but for t = 0
(e.g. we are in the same setting of [40]), we conclude the second equality (3.12), and so the proof of part ii)
as well.

5.2.3 Wick Theorem Consider a product of the form (recall that for notational simplicity we only consider
the case a = 0)

E
∏
i∈[p]

ITηc(f
(i), ti). (5.22)

By Proposition 5.1, each of these integrals can be decomposed as

ITηc(f
(i), ti) = I1(f

(i), 0, ti) + I2(f
(i), 0, ti) +O(N−c).

By (5.21) and the martingale representation theorem, we can write

I2(f
(i), 0, ti) =

∫ t

0

C1/2
s dbs +O(N−c), (5.23)

for some small fixed c > 0, where bs ∈ Rp is a standard Brownian motion, independent of the I1(f
(i), 0, ti)’s,

and Cs is a p× p matrix such that

(Cs)ij =
Vs
(
f (i) + f (j)

)
− Vs

(
f (i) − f (j)

)
4

, Vs(f) := integrand in the second line of rhs. (5.21).

This shows that, modulo a negligible error N−c, the I2(f
(i), 0, ti) are jointly a multivariate Gaussian random

variable with covariance
∫ t
0
(Cs)ijds.

Now a Wick theorem as in (3.9) for the product (5.22) easily follows. In fact, (5.23) readily implies a Wick
theorem for I2(f

(i), 0, ti); we are thus left only with products of the I1(f
(i), 0, ti)’s . Then, by [40, Proposition

3.3], we also conclude that the I1(f
(i), 0, ti)’s satisfy a Wick theorem as they consists of product of resolvents

evaluated at the same time. This concludes the proof of of Proposition 3.3.
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5.3 Proof of Corollary 2.11. From Theorem 2.3, for any compactly supported F,G we expect

E
[
LN (Fv,a, sa)LN (Gv,a, ta)

]
= Γv(F,G, t− s) · (1 + o(1)) (5.24)

as N → ∞. Strictly speaking this convergence of the covariance does not follow from Theorem 2.3, which
states convergence in distribution. However, an inspection of the proof (which proceeds by asymptotics of
the moments) in the special equilibrium case immediately shows that (5.24) holds, notably because (3.6) is
correct at equilibrium, the matrix entries having a smooth density and Wegner estimates applying easily.

Second, we will need a slight generalization of (5.24) to F,G non-necessarily with compact support,
as it will be applied to F = 1

2πfv,a ∗ log, G = 1
2π gv,a ∗ log, with f, g with compact support. Again, this

generalization poses no problem: The starting point of the proof, Equation (3.2), can be directly replaced
with ∑

i

F (σi) =
i

4π

∫
C
fv,a(z)

∫ ∞

0

Tr
[
Gz(iη)

]
dηdz

and the remainder of the proof is then unchanged.
In sum, our starting point will be that for any a > 0, f, g ∈ H2

0 (C), there exists a c > 0 such that
uniformly in s, t in compact sets we have (remember cv = 1− |v|2)

E
[
LN (F, sa)LN (G, ta)

]
= − 1

16π2

∫
C2

fv,a(z)gv,a(w) log
(
cv|ta − sa|+ |z −w|2

)
dzdw · (1 +O(N−c)), (5.25)

where F (z) = 1
2π

∫
fv,a(z − w) log |w|dw and G(z) is defined similarly.

On the other hand, from [22, Proposition A.1] we have ⟨Mk,Mk⟩ = 0 so that ⟨ReMk, ImMk⟩ = 0 and
⟨ReMk⟩ = ⟨ImMk⟩. The Itô formula therefore gives

dF (σk(t)) = ∇F · dMk −
1

2
∇F · σkdt+

1

4
∆F d⟨Mk⟩ = ∇F · dMk −

1

2
∇F · σkdt+

f

4

Okk
N

dt. (5.26)

Let t′ = t1 + s2 − s1. The difference E
[
LN (F, s2)LN (G, t′)

]
− E

[
LN (F, s2)LN (G, t1)

]
can be written in two

manners from (5.25) and (5.26), which gives∫ t′

t1

E

[
LN (F, s2)

∑
k

(−1

2
∇G(σk(t)) · σk(t) +

g(σk(t))

4

Okk(t)

N
)

]
dt

= −
∫ t′

t1

1

16π2

∫
C2

fv,a(z)gv,a(w)
cv

cv|t− s2|+ |z − w|2
dzdwdt+O(N−4a−c+ε)

(5.27)

where we have used that
∫
C2 fv,a(z)gv,a(w) log

(
cv|ta− sa|+ |z−w|2

)
dzdw = O(N−4a+ε) for any ε > 0, and

that the expectation of the term containing dMk vanishes.
We now wish to remove the contribution from the gradient term in (5.27). For this we rely on the

following rigidity estimates: With very high probability we have

|LN (F, s2)| ⩽ N−2a+ε,

∣∣∣∣∣∑
k

∇G(σk) · σk − E
∑
k

∇G(σk) · σk

∣∣∣∣∣ ⩽ N−a+ε. (5.28)

Indeed, consider a partition of the the constant on C: 1 =
∑
n⩾1 χn, where χn is supported on {|z| ⩽ 2i}

and ∥χ(k)
n ∥∞ ⩽ Ck for all n. We now define Fn(z) = F (z)χn(N

a(z − v)). On the support of f we have

F = O(N−2a+ε), and more generally ∥F (k)
n ∥∞ ⩽ C̃kN

−2a+εNka. Together with [28, Theorem 1.2], this
implies P(|LN (Fn, s2)| ⩾ N−2a+ε) = O(N−D) for any fixed ε,D > 0, and n = O(logN). With a union
bound we conclude P(|LN (F, s2)| ⩾ N−2a+ε) = O(N−D), and finaly by taking large moments and Hölder’s
inequality this implies the bound on the left-hand side of (5.28). The right-hand side of (5.28) follows from
a similar dyadic decomposition, as we have ∇G = O(N−a+ε) on the support of g, which is the most singular
part of the test function.

In sum, by rigidity of the spectrum we have proved∫ t′

t1

E

[
LN (F, s2)

∑
k

∇G(σk(t)) · σk(t)

]
dt = O(N−5a+ε),
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which together with 5.27 gives∫ t′

t1

E

[
LN (F, s2)

∑
k

g(σk(t))

4

Okk(t)

N

]
dt = −

∫ t′

t1

1

16π2

∫
C2

fv,a(z)gv,a(w)
cv

cv|t− s2|+ |z − w|2
dzdwdt+O(N−4a−c+ε).

By reversibility at equilibrium, we have

E

[
LN (F, s2)

∑
k

g(σk(t))

4

Okk(t)

N

]
= E

[
LN (F, t1)

∑
k

g(σk(s2 + t1 − t))

4

Okk(s2 + t1 − t)

N

]
,

so that we have proved∫ s2

s1

E

[
LN (F, t1)

∑
k

g(σk(s))

4

Okk(s)

N

]
ds = −

∫ s2

s1

1

16π2

∫
C2

fv,a(z)gv,a(w)
cv

cv|t1 − s|+ |z − w|2
dzdwds+O(N−4a−c+ε).

By subtracting the analogous formula with t1 replaced with t2 we have

∫ s2

s1

E

[
(LN (F, t2)− LN (F, t1)

∑
k

g(σk(s))

4

Okk(s)

N

]
ds

= −
∫ s2

s1

1

16π2

∫
C2

fv,a(z)gv,a(w)

∫ t2

t1

∂t
cv

cv|t− s|+ |z − w|2
dzdwdsdt+O(N−4a−c+ε).

With (5.26) to evaluate LN (F, t2)− LN (F, t1) we obtain (2.9).

5.4 Proof of Proposition 2.10. Note first that from Remark 2.5 we have (remember s < t here)
E[L(g, s)L(f, t)] = E[L(g, s)L(Qt−sf, s)] for any g ∈ C∞, so that

E[L(f, t) | Σs] = L(Qt−sf, s)

almost surely. In a proof by contradiction, assume that P (E [L(f, t) | Σs−] = E [L(f, t) | Σs]) = 1 for any
f ∈ C∞, and let u < s. Together with Σu ⊂ Σs− and the above equation thus gives

L(Qt−uf, u) = E[L(f, t) | Σu] = E[E[L(f, t) | Σs−] | Σu] = E[E[L(f, t) | Σs] | Σu]
= E[L(Qt−sf, s) | Σu] = L(Qs−uQt−sf, u) a.s.

so that L((Qt−u − Qs−uQt−s)f, u) = 0 almost surely. If L(h, u) = 0 a.s. then its variance vanishes, so∫
|∇h|2 = 0 and h is constant. Hence (Qt−u −Qs−uQt−s)f = 0 (Qr preserves the mean). As this holds for

any f ∈ C∞, we have

qt−u(z) =

∫
qs−u(w)qt−s(z − w)dw. (5.29)

A calculation gives, for any ξ = (ξ1, ξ2) ∈ R2 and defining z · ξ = ξ1Rez + ξ2Imz,

q̂r(ξ) =

∫
qr(z)e

−iz·ξdz =

∫ ∞

0

∫ 2π

0

eix|ξ| cos θ
r

π(r + x2)2
dθxdx

=

∫ ∞

0

J0(x|ξ|)
2r

(r + x2)2
dθxdx = |ξ|

√
rK1(|ξ|

√
r),

(5.30)

where Jα (resp. Kα) is the Bessel function of the first kind (resp. modified Bessel function of the second
kind) with index α. Equation (5.29) therefore gives, for any r1, r2, |ξ| > 0,

|ξ|
√
r1 + r2K1(|ξ|

√
r1 + r2) = |ξ|2

√
r1r2K1(|ξ|

√
r1)K1(|ξ|

√
r2),

which can be easily proved to be wrong, e.g. by choosing r2 = |ξ| = 1 and comparing the Taylor series for
small r1.
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5.5 Existence of the limiting Gaussian field. As explained in Remark 2.6, the existence of the limiting
Gaussian field on mesoscopic scales is equivalent to

∑
1⩽i, j,⩽m Γ(fi, fj , |ti − tj |) ⩾ 0, i.e.

∑
1⩽i, j,⩽m

∫
∂zfi(z)(q|ti−tj | ∗ ∂zfj)(z)dz ⩾ 0.

In Fourier space we obtain the condition∑
1⩽i, j,⩽m

∫
|ξ|2f̂i(ξ)f̂j(ξ)q̂|ti−tj |(ξ)dξ ⩾ 0.

For the above we clearly only need to prove
∑

1⩽i, j,⩽m vivj q̂|ti−tj |(ξ)dξ ⩾ 0 for any complex ξ, vi’s and real

ti’s. By (5.30) we have q̂|ti−tj |(ξ) = |ξ| · |ti − tj |1/2K1(|ξ| · |ti − tj |1/2), so it is sufficient to show∑
1⩽i, j,⩽m

zizj |si − sj |1/2K1(|si − sj |1/2) ⩾ 0 (5.31)

for any complex zi’s and real si’s. The function g(t) = |t|1/2K1(|t|1/2) has non-negative Fourier transform:

ĝ(u) =

∫
R
|t|1/2K1(|t|1/2)e−iutdt =

1

4u2

∫ ∞

0

v

v2 + 1
e−

v
4u dv ⩾ 0,

which implies (5.31) and concludes the proof.

A Stieltjes transform

In this section we recall various results concerning Stieltjes transforms. To that end, fix a probability measure
µ. We define the Stieltjes transform of µ to be the function m = mµ : H → H for any complex number
z ∈ H setting

m(z) =

∫ ∞

−∞

µ(dx)

x− z
.

Here H denotes the upper half complex plane. We have the following estimates on the Stieltjes transform
and its derivatives.

Lemma A.1. Let m(z) = mµ(z) be the Stieltjes transform of a probability measure µ. For any integer
p ⩾ 1, we denote its p-th derivative by m(p)(z). Then

|m(z)| ⩽ 1

dist(z, supp(µ))
, |m′(z)| ⩽ Im[m(z)]

Im[z]
, |m(p)(z)| ⩽ p!Im[m(z)]

dist(z, supp(µ))p−1Im[z]
.

Proof. The Stieltjes transform is given by

|m(z)| =
∣∣∣∣∫

R

dµ(x)

x− z

∣∣∣∣ ⩽ ∫
R

dµ(x)

|z − x|
⩽

1

dist(z, supp(µ))
.

For the second statement of (A.2), we have

|m′(z)| =
∣∣∣∣∫

R

dµ(x)

(x− z)2

∣∣∣∣ ⩽ ∫
R

dµ(x)

|z − x|2
=

1

Im[z]

∫
R

Im[z]dµ(x)

|z − x|2
=

Im[m(z)]

Im[z]
.

For the last statement of (A.2), we have

|m(p)(z)| =
∣∣∣∣∫

R

p!dµ(x)

(x− z)p+1

∣∣∣∣ ⩽ ∫
R

p!dµ(x)

|z − x|p+1
⩽
∫
R

p!dµ(x)

|z − x|2dist(z, supp(µ))p−1
=

p!Im[m(z)]

dist(z, supp(µ))p−1Im[z]
,

concluding the proof.
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Lemma A.2. Let m(z) = mµ(z) be the Stieltjes transform of a probability measure µ. For any small η > 0,
and two complex numbers w, z with η/C ⩽ Im[w], Im[z] ⩽ Cη, and |w − z| ⩽ Cη, we have

Im[m(w)] ≍ Im[m(z)]. (A.1)

If we further assume that there exists a control parameter 0 < ϕ ⩽ Im[m(z)], such that

|m(w)− m̃(w)|, |m(z)− m̃(z)| ⩽ ϕ,

and |w − z| ≍ η
√
ϕ/Im[m(z)], then

|m′(z)| ≲ max |m̃′(u)|+
√
ϕIm[m(z)]

η
. (A.2)

Proof. For the first statement (A.1), (A.2) gives that

|∂uIm[m(u)]| ⩽ |m′(u)| ⩽ | Im[m(u)]

Im[u]
,

which gives that |∂u log Im[m(u)]| ⩽ 1/Im[u]. By integrating it from z to w and from w to z, we conclude
that

log
Im[m(w)]

Im[m(z)]
≲ 1, log

Im[m(z)]

Im[m(w)]
≲ 1.

Then (A.1) follows.
For the second statement (A.2), by Taylor expansion

|m(w)−m(z)− (w − z)m′(z)| ⩽ 1

2
|w − z|2 sup |m′′(u)|

where the supremum is on [z, w]. Then we get

|m′(z)| ⩽ |m(w)−m(z)|
|w − z|

+
1

2
|w − z| sup |m′′(u)| ≲ max |m̃′(u)|+ ϕ

|w − z|
+ |w − z| Im[m(z)]

Im[z]2

≲ max |m̃′(u)|+
√
ϕIm[m(z)]

Im[z]
,

where we used that |w − z| ≍ Im[z]
√
ϕ/Im[m(z)].

B Well-posedness

The purpose of this short appendix is to prove that the Equation (4.13) is well-posed. More generally, we
consider the stochastic differential equation

dxi(t) =
dbi(t)√
2N

+
1

2N

∑
j ̸=i

1

xi(t)− xj(t)
dt, 1 ⩽ |i| ⩽ N, (B.1)

where 0 < x1(0) < · · · < xN (0), x−i(0) = −xi(0), (i ⩾ 1), (bi)1⩽i⩽N is a collection of continuous martingales,
and b−i(t) = −bi(t), (i ⩾ 1). Note that the drift in (B.1) includes a repulsive term between xi and x−i,
equal to 1

2N
1

2xi
.

Proposition B.1. If d⟨bi⟩t
dt ⩽ 1 for any i ⩾ 1, t ⩾ 0, then existence and strong uniqueness hold for the

stochastic differential equation (B.1).

Note that this proposition does not require indepedence of the bi’s, or bounds on the off-diagonal brackets.
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Proof. For any ε > 0, let τε = inf{t ⩾ 0 : |xi(t) − xj(t)| = ε for some i ̸= j} and µC = inf{t ⩾ 0 : |xi(t)| =
C for some i}. It is well-known that existence and strong uniqueness hold if one proves τε → ∞ a.s. as
ε→ 0, and µC → ∞ as C → ∞, see e.g. [83].

Still following [83], consider ϕ(x) = −
∑∗
i,j log |xi− xj |, where here and in the following

∑∗
i,j (resp.

∑∗
i )

means summation over couples −N ⩽ i ̸= j ⩽ N such that i, j ̸= 0 (resp. −N ⩽ i ⩽ N such that i ̸= 0).
Let yt := xt∧τε , then Itô’s formula gives

dϕ(yt) =

∗∑
i

∂iϕ(yt)dyi(t) +
1

2

∑
1⩽|i|,|j|⩽N

∂i,jϕ(yt)d⟨yi, yj⟩t

= −
∗∑
i

 ∗∑
j:j ̸=i

1

yi − yj

 ·

 dbi√
2N

+
1

2N

∗∑
j:j ̸=i

dt

yi − yj

− 1

2

1

2N

∗∑
i,j

d⟨bi, bj⟩
(yi − yj)2

+
1

2

1

2N

∗∑
i

∗∑
j:j ̸=i

d⟨bi⟩
(yi − yj)2

= dMt +
1

2N

−
∗∑
i

 ∗∑
j:j ̸=i

1

yi − yj

2

dt− 1

2

∗∑
i,j

d⟨bi, bj⟩
(yi − yj)2

+
1

2

∗∑
i,j

d⟨bi⟩
(yi − yj)2

 ,

where M is a local martingale. Note that by Cauchy-Schwarz we have

|d⟨bi, bj⟩/dt| ⩽ (d⟨bi⟩/dt)1/2(d⟨bj⟩/dt)1/2 ⩽ 1,

so that the above parenthesis is smaller than (
∑∗
i,j,k below means summation over all −N ⩽ i, j, k ⩽ N such

that i, j, k are all distinct and non-zero)

−
∗∑
i

 ∗∑
j:j ̸=i

1

yi − yj

2

+

∗∑
i,j

1

(yi − yj)2
= −

∗∑
i,j,k

1

(yi − yj)(yi − yk)
= 0,

where the last equality relies on 1
(a−b)(a−c) +

1
(b−a)(b−c) +

1
(c−a)(c−b) = 0. This shows that (ϕ(yt))t⩾0 is a

supermartingale.
Let A = {τε ⩽ µC , τε ⩽ T} where ε, C are chosen so that mini̸=j |xi(0)−xj(0)| ⩾ ε, and maxi |xi(0)| ⩽ C.

Then, using the supermartingale property for the first inequality below, we have

E[ϕ(y0)] ⩾ E[ϕ(yT∧µC
)] = E[ϕ(yT∧µC

)1A] + E[ϕ(yT∧µC
)1Ac ]

⩾ (2(− log ε) + (2N(2N − 1)− 2)(− log(2C)))P(A) + 2N(2N − 1)(− log(2C))(1− P(A)).

This implies P(A) → 0 as ε→ 0, so P(τ0 ⩽ µC , τ0 ⩽ T ) = 0. The proof will therefore be complete if µC → ∞
a.s. as C → ∞. Let Zt =

∑
i zi(t)

2 where zi(t) = xi(t ∧ µC), then Itô’s formula gives

dZt = 2
∑
i

zidzi +
∑
i

d⟨zi⟩ = 2
∑
i

zi
dbi√
2N

+N(2N − 1) +
1

2N

∑
i

d⟨bi⟩,

where we have used
∑∗
i,j

zi
zi−zj = N(2N − 1). With our assumption on d⟨bi⟩t

dt , this implies E(Zt) ⩽ Z0 + at

for any t and some constant a depending on N . We now define the martingale Mt =
∫ t
0
2
∑
i zi

dbi√
2N

. With

the Burkholder-Davis-Gundy inequality, we have

E[ sup
0⩽u⩽t

|Mu|2] ⩽ C1E[⟨M⟩t] ⩽ C2

∫ t

0

∑
i,j

E[|zizjd⟨bi, bj⟩|] ⩽ C3

∫ t

0

∑
i,j

E[|zi|2+|zj |2]dt ⩽ C4

∫ t

0

E[Zt]dt ⩽ C5+C6t

where C1 is universal and the other constants Ci above and below depend only on n. Note that |Zu| ⩽
|Z0|+ |Mu|+ C7u, so from the above we obtain E[sup0⩽u⩽t |Zu|2] ⩽ C8 + C9t, and in particular

P(µC ⩽ t) = P( max
0⩽u⩽t

|xi(u)| ⩾ C) = P( max
0⩽u⩽t

|zi(u)| ⩾ C) ⩽
C8 + C9t

C2
.

Taking C → ∞ we obtain P(µ∞ ⩽ t) = 0 for any fixed t ⩾ 0, so that P(µ∞ = ∞) = 1. This concludes the
proof.
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sample covariance matrices, Ann. Inst. Henri Poincaré Probab. Stat. 57 (2021), no. 1, 506–546 (English, with English and
French summaries).

[74] A. Lytova and L. Pastur, Central limit theorem for linear eigenvalue statistics of random matrices with independent entries,
Ann. Probab. 37 (2009), no. 5, 1778–1840.

[75] A. Maltsev and M. Osman, Bulk Universality for Complex Non-Hermitian Matrices with Independent and Identically
Distributed Entries, prepublication arXiv:2310.11429 (2023).

[76] B. Mehlig and J. T. Chalker, Eigenvector correlations in non-Hermitian random matrix ensembles, Ann. Phys. 7 (1998),
no. 5-6, 427–436.

[77] M. L. Mehta, Random matrices, Third, Pure and Applied Mathematics (Amsterdam), vol. 142, Elsevier/Academic Press,
Amsterdam, 2004.

[78] M. Nikula, E. Saksman, and C. Webb, Multiplicative chaos and the characteristic polynomial of the CUE: the L1-phase,
Trans. Amer. Math. Soc. 373 (2020), no. 6, 3905–3965.

[79] B. Rider, Deviations from the circular law, Probab. Theory Related Fields 130 (2004), no. 3, 337–367.

[80] , Order statistics and Ginibre’s ensembles, J. Statist. Phys. 114 (2004), no. 3-4, 1139–1148.

[81] B. Rider and B. Virág, The noise in the circular law and the Gaussian free field, Int. Math. Res. Not. IMRN 2 (2007).

[82] B. Rodgers, A central limit theorem for the zeroes of the zeta function, Int. J. Number Theory 10 (2014), no. 2, 483–511.

[83] L. C. G. Rogers and Z. Shi, Interacting Brownian particles and the Wigner law, Probab. Theory Related Fields 95 (1993),
no. 4, 555–570.

[84] Z. Rudnick, GOE statistics on the moduli space of surfaces of large genus, Geom. Funct. Anal. 33 (2023), no. 6, 1581–1607.

[85] M. Shcherbina, Change of variables as a method to study general β-models: bulk universality, J. Math. Phys. 55 (2014),
no. 4.

[86] G. R. Shorack and J. A. Wellner, Empirical processes with applications to statistics, Classics in Applied Mathematics,
vol. 59, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2009.

[87] H. Spohn, Interacting Brownian particles: a study of Dyson’s model, Hydrodynamic behavior and interacting particle
systems (Minneapolis, Minn., 1986), IMA Vol. Math. Appl., vol. 9, Springer, New York, 1987, pp. 151–179.

[88] , Dyson’s model of interacting Brownian motions at arbitrary coupling strength, Markov Process. Related Fields 4
(1998), no. 4, 649–661.

[89] T. Tao and V. Vu, Smooth analysis of the condition number and the least singular value, Math. Comp. 79 (2010), 2333–
2352.

[90] , Random matrices: universality of local spectral statistics of non-Hermitian matrices, Ann. Probab. 43 (2015),
no. 2, 782–874.

[91] C. Webb, The characteristic polynomial of a random unitary matrix and Gaussian multiplicative chaos—the L2-phase,
Electron. J. Probab. 20 (2015), no. 104, 21.

42


	Introduction
	Main Results.
	Time correlations: Proof of Theorems 2.2–2.3
	Independence of singular values
	Resolvent fluctuations from the dynamics noise
	Stieltjes transform
	Well-posedness

