Homework 3 Solutions MATH-GA.2111-001 Linear Algebra

1. Show by Gaussian elimination that the only left null vectors of

W N =

=~ = N =
SN W N
N W = W

are of the multiples of [ = (1 -2 -1 1). Then use the fact that for a linear map T,
RJT- = Np: to conclude that the condition 0 = uqy — u3 — 2us + u; is necessary and sufficient
to solve the system Mx = u.

Answer: To find the left null vectors of M, we perform Gaussian elimination on M7”.

112 3 1 1 2 3 11 2 3 11 2 3
121 4 0 1 -1 1 01 -1 1 01 -1 1
2326 lo 1 =2 o]l oo =1 1] 7 |oo0o -1 -1
31 3 2 0 —2 —3 —7 00 -5 —5 00 0 0

We may now use back-substitution to find I. First we see l4 =t is a free variable. The next
row tells us that I3 = —ly = —t. Row 2 says lo = I3 — 4 = 2t. Row 1 tells us that |} =
—ly—2l3—3ly = t. Altogether we have that [ = ¢(1,—2,—1,1), so Ny = span{(1,—2,—1,1)}.

We know that RJT- = Ny = span{(1,—2,—1,1)}, so

Jrst. Mr=usuc Ry l(u) =0V € Ry
S t(up — 2ug + —ug +ug) =0Vt & up — 2ug + —ug + ug = 0.

i.e. Mx = u is solvable if and only if u; — 2us + —usg + uqg = 0.

2. Suppose T € L(X), dim X = n and let B : X — R"™ be an isomorphism such that Ba; = e;,
i = 1,...,n for some basis B = {ai,...a,} of X. Let M = BTB~! € L(R") and let
M;; = (Mej); be the matrix associated with M as in Theorem 1 pg 32 (Lax). Show that
Taj =311 Mjo;, i =1,...,n. Thus M;; is the matrix for T in the basis B.

Answer: We use linearity of B and our definitions to see that

n n
Taj — B_lMBaj = B_lMej = B! Z(Mej)iei = ZMijOéi'
=1

i=1
This is the definition of M being the matrix representation of 7" in the basis B.

3. Let S be a linear operator in R? such that S? = S (i.e. S is a projection). Show that
cither S = 0 or § = I or Sa; = Y7, Ajjey j = 1,2 for some basis (a1, as) for R?, where

10
A= .

!
Note: I understand this question was hard to read on the sheet, but the question only makes
sense if the word after “S = I” is “or”, and so the homework was marked accordingly.

Answer: Since S € L(R?), we know that rank(S) = 0, 1, or 2. If rank(S) = 0, then Rg = {0},
and so S = 0. If rank(S) = 2, then Rg = R2. Thus Vy € R? there is an x such that Sz = .
The fact that S? = S tells us that Sy = S?2 = Sz = y, and so Sy = y for all y € R? and
S=1
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If rank(S) = 1, then dim Ng = dimRs = 1 and so there exists ay # 0 such that Rg =
span{a;} and ag # 0 such that Ng = span{as}. S? = S tells us that if S2z = 0 then Sz = 0.
By question 6 of homework 2, we have that Rg N Ng = {0}. Thus {a1,as} is a linearly
independent set of 2 vectors, and so a basis.

To find the matrix of S in the basis {a1, a2}, note that a; € Rg implies that there is a y so
that Sy = a1, then Sa; = S%y = Sy = a1. Now write = cja; + caa, and so

Sz =c158(a1) + c2S(a2) = crag.

Thus the matrix for S is the required A.

4. Let X be an n-dimensional vector space over a field K, and let B{«;,...,a,} be a basis for

X.
(a)

Show that there is a unique linear operator 7" on X such that Ta; = a1, 7 =1,...,n—
1, and T'o, = 0. What is the matrix A of T" in the basis B. ie. To; = Z?:l Ajjoy,
1=1,...,n

Answer:
If o =37 ¢, we will define T = Z?;ll cioip1. Iy =31 | diay, then

n—1 n—1 n—1
T(ax + by) = Z(aci +bd;)aiy1 = a Z ciiy1 +0 Z diciy1 = aTx + bTy,
i=1 i=1 i=1
so T' is a linear operator. Also To; = ajy1, 7 =1,...,n—1, and T, = 0.

Any linear transformation is uniquely determined by it’s action on a basis, so T is unique.
To see this explicitly, suppose S satisfies our desired property, then

T(a;) = ajr1 = S(a;),i=1,...,n—1, and T'(a,) =0 = S(ay,)

and so T'(x) = S(x) for all z € X, i.e. T =5, so T is unique.
Clearly T'a;; = Y 1" 0; j+10, and so the matrix is
0 0
10
A= 1 0

Prove that 7" = 0 and 77! # 0.
Answer: Repeated applications of T on the basis vectors clearly gives
Tra; =T oz = - = qipr,

where a; = 0 if j > n. We thus see that T 'ay; = a, #0, and so T"1 # 0. We also
see that T™a; = 0 for all 7. Thus T™ send all basis vectors to 0, and so T" = 0.

Let S be any linear operator on X such that S™ = 0, but S"~! # 0. Prove that there is
a basis B’ for X such that the matrix for S in the basis B’ is the matrix A from part a).
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Answer: Since S~ # 0, there exists an a1 such that S"~taq # 0. If we let aj = S7 Loy,
I claim that B = {ai,...,a,} is a basis for X. Clearly it has the right number of
elements, so we need only check linear independence.

Suppose ci,...,c, are such that
craq + e, St =0
then applying S"~! to both sides gives
18" ray 4+ 8™ (aq + Sag 4 -+ 5" 2ay) = 0.

By the definition of a4, and the fact that S™ = 0, this tells us that ¢; = 0. We repeat
this process by multiplying by S™ 7 to show that all of the ¢;’s are zero and so B’ is a
set of n linearly independent vectors, and so a basis for X.

This basis also clearly satisfies the property that
Soj = Sjaj =oj41,)=1,...,n—1, and S, = S"a1 = 01 = 0.

Thus S satisfies the same properties that defined 7' in part a), and so has the same
matrix representation

Prove that M and N are n x n matrices over K such that M™ = N™ = 0 but M"~! £ 0
and N ! 0, then M and N are similar.

Answer: By part c), there exists bases B; and Bz such that writing M and N in those
respective bases gives the same matrix representation A. Representing these change of
basis operations by the matrices P, and P,, we see that

PMP'=A=PNP;!
=M =P 'PNP;'P, = (P['P)N(P'P) 7Y,

and so M and N are similar.

5. Let W1 and Ws be subspaces of a finite-dimensional vector space X

(a)

Prove that (W; + Wa)t = Wit n W3-

Answer: Let | € (Wy + Wa)*, then for all wy € Wy and wy € Wa, [(wy + ws) = 0. In
particular, choosing wy = 0 (allowed since W is a subspace) gives that I(w;) = 0 for all
wy € Wi, sol € Wit. Choosing wy = 0 similarly shows that [ € W5-. Thusl € Wi-nWs.
Since this is true for all I € (W; + Wa)*, we have shown that (W; + W)t ¢ Wit nWst.

Now suppose | € Wit N Ws-. Then for all wy € Wy and wy € Wa, l(w) + I(w2) = 0.
Using linearity, we see that

l(w1 +w2) = l(wl) + l(’wg) =0,
so | € (Wp + Wa)t. Since this is true for all I € Wi- N W4, we have that

Wf‘ N WQJ‘ - (Wl + WQ)J_.
Since we have shown containment in both directions, we have the desired equality.
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(b) Prove that (Wy N Wa)t = Wit + W3-

Answer: If we let Z7 = I/Vll and Zo = WZJ-, then part a) tells us that

(Zy+ Zo)r = Z{ N Zy
= (Wi + W3t = (WiH)"n(Wa)

Using the fact that for any subspace Y, (Y1)+ =Y , we have that

(Wit + W3 )" =WinWs
= Wit + W5 = (W, nWh)t.
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