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Eigenvalues and
Eigenvectors

Eigenvalues and Eigenvectors of a Linear
Transformation

>
>

Consider a linear transformation L : V — V
A scalar A € F is called an eigenvalue of L if there is a nonzero
vector v € V such that any of the following equivalent
statements hold:
Liv)=Av <= (L-X)v=0
< v eker(L—M\)

The vector v is called an eigenvector for the eigenvalue A
A € Fis an eigenvalue of L if and only if the following equivalent
statements hold:

dim(ker(L—=X)) >0 < det(L—\)=0
The eigenspace for an eigenvalue X of L is

Ex(L) =ker(L=X)={veV : L(v)=Av}

E,(L) is a linear subspace of V
The geometric multiplicity of the eigenvalue A is dim(Ex(L)
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Eigenvalues and
Eigenvectors

Eigenvalues and Eigenvectors of a Square Matrix

» A scalar A € F is an eigenvalue of a matrix M € gl(n,F) if

there is a nonzero vector v € F" such that any of the following
equivalent statements hold:

Myv=XAv < (M=X)v=0
<= v e ker(M—\l)

The vector v is called an eigenvector for the eigenvalue A

A € F is an eigenvalue of M if and only if the following
equivalent statements hold:

dim(ker(M = A\I)) >0 < det(M—XI)=0
The eigenspace for an eigenvalue A is the subspace
Ex(M)=ker(M—=X)={veV: Mv=2J\v}

The geometric multiplicity of the eigenvalue X is dim(Ex(M))
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Linear Transformation With Respect to a Basis

> letl:V -V

Eigenvalues and » Given a bas's

Eigenvectors

E= [el e,,],
where exists a matrix M such that for each 1 < k < n,
L(ek) = eJ/VI{(

» If we denote
L(E) = [L(er) -~ L(en)],
then
L(E)=EM

> Ifv=FEa= ejaj, then

L(v) = L(Ea) = L(E)a = EMa
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Eigenvalues and
Eigenvectors

Eigenvalues of Linear Transformation Versus Matrix

Let L: V — V be a linear transformation and M be the matrix
such that
L(E)=EM

If v = Eais an eigenvector of L for an eigenvalue )\, then
Av=L(v)=L(Ea) = L(E)a= EMa

and therefore
NEa = EMa

It follows that
Ma = )a,

Therefore, v = Ea is an eigenvector of L for the eigenvaelue A if
and only if a € F" is an eigenvector of M for the eigenvalue A
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Linear Transformation With Respect To Different
Bases

» Let E and F be bases of V ‘
> There exists a matrix S such that f, = 5, i.e.,

Eigenvalues and

F=ESand E=FS"!

v

Given a map L: V — V, there are matrices M and N such that
L(E)=EM and L(F) = FN

v

On the other hand,
FN = L(F) = L(ES) = L(E)S = EMS = FS™'MS

and therefore,
N=5S"1mMms

» If v = Ea = Fb, then
L(v) = EMa= FNb = ESNb = ESS™MSb = EMSbh

v

Therefore,
a=Sband b= 512
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Eigenvectors With Respect to Different Bases

Eigenvalues and
Eigenvectors

» |f v = Ea= Fb is an eigenvector of L for the eigenvalue A, then
X is an eigenvalue for both M and N = S~'MS

» The eigenvector of M for the eigenvalue X is a
» The eigenvector of N for the eigenvalue X is b= S71a
» This can be checked directly:

Nb=S"'MShb=S" Ma=S"*(Na)=ASta= b
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Eigenvalues, and Eigenvectors of Similar Matrices

Eigenvalues and
Eigenvectors

» Two matrices M and N are called similar if there is an invertible
matrix S such that

N=S"1MS

or, equivalently,
M = SNS—!

» If M and N are similar, then det M = det N/

» M and N have the same eigenvalues, because if a is an
eigenvector of M for the eigenvalue A and b = S~ 1a, then

Nb=S"'MShb=S"'Ma=S"(Na)=AS"ta=\b
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Characteristic Polynomial of a Matrix

> Let & be the element in the j-th row and k-column of the
identity matrix, i.e.,

Eigenvalues and

Eigenvectors
51 ifi=k
KTloo ifj#k

» Observe that the function py : F — F given by

pm(x) = det(M — XI)

=" o) (M —xt)7D - (M = x1)5™
oc€ES,

- Z _ x6 ) (M) — xgg(m)y
o€S,

is a polynomial in x of degree n
» py is the characteristic polynomial of M
» x is a root of py if and only if it is an eigenvalue for M
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Characteristic Polynomial of a Linear
Transformation

Eigarualues and » Let L: V — V be a linear transformation
igenvectors
» Define p; : F — F by

pL(x) = det(L — x/)
» If E is a basis and L(E) = EM, then
(L—xI(E)=E(M —xI)
and therefore
pL(x) = det(L — xI) = det(M — xI) = pp(x)

» |t follows that p; is a polynomial of degree n
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Similar Matrices Have the Same Characteristic
Polynomial

Eigenvalues and
Eigenvectors

» Proof 1: If L(E) = EM and L(F) = FN, then
pm(x) = pL(x) = pn(x)
» Proof 2: If M = SNS—1, then
M —xl = S(N — xI)S™*
and therefore

prm(x) = det(M—xl) = det(S(N—xI)S™* = det(N—xI) = pn(x)
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Examples

Eigenvalues and
Eigenvectors

> et
0 0
2=l 9]
» Zv = Ov for any v € R? and therefore 0 is the only eigenvalue

» Any nonzero vector v € R? is an eigenvector

» The characteristic polynomial is

pz(x) = det(Z — xI) = det ({8 8} —x [é 2]) = —x°
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Examples

a 0 vi a 0] [v! avl
> = = =
Eigenvalues and

Eigemrectors » If x = a = b, then the only eigenvalue is x
> Every v € R? is an eigenvector
» If a = b, then the only eigenvalues are a and b
> The eigenvectors for the eigenvalue a are

m = x H , x € F\{0}

P> The eigenvectors for the eigenvalue b are

m —x m . x e P\{0}

» The characteristic polynomial is

pD(X)_det(D—X/)—X|:36X ng] =(a—x)(b—x)
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Examples

o fomnf] - 17

The only eigenvalues are 1, —1

v

Eigenvalues and
Eigenvectors

vy

The eigenvectors for the eigenvalue 1 are

m , x € F\{0}

v

The eigenvectors for the eigenvalue —1 are

{XX} , x € F\{0}

» The characteristic polynomial is

w2 -+ ) o 22
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Examples

0 -1 v! 0 —1] [v! —v?
ro- [} o] el =[] [F]
There are no real eigenvalues
The complex eigenvalues are i, —i
The eigenvectors for the eigenvalue i are

{’X} —xm . x € F\{0}

—X

Eigenvalues and
Eigenvectors

vvyVvy v

v

The eigenvectors for the eigenvalue —i are
X 1
2] =s ]l e
» The characteristic polynomial is
pa(x) = det(B — xI)
—x -1
S (F)
=1+x°
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Complex Versus Real Eigenvalues

>

Eigenvalues and
Eigenvectors

>

If an n — by — n matrix contains only real entries, it can have
anywhere from 0 to n eigenvalues

A polynomial with complex coefficients

p(x) = a0+ aix + - anx",

where a, # 0 with complex coefficients can always be factored
into n linear factors

p(x) = an(r —x) - (ra — x)

A complex matrix A always has anywhere from 1 to n
eigenvalues, where an eigenvalue might appear more than once
in the factorization of pp

The algebraic multiplicity of an eigenvalue A is the number of
linear factors equal to (A — x) in pa

17/40



Examples

3 0 O
> letD=1[0 -2 0
Eigenvalues and 0 0 3

Eigenvectors

» The eigenvalues of D are —2,3
» The characteristic polynomial of D is

Po(A) = (x = 3)(x +2)(x — 3) = (x — 3)’(x +2)
» The eigenvalue 3 has multiplicity 2, and the eigenvalue 2 has
multiplicity 1
» The eigenvectors for the eigenvalue —2 are
0 0
x| =x|1|, x e F\{0}
0 0
> The eigenvectors for the eigenvalue 3 are
x! 1 0
0| =x'|0| +x%|0|, x e F\{0}
x? 0 1
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Examples

01
» The characteristic polynomial of M is

Eigenvalues and

> Letl\/l_{1 1}

Eigenvectors

pM()\):det(MAl):det(FB)\ liAD =(1- )2

» The only eigenvalue is 1 with multiplicity 2

> Since vl 1 1] vt vl
] =m=[o 3] (o] = [

the eigenvectors of the eigenvalue 1 are
0| N 0
x| 71
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Eigenvalues and
Eigenvectors

Diagonal Matrices

» An n-by-n matrix M is diagonal if
M =0if j # k
» In particular, the k-th column of M is
Cx = Me, = Mfe, (no sum over k),

where (e1, ..., e,) is the standard basis of R"
» The determinant of M is, by multilinearity,

D(Ci,...,GC,) = D(Mie;, M3ey, ..., M e,)
= (/\/111 <+ MM)D(ey, ..., €)
=M. M"
» Since M — Al is also diagonal, it follows that the characteristic
polynomial of M is
Pui(N) = det(M — AT) = (M} — \)--- (M[ — A)

» The diagonal elements of M are its eigenvalues
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Eigenvalues and
Eigenvectors

Triangular Matrices

» An n-by-n matrix M is upper triangular if it is of the form

mi /\/72: Méfl M}

0 M2 e Mnfl Mn
M= D : :

0 0 - M7 Mt

0 0 --- 0 Mn

> le, M, =0if j > k
» An n-by-n matrix M is lower triangular if it is of the form

M0 ... 0 0
M2 M2 .. 0 0
M= o
7 T Vi
MpME e My Mg

> le, M, =0if j <k
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Columns of an Upper Triangular Matrix

Eigenvalues and
Eigenvectors

» Let M be an upper triangular matrix and consider the matrix
T=M-=-2\l
» T is itself an upper triangular matrix

» Choose a value of A € FF such that every element on the
diagonal of T is nonzero

> Let (e,...,e,) be the standard basis of R"
Let (Gy,...,C,) be the columns of T
» By assumption, Ci, C3,--- , C" are all nonzero

v
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Columns of Upper Triangular Matrix (Part 2)

» Each column can therefore be written as

Eigenvalues and
Eigenvectors

Cr = CKCy,
where
_6;3_
it O
Co=1 " d¢i= S hl1<j k<
k= 1 an k= Ck or eac <j,k<n
0 k
U
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Determinant of Upper Triangular Matrix (Part 1)

Eigenvalues and

Fisenveciors > Let (Cy,...,C,) be the columns of T and recall that the
determinant of T is

det(T) = D(Cy, ..., Cy)

where D € A"V* satisfies D(eq,...,e,) =1
» By the multilinearity of D,

D(Ci,...,C) =D(CLC, 26, ..., CMCY)

PN

= (G cz---cHD(G,. .., C)
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Determinant of Upper Triangular Matrix (Part 2)

» Since T is upper triangular, its columns are of the form
G = Cllel
G = C21e1 + C2262
G = C31e1 + C32e2 + C33e3

Eigenvalues and
Eigenvectors

Ch=Cle;+ CPey+ Cles+ -+ Cle,

» Similarly,
61 =€
C2 C2 e + e

C3 C3e1 + C3€2+e3

én = Asel + 6362 + 63634-"'4- é:_lenfl + e,
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Determinant of Upper Triangular Matrix (Part 3)

Eigenvalues and | Therefore,
Eigenvectors

PN

D(Cy,..., G
=D(e, G, ..., C)

=D(er, e+ e, e+ Gertes,....Cley+ - +ey)
:D(e1,62,égez+e3,...,€3e2+...+en)
=D(er,e,63,...,Cle3 4+ +---+e)

=D(e1,e,...,€pn)
=1
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Characteristic Polynomial and Determinant of
Triangular Matrix

> It follows that if \ is not equal to any of Ci',---, C",
pm(A) = det(T)
= D(C,...,C)
=clcz--.cp(G,.... G
=CCG-..C"

= (M{ = Al)-- (Mg = \I)
» Therefore, the polynomial
r(A) = pu(N) — (M{ = )+ (M = XI)
has infinitely many roots

» This implies that r is the zero polynomial
» The characteristic polynomial of an upper triangular matrix M is

pua(X) = (M} = X1) -+ (Mg = A1)
» In particular, det(M) = pp(0) = Mj --- M"
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Diagonal Linear Transformation

» LetdimV =n
Ertemvecsors » Let L:V — V be a linear transformation
» Suppose L has n linearly independent eigenvectors ey, ..., e,
with eigenvalues A1, ..., A,
» Then with respect to the basis E = (e, ..., ),
L(ek) = ek)\k
» Equivalently,
A 0 0
0 X 0
[L(el) L(e,,)} = [61 en] :
0 0 An
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Diagonal Linear Transformation

Eigenvalues and
Eigenvectors

» Conversely, suppose L : V — V is a linear transformation and E
is a basis such that

L(E) = ED,
where D is a diagonal matrix
» Then )
L(ex) = D}, = exDy
» Therefore, L has eigenvalues Dj, ..., D" with eigenvectors
e, ..., e, respectively
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Diagonalizable Linear Transformation

» Let L: V — V be a diagonal linear transformation
» If E is a basis of eigenvectors, then

Eigenvalues and
Eigenvectors

L(E) = ED,

where D is a diagonal matrix
» Given any basis F, there is an invertible matrix M such that

F=EM

and vice versa
» There is a matrix A such that

L(F)=FA
» Therefore,
ED = L(E) = L(FM™Y) = L(F)\M~! = FAM~! = EMAM™!

» |.e., M and D are similar
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Diagonalizable Linear Transformation and Matrix

Eigenvalues and
Eigenvectors

» A linear transformation L : V — V is diagonalizable if any of
the following equivalent conditions hold:

P> There exists a basis of V consisting of eigenvectors

» There exists a basis E such that L(E) = ED, where D is a
diagonal matrix

P Given any basis F and matrix A such that

L(F) = FA,

A is similar to a diagonal matrix

> A matrix A is diagonalizable if it is similar to a diagonal matrix
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Eigenvalues and
Eigenvectors

Linear Transformation With Distinct Eigenvalues

» Let dim(V)=nand L: V — V be a linear transformation with
n distinct eigenvalues \q,..., \p, i.e.,

_/751( :>)\j7é)\k

» Let vi,..., Vv, be eigenvectors of A1,..., A, respectively
» Suppose vy, ..., vk_1 are linearly independent
> If alvy + -+ a¥vew = 0, then

0=(L—X)(a'vy + -+ a*v)
= al(Lvl) — )\kvl) + -+ ak(L(vk) — )\kvk)
= al()\l — /\k)Vl + -+ ak()\k - /\k)vk
=a"( A\ — N)vi -+ a1 — A veet,
» Therefore, a'(A1 — A\) = --- = a* T (N1 — Ak) =0

32/40



Linear Transformation With Distinct Eigenvalues

Eigenvalues and » Since vy,...,v_1 are linearly independent, it follows that

Eigenvectors
M —M) = =a"T N1 — M) =0
» Since the eigenvalues are distinct, this implies that
S

By assumption, alv; + --- 4+ a¥vyw = 0 and therefore a¥ = 0
It follows by induction that vy, ..., v, form a basis of V

Therefore, L is diagonalizable

vvyyvyy

Conclusion: Any linear transformation with n distinct
eigenvalues is diagonalizable
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Direct Sum of Subspaces

» Let Vq,..., V) be subspaces of V
> {Vi,..., Vi}is a linearly independent set of subspaces if for
any nonzero vectors

Eigenvalues and
Eigenvectors

viEV, weEVL ... v €V

are linearly independent
» Equivalently, {V4,..., Vi} is linearly independent if for any

vi eV, ..., v €V,

vitwv+-+v=0 = vi=wv="--=v

» Equivalently, {V4,..., Vi} is linearly independent if for any

vi,wi € Vi, ..., v, wi € Vi,

VitVot- otV =W t+Wot W = V= Wy, ..., Ve = W
> If {V4, Vo,..., Vi} is linearly independent, then their direct

sum is defined to be
Vl@Vg@---@Vk:span(V1UV2U-~-U Vk)
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Examples

> {5,,S}, where 51, S, C F? are given by

Eigenvalues and
Eigenvectors

51 = span(ey)
S; = span(ey),

is linearly independent
» If {v1,..., v} is linearly independent and

V1<j <k Vj=span(y),

then {V4,..., Vi} is a linearly independent set of subspaces

> If (e, e, €3,€4) is a basis of V and
S =span(ey, e2,€3), T = span(ey),

then V=S& T
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Eigenspaces of Distinct Eigenvalues are Linearly
Independent (Part 1)

Eigenvalues and
Eigenvectors

» If A\1,..., Ak are distinct eigenvalues of L : V — V/, then their

eigenspaces Ey,, ..., E,, are linearly independent

» Prove by induction that for any 1 <j < k,
Vl++‘/j:0 — V]_:"':ijo

» This holds for j =1

» Inductive step: Assume that it holds for 1 < j < k and prove it
holds for j + 1
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Eigenspaces of Distinct Eigenvalues are Linearly
Independent (Part 2)

» Suppose v1 € Ey,,...,vj11 € By, satisfy
Eicemactons vit-+ v =0 (1)
» It follows that

0=(L—=Aisa)(vi+ -+ vjp1)
=M= Npov+ o+ (N = Ay

» By the inductive assumption,
(M= Ajr)vi =+ =(A = Ajja)v; =0
» Since \j — \j;1 #0 foreach 1 < < j,
vp=-=v=0

> By (1), it follows that vj1; =0
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Eigenspaces of Distinct Eigenvalues are Linearly
Independent (Part 3)

Eigenvalues and
Eigenvectors

» By induction,
V1+"'+Vk:0 — Vl:...:vk:()

» This implies that Ey,, ..., Ey, are linearly independent
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Diagonalizability of a Linear Transformation (Part

1)

> Let A1,..., ¢ be the eigenvaluesof L: V — V

L is diagonalizable if and only if

Eigenvalues and
Eigenvectors

v

dim(Ey,) + - - + dim(Ey, ) = dim V/

v

Let np =0 and, for 1 <j < k, let

n; = dim(Ey,)
,Vj: n1+...+nj

v

Foreach 1 <j <k, let

(VN_,',lJrla T VN_,‘)

be a basis of Ej,
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Diagonalizability of a Linear Transformation (Part
2)

» Suppose
atvi+---+a"v, =0,

Eigenvalues and
Eigenvectors

» Foreach 1 <j <k, let
wj = aNf'*lJrlv,\,j_1 + -4 avaNj € Ey,
» Since wy + -+ + wy = 0, it follows that
wp=---=w=0
» Foreach 1 <j <k,

Nj—1+1

N.
OZVVJ:a VNJ'71+"'+QJVN]'7

which implies aM—1*1 = ... = 3N =0
» Therefore, (v1,...,v,) is a basis of V
» [ is diagonal with respect to this basis
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