P

=25

=

oty

I

+4HH. LAt ? st
LRG0 Ll
L

4
Rl

aRhT

R e

b

i
ERnTY
iy

2,
Tetely
Oy

ferali !

et te

Tafat
Bl
T._..__ 1 ﬁ«_

=

ety

TRSr g

n__._._
i
PIsTLY

£}

i
{

S
Hhin

s

e
e

el

e ]

S ey

B
T

e

S

T B e

2T

i

ety
FIETIIE T

TS

ST R Ry

Pfses,
L
T L L e A g LA

2 '4.
o

e e

S

= T
-_;yﬂ.}z.'...

..__. Jizls

it

e

S

St
el
e

! t.%#.*. T,

* t Tt Ty s I 4 ' * i 1 L

T q
B o0l
I mﬂw&

i

1
aie
a«.www_.u

L3 mqr.+

sialaTeM b i the:
3 FA N Hoalalghe
Al AT IR Tt
TstititihiaTaranls,

A

I H I,

DT,
it

T lhT
i
0

Ly
(5152
~__




THE ATMOSPHERE AND THE SEA IN MOTION



CARL-GUSTAF ROSSBY

1898—1957



THE ATMOSPHERE AND
THE SEAIN MOTION

SCIENTIFIC CONTRIBUTIONS TO

THE ROSSBY MEMORIAL VOLUME

Edited by BERT BOLIN

THE UNIVERSITY OF STOCKHOLM

New York
THE ROCKEFELLER INSTITUTE PRESS

1959



All rights reserved by The Rockefeller Institute Press

LIBRARY OF CONGRESS CATALOGUE CARD NUMBER 59-14858

PRINTED IN SWEDEN BY ESSELTE AB, 1959



Preface

In July 1957 invitations were extended to colleagues and former students of Professor
Rossby; to submit scientific contributions for a special volume to commemorate Professor
Rossby’s sixtieth birthday anniversary, 28 December 1958. A month later, on 19 August 1957,
Professor Rossby died suddenly after a heart attack, in his office at the Institute of Meteor-
ology in Stockholm. His death, at the age of 58, deprived the world of science and his many
friends of a man who, by force and charm of personality, power of intellect, and indomitable
spirit and energy was a central figure in the explosive development of meteorology that has
taken place during the past three decades.

Fate thus has altered the title of this volume, but not its purpose, which is to provide a per-
manent testimony of the remarkable impact of a man who has been an enormous source of
inspiration as a teacher and an international leader in science and scientific cooperation.

The five persons whose names are listed below are responsible for the organization of the
Rossby Memorial Volume, and for any defects which may be found in the final publication.
Apart from the editorial work, which has been carried out entirely by Dr. Bolin, the most’
difficult aspect of our responsibilities has been the selection of contributors. The aim which
guided us in this selection was to seek contributions that could be grouped around the gen-
eral theme ”The atmosphere and the sea in motion’ — the subtitle of the Volume, which ep-
itomizes the scientific work of Professor Rossby. However, the number of close colleagues
or former students who could make suitable contributions was so great that we were for-
ced to exclude many prominent names in order to satisfy the rather stringent requirements of
economy.

During the months preceding his death, Professor Rossby completed an article entitled
Aktuella Meteorologiska Problem, which was published in the 1956 yearbook of the National
Science Research Council of Sweden. This essay which has been translated into English by Staff
Members of the International Meteorological Institute in Stockholm, is presented here in its
entirety, under the title ’Current problems in meteorology.” Written for the non-specialist,
it is a penetrating appraisal of many of the dominant problems of meteorology and exempli-
fies the characteristically broad sweep of Professor Rossby’s vision.

We wish to express our appreciation to all those whose contributions made this Volume
possible. We are particularly grateful to two of Professor Rossby’s life-long associates, Pro-
fessor Tor Bergeron of the University of Uppsala and Professor Horace R. Byers of the Uni-
versity of Chicago, for their biographical sketches.

March 1959
BERT BoLIN JuLE G. CHARNEY
The University of Stockholm Massachusetts Institute of Technology
ARNT ELIASSEN GEORGE W. PLATZMAN
Institute of Theoretical Meteorology, Oslo The University of Chicago

HENRY STOMMEL

Woods Hole Oceanographic Institution
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Current Problems in Meteorology*

C.-G. RossBy

Introduction

The following survey of current problems in
meteorological research deals primarily with the
classical problem of meteorology, the quantitative
analysis of the state and motion of the atmosphere
based upon the laws of physics. In addition we
shall discuss some recent problems concerning
the role played by the atmosphere as a carrier of
insoluble minerals, soluble condensation nuclei
and industrial pollutants, problems of importance
for understanding the role of the atmosphere in
certain geological processes, and as a milieu for
the biological processes at the surface of the
earth. Investigations on such problems in the
past have been considered to be of peripheral
interest to meteorology, partly because the feed-
back of these windborne substances on the
general circulation of the atmosphere is usually
insignificant. It has, however, become apparent
lately that one of the important tasks for applied
meteorology will be to forecast the effects of
large-scale diffusion processes in the atmosphere.
In addition, a systematic study of the distribu-
tion of air-borne particles can give us valuable
information concerning the tracks of individual
air particles, and thereby also the dynamics of
the atmosphere. Such information cannot always
be obtained through the analysis of the daily
meteorological observations at our disposal. For
these reasons more attention lately has been
devoted to trajectory and diffusion problems in
the atmosphere.

One essential criterion which will show that the
classical task of meteorology has been solved
will be our ability to compute objectively the
future state and motion of the atmosphere on the
basis of theoretical principles; in other words
to issue numerical forecasts of the weather.
By and large this means trying to find an answer
to the question: “What will the wind direction,

! This article is a translation of “Aktuella meteoro-
logiska problem», published in Svensk Naturvetenskap
1956 by the Swedish Natural Science Research Council.

wind speed, pressure etc. be at a given place at a
given instant in the future?”’ The diffusion
problem, on the other hand, which more and
more engages the attention of meteorologists,
can be formulated in a prognostic question of
the type: “Where will a given air particle be at
a given instant in the future?” To the extent that
it is possible to solve these two problems with
the aid of the basic equations of hydrodynamics,
the diffusion problem means one additional time
integration and therefore puts far greater de-
mands on the accuracy of both theory and
meteorological observations.

It is hardly necessary to stress that the following
survey is both incomplete and subjective in the
choice of problems discussed. The incompleteness
is a result not only of the lack of space but also
depends upon the fact that it is hardly possible
any longer for one meteorologist to acquire
detailed knowledge of the whole front along
which meteorological research is carried out
today. This research includes a large number of
special problems and problems of a local charac-
ter which are of great theoretical and practical
importance. Such questions have been disregard-
ed here for the problems of a more global
character.

In the first part of the review certain problems
concerning the atmosphere as a whole and its
interaction with the ocean are briefly considered.
A discussion of the general circulation of the
atmosphere follows, and in this connection an
analysis of the present status of numerical fore-
casting is given. In connection with problems of
forecasting, certain aspects of trajectories in the
atmosphere are presented, followed by a discus-
sion of some circulation and diffusion problems
in the field of atmospheric chemistry. The review
is concluded with some brief comments con-
cerning the possibility of controlling some
atmospheric processes artificially. The mutual
dependence of various branches of geophysics as
well as the similarity of the problems in these
different fields is everywhere stressed as being
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particularly true for meteorology, ocfeanography,
hydrology and geochemistry. Sooner or later
these intimate connections must be considered by
those who have the responsibility for the future
training of geophysicists and for the planning of
purposeful and responsible geophysical research.

In the preparation of the following review the
writer has received many valuable suggestions
and critical comments from his associates at the
International Meteorological Institute in Stock-
holm, in particular from Dr. BERT BoLIN, who has
been in charge of the work in numerical fore-
casting at the Institute for a number of years,
and has also played a role in other research
activities at the Institute.

Planetary problems of balance and circulation

A. Radiation balance and heat storage

During the decades which have passed since
meteorology first took shape shortly after the
beginning of this century, the network of meteoro-
logical stations which is at our disposal for the
study of the daily changes in state and movements
of the atmosphere, has been extended in an im-
pressive way. It is now possible to give a rather
satisfying picture of the air movements of the
troposphere and the lower stratosphere twice a
day over the major part of the northern hemi-
sphere. At the same time our knowledge of the
dynamics and physics of the atmosphere has to
some degree become more profound. In spite of,
or perhaps because of this better knowledge, one
finds that certain fundamental postulates, which
earlier were regarded as so self-evident that they
were not even dealt with in the meteorological
textbooks, now must be looked upon as rather
uncertain. The heat balance of the atmosphere
serves as a good example.

The solar radiation falling perpendicularly
upon a surface of one square centimeter at the
outer edge of the atmosphere, amounts to about
1.95 cal min~1, This value, the ‘“‘solar-constant”,
is of course uncertain, as it is determined by
extrapolation to the outer border of the atmos-
phere from measurements within the atmosphere.
However, for the particular estimates which are
given here, this uncertainty can be regarded as
unimportant. Because the surface of the earth is
four times greater than its cross-section, it follows
that about 0.49 cal cm~2 min™! is available to
maintain the circulations of the atmosphere and
thesea. It is generally supposed that between 30 and
40 per cent of this amount of energy is reflected
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back to space as short-wave radiation by the
upper surfaces of the clouds, snow covered areas,
to some degree by the sea surface, and finally
by the atmosphere itself (Rayleigh scattering). The
exact amount of the total reflection is still un-
certain. The remaining amount of energy, of the
order of 0.3 cal cm™2 min~!, thus represents the
effective solar radiation which keeps the air (and
the sea) in motion. It is assumed, usually without
discussion, that our planet as a whole is in radia-
tion balance with its surroundings, so that the
same amount of energy, 0.3 cal cm~2 min, thus
will be sent back to space as long wave (infrared)
radiation from the earth’s surface, from the
upper surfaces of the clouds and, even of more
importance, by the water vapour in the atmos-
phere. How precisely the equilibrium condition
must be maintained is, however, uncertain and
should, as the following calculations indicate,
depend strongly upon the time interval taken
into consideration.

In three extremely interesting papers at the end
of the 1920’s G. C. SiMPsON investigated the
radiation balance of the atmosphere and cal-
culated the geographical and yearly variation of
the outgoing long-wave radiation. Simpson found
that this outgoing radiation was very evenly
distributed both in space and in time, and that
within the accuracy of the computations the
total outgoing radiation from our planet as a
whole, during each of the months of the year, was
balanced by the total effective incoming solar radia-
tion. Simpson does not deal with the total amount
of heat stored in the sea and the solid surface of
the earth, and these questions are generally
ignored by the meteorologists studying the radia-
tion balance. Thus the good agreement between
the calculated incoming and outgoing radiation
indicates that it is possible to neglect variations
of the stored heat even for as short a period as
one year or even a few months, as long as one
limits oneself to the entire planet. This result is
really rather astonishing, if one takes into ac-
count the great uniformity in space and time of
the outgoing radiation found by Simpson. Such
uniformity indicates that the atmosphere is rather
incapable of adjusting locally the outgoing radia-
tion to the very great variation in space and time
of the incoming effective solar radiation.

Qualitatively Simpson’s result may be ex-
plained in the following way. The intensity of
long-wave radiation in the atmosphere is deter-
mined primarily by the vertical distribution of
water vapour and temperature. The minor devia-
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tions, which are due to carbon dioxide absorp-
tion and emission may be neglected in a first
approximation. If one disregards a gap between
8.5 w and 11 gy in the absorption spectrum of
water vapour where Simpson considers a cloudless
atmosphere to be completely transparent, the
water vapour atmosphere is rather opaque, and
therefore the major part of the radiation which
goes out into space must be emitted from the
middle or upper parts of the troposphere and
from the upper surfaces of clouds. Because of the
permanent convective mixing in the atmosphere
and the upper limit of the water vapour con-
centration, which for each temperature is de-
termined by the saturation vapour pressure, the
vertical distribution of water vapour will be very
closely tied to the vertical temperature distribu-
tion; as a matter of fact Simpson starts his cal-
culations from an empirical formula, by which
the relative humidity is uniquely determined by
the temperature. The temperature at the top of
the clouds is supposed to be the same everywhere.
Since the outgoing radiation, because of the
atmosphere’s absorption, in this way almost
entirely emanates from the upper parts of the
water vapour atmosphere where the temperature
is given, it does not matter at what height above
the surface this layer is situated, or in other
words, what temperature there is at the earth’s
surface. Thus, outgoing radiation flow is almost
uniquely determined.

Since Simpson’s time much work has been
done on a detailed study of the selective absorp-
tion spectrum of water vapour and in developing
graphical methods for reliable calculations of the
atmospheric long-wave radiation flow from the
observed vertical temperature and humidity
distribution. The leading name in this branch of
research was for many years W. ELSASSER.

A fundamental advantage of these graphical
methods is that they eliminate the analytic con-
nection between the water vapour and tem-
perature distribution, which served as a starting
point for the calculations of Simpson. It has been
shown above that this forms a constraint which
hinders the local adjustment of outgoing radia-
tion to the incoming solar radiation. On the
other hand one must remember that the connec-
tion between temperature and water vapour con-
tent is an empirical, statistical fact, which there-
fore ought to show up even in graphical estimates
based upon observations of the vertical stratifica-
tion. Thus it is rather doubtful whether these
more refined methods now available can lead to

11

large fundamental differences from the uniformity
and the lack of adaptation of the outgoing radia-
tion as found by Simpson. A few years ago
H. G. HouGgHTON published a new computation
of the annual heat (radiation) balance, based
upon recent data concerning cloud distribution
and light reflection, and applying Elsasser’s
graphical method to the upper-air data now
available from a rather great number of radio-
sonde stations. According to Houghton both the
incoming and the outgoing radiation are con-
siderably higher than the results of Simpson
indicate, but the question concerning the ability
of the atmosphere to adapt to the outgoing long-
wave radiation to the effective incoming radia-
tion remains unanswered.

In the study of post-glacial climatic fluctua-
tions, it has been assumed to be of greatimportance
to know how the radiation exchange between
our planet and space adapts to possible variations
of the solar constant. Simpson’s answer is that
as the outgoing radiation can hardly be modified
to any great extent, the adaptation must take place
in form of variations in total cloudiness in such a
way that increasing incoming radiation causes
increasing cloudiness by increasing evaporation
from the sea surface, thus causing greater reflec-
tion of incoming radiation. This conclusion
seems at first to be rather surprising when con-
sidering the relatively small changes of the pla-
netary cloud cover from winter to summer. On
the other hand, as a support of his hypothesis,
Simpson develops an extremely interesting com-
parison between the radiation balances of the
planets Venus, the Earth and Mars. If the cloudi-
ness is expressed in terms of tenths of the total
cloudiness, one finds that this figure varies
from 10/10 on Venus, to about 5/10 on the Earth
and 0/10 on Mars. The resulting differences in
the ability of these planets to reflect the in-
coming radiation of the sun (albedo) is to a
large degree enough to compensate for the
differences in the incoming radiation depending
on the mean distance of the planets from the
sun,

Our knowledge of the variations in the total
solar radiation which reaches the outer border
of the atmosphere, is for obvious reasons very
rudimentary, but it is likely that variations of
one or a few per cent of the total energy occur.
The greatest part of this variation is probably to
be found in the ultra-violet part of the incoming
radiation, which is absorbed almost totally in
the upper parts of the atmosphere and therefore



C.-G. ROSSBY

is not directly able to influence the lower atmos-
phere and its circulation. Variations in the ab-
sorbed solar radiation must, because of the
extremely low density of the atmosphere at these
high aititudes, lead to strong local temperature
fluctuations. Many attempts have been made to
construct mechanisms by which such fluctua-
tions in their turn could influence the circulation
of the troposphere. These efforts have not yet
led to the goal, but considering the strong
vertical stability which characterizes the lower
layers of the stratosphere (15—35 km) it is very
unlikely that variations of the temperature and
structure of the higher atmosphere should have
any noticeable influence on the circulation of the
troposphere. But it ought to be pointed out that
this personal opinion of the writer is not shared
by all meteorologists.

It has already been observed that Simpson’s
work does not touch on the possibility of secular
changes in the stored heat. The yearly cycle of
the heat which is stored in the solid earth’s
crust and the sea, was dealt with for the first
time extensively in 1934 and 1935, by F. BAUER
and H. PuiLLIPS, who considered the heat balance
of the atmosphere in a renewed treatment along
the same lines as Simpson, but starting from much
more accurate values of the parameters. Bauer and
Phillips assume, however, that the local storage
has an annual cycle prescribed in such a way
that the net accumulation for one year vanishes
everywhere. Because of the very low heat con-
ductivity of the earth’s crust, variations in its
heat storage must be rather unimportant, which
is shown for instance by the fact that the tem-
perature climate of isolated desert regions follows
the sun very closely. The ability of the atmos-
phere to store heat is also rather limited. As an
illustration it can be mentioned that if during
one year 1% of the total effective solar radia-
tion, i.e. 0.003 cal cm~2 min—Y, should be stored
instead of being sent back to space, this would
lead to an increase of the mean temperature of
the atmosphere of about 6.3° C, but as the
capacity of the atmosphere to absorb water
vapour from the sea would increase at the same
time, the resulting temperature increase would
probably amount to only half this value.

The magnitude and character of the variations
of the total heat, both realized and latent, stored
in the atmosphere is not known. In spite of the
well organized international meteorological net-
work there is at present no international organiza-
tion responsible and equipped for the enormous

statistical work which current computations of
this kind would demand. -

In the surface layer of the sea the perpetually
shifting winds cause mixing and a vertical homo-
geneous layer of water, the medium depth of
which is of the order of magnitude of 50—100 m.
If the heat capacity of this layer is taken into
account, it is found that a storage of 1 per cent
of the effective incoming solar radiation would
lead to a mean temperature increase in the entire
storage layer (the atmosphere plus the homo-
geneous surface layer) of only a few tenths of
a degree.

It is not difficult to demonstrate that the
storage of heat in the turbulent surface layer
ought to be taken into account in local radiation
balance computations. For this purpose one
can choose the surroundings of Bermuda,
where the advection of warm and cold water
masses is of very secondary importance. It is
easily found that the excess of the incoming,
effective solar radiation in the warm season is
more than sufficient to explain the increase with
time of the heat stored in the surface layer, which
reaches its maximum about three months after
the summer solstice. At the same time Simpson’s
tables, as well as Bauer’s and Phillips’ calcula-
tions, show that the outgoing radiation in that
part of the world is practically independent of the
season. '

The heat stored in the surface layer of the ocean
in the southern hemisphere is decreased at the
same time as the heat storage in the northern
hemisphere is increased, and the surface layer is
perhaps of minor importance of the total heat
balance of the earth, which would very well
agree with the results of Simpson. Considering,
however, the difference between the hemispheres
in regard to the distribution of land and sea, it is
not self-evident that such an equalization occurs.

The role of the sea as a secular heat reservoir
assumes quite a different character at the moment
that one takes up the question of secular changes
of the total heat balance, taking into account the
circulation of the deeper layers, An elementary
calculation gives the result that even as much
as 1 9% of the total incoming heat radiation could
be stored in a layer of 1,000 m thickness in the
interior of the sea, without producing a tem-
perature increase greater than 0.015° C per year;
for thicker layers the temperature increase would
become proportionally smaller. — These deeper
layers are insulated from the atmosphere by stably
stratified warmer watermasses near to the sea

12
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surface and are not able directly to restore the
radiation balance by means of an increased eva-
poration and cloud formation. The figure men-
tioned above should be increased by 50 per cent
in order to correct for that part of the earth’s
surface which is covered by continents and
continental shelves, but the correction is of
course unimportant for these rough estimates.

The deep water is produced along the borders
of the Antarctic, especially along the Atlantic
sector and during the colder season possibly
even in some limited regions of the northern
Atlantic near Greenland. Furthermore it is
certainly necessary to take into account that
water in the northern parts of the North Atlantic
is forced into the deep ocean by the prevailing
wind system in the whole North Atlantic Ocean,
which ordinarily forces the surface water to the
north. The deep water masses formed in this way
gradually spread to the other oceans by the
Antarctic circumpolar currents, and finally end
up in the Pacific Ocean, where the “oldest”
water masses are found. The cycle is probably
closed by the very slow mechanical mixing of the
superimposed warmer layers with the stagnated
deep layers, which in this way are able to rise
to the sea surface again. As the intensity of the
mechanical mixing must necessarily decrease
with increased temperature contrast between the
surface water and the deep water, i.e. with in-
creased vertical stability, it is not unlikely that the
intensity of the whole thermohaline cycle men-
tioned above must undergo strong and probably
rather irregular, slow fluctuations. The total
volume of the water masses normally taking part
in this cycle is not known, but its order of
magnitude lies probably between 10 and 100
million m? per second, corresponding to acircula-
tion period for the whole sea of 4,000 years in
the former and 400 years in the latter case. A
period of about 400 years fits fairly well into
the values which have been deduced e.g. from
instantaneous ‘“‘age measurements” of the deep
sea with the aid of Cl%-analyses and from esti-
mates of the oxygen consumption in the deeper
layers of the sea.

On the basis of these (admittedly loose)
estimates, one is probably justified in expressing
the following two suggestions:

a) The assumption that our planet as a whole
stands in firm radiation balance with outer space
cannot be accepted without reservations, even
if periods of several decades are taken into ac-
count.

b) Anomalies in heat probably can be stored
and temporarily isolated in the sea and after
periods of the order of a few decades to a few
centuries again influence the heat and water-
vapour exchange with the atmosphere.

If this latter assumption is correct, it does not
seem unlikely that the problem of post-glacial
climate fluctuations lasting a few hundred years
can take on new aspects. But it must be pointed
out that if these anomalies in heat which are
stored in the interior of the sea are gradually
distributed in greater water masses, they must,
when they finally reach the sea surface again, be
characterized by very small temperature ampli-
tudes. How such exceedingly small variations in
temperature could possibly have a significant
influence on the atmosphere is still an unan-
swered question. It is perhaps more likely that
the changes by no means take place at a constant
rate but fluctuate so that the contrast in tem-
perature between the surface water and the deep
water shows strong variations with time.

Considering what has been said above, it is
obvious that measurements or reliable estimates
of the heat exchange between our planet and
outer space must be looked upon as a major
question for meteorologists and oceanographers
interested in the global circulation systems of the
sea and atmosphere and their fluctuations. Our
knowledge of long-wave radiation streams which
penetrate the atmosphere is yet too uncertain
to permit more reliable numerical estimates of
their intensity. For easily understandable reasons
oceanography has not yet become a synoptic
science, and large parts of the interior of the
sea are yet too little explored to permit any
computations of secular variations of stored
heat. An attempt to examine the possible existence
of such variations is, however, being made during
the International Geophysical Year by measure-
ments in some parts of the Atlantic Ocean, which
were investigated by the Meteor Expedition in
the 1920’s.

It is obviously of great importance for both
meteorology and oceanography that some pre-
paratory instrumental work has been started in
order to measure the total heat exchange of the
earth with space by means of satellites, which
will be sent up during the International Geo-
physical Year. In order to determine the heat
exchange it is necessary to measure simultane-
ously not only the incoming radiation (the solar
constant) and the earth’s albedo (reflection
power), as was originally planned, but also the
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total outgoing longwave radiation. As we are
mainly interested in what are probably very
small differences between the amounts of in-
coming and outgoing radiation, the technical
difficulties are enormous, but as the problem is
now accepted as being of fundamental impor-
tance, certainly intensive work will be con-

ducted in order to solve the problems connected -

with such measurements.!

B. Carbon dioxide and it.§ cycle

The circulation of water between the surface
and the deep layers of the sea, and especially
its period of circulation, is of fundamental im-

deep layers, is able to absorb slowly or quickly
the excess of carbon dioxide constantly supplied
to the atmosphere.

It has been pointed out frequently that man-
kind now is performing a unique experiment of
impressive planetary dimensions by now con-
suming during a few hundred years all the fossil
fuel deposited during millions of years. The
meteorological consequences of this experiment
are as yet by no means clarified, but there is no
doubt that an increase of carbon-dioxide content
in the atmosphere would lead to an increased ab-
sorption of the outgoing infrared radiation from
the earth’s surface thus causing an increase of
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Fig. 1. In this diagram by G. S. CALLENDAR an attempt is made to illustrate the increase, in recent
years, of the content of carbon dioxide in the atmosphere by means of observational series which were
critically selected. The continuous ascending line represents the theoretically estimated content of carbon
dioxide under the assumption that none of the carbon dioxide liberated through combustion is stored in

the sea or in increased vegetation.

portance when studying another global meteoro-
logical problem of great interest to climatology,
i.e. the increase of the carbon-dioxide content
of the atmosphere. This increase seems to be a
result of the steadily increasing consumption of
fossil fuel in the last 50 to 100 years. How large
this increase really is must to a great degree
depend upon whether the sea, particularly the

! In this connection it ought to be mentioned that
Simpson’s as well as Houghton’s calculations of the out-
going long-wave radiation from different latitudes have
been corrected by multiplication with a factor common
for all latitudes and chosen in such a way that complete
balance is obtained between the total incoming and
outgoing radiation. Considering the imperfection of the
methods of calculation this procedure is, of course,
completely justified, as the deviations resulting from the
computations have no physical significance, what-
soever. On the other hand, it must be emphasized that in
fact real deviations of this order of magnitude (1—3
per cent) could be of outstanding importance from the
paleo-climatological point of view.

the mean temperature of the atmosphere. As we
know, SVANTE ARRHENIUS was first to point out
that variations in the carbon-dioxide content of
the air, resulting from the volcanic activity of
the earth, could explain the variations in climate,
which characterize the geological history of our
plante. Quite recently G. N. PrLass calculated
that, assuming all other factors to be constant,
a doubling of the carbon dioxide in the atmos-
phere would lead to a mean air temperature
increase of about 3.6° C, while a reduction of
the carbon dioxide to half its value would lower
the temperature by 3.8° C. It is almost certain
that these figures will be subjected to many strong
revisions, depending mainly on the fact that
those complicated processes, which finally de-
termine the mean temperature of the atmosphere,
cannot be dealt with as independent, additive
phenomena. For instance, a higher mean tem-
perature caused by carbon dioxide must lead to

14



C.-G. ROSSBY

an increase of atmospheric water vapour content
and therefore of the infrared absorption by the
water vapour but probably also to an increased
cloudiness.

Has there really been a considerable increase
in the content of carbon dioxide in the air during
the very much expanded industrial activity of
the last decades? In 1940 G. S. CALLENDAR thought
it possible to show that the carbon-dioxide
content of the atmosphere had increased by ap-
proximately 10 per cent since the beginning of
the century. The observational material at this
disposal was very extensive but of very uneven
quality with a highly unsatisfactory geographical
distribution of the observation sites (most of
them were situated at places in central Europe,
which were highly polluted by industrial activity).
Callendar selected the series of observations that
he thought were most reliable and representative,
but an inspection of the material used with its
enormous spread gives a strong impression of
the uncertainty which necessarily characterizes
his estimates. In a paper published recently, how-
ever, and based on a critical review of older as
well as more recent data Callendar maintains his
opinion about the rapid increase of the atmos-
pheric carbon dioxide.

An increase by 10 per cent of the total carbon-
dioxide content of the air would, according to
Callendar, approximately correspond to the
amount of carbon dioxide liberated through the
consumption of fossil fuel during the three or
four first decades of this century. In order to
explain this high value of the increase of carbon-
dioxide content, one must assume that only a
very small fraction of the amounts released to
the atmosphere has been absorbed in the sea
in spite of the fact that the capacity of the marine
reservoir is about sixty times greater than that of
the atmosphere. Thus one is immediately faced
with a great number of difficult problems. How
should measurements of the total carbon-dioxide
content of the atmosphere be conducted in the
best way? How should measurements or estimates
be made in order to gain increased knowledge of
the carbon-dioxide exchange at the sea surface.
Finally, how rapid is the exchange between the
surface layer and the deep sea?

For almost two years a small group of Scandi-
navian scientists has maintained a network con-
sisting of 15 stations on the Scandinavian
peninsula, Denmark and Finland from which
air samples for carbon dioxide analysis have been
taken three times every month. The sampling

stations and times are chosen to suppress the local
sources of error as much as possible. Nevertheless
it is found that the carbon-dioxide content varies
so much with the origin of the prevailing air
masses that it possibly could be used as a dia-
gnostic, synoptic element. It is not unusual to
find variations of 10 per cent across a well-
developed front. Therefore it seems almost hop-
eless to arrive at reliable estimates of the atmos-
pheric carbon-dioxide reservoir and its secular
changes by such measurements in limited areas.

In order to overcome this difficulty to some
extent it has been suggested that regular carbon-
dioxide analyses of the air near the surface should
be performed in some synoptically inactive parts
of the world far from industrial regions, the sea,
and densely vegetated regions where also the
assimilation could influence locally the values
obtained. Carbon-dioxide determinations in the
free atmosphere and in desert regions, mainly in
the not yet too heavily industrialized southern
hemisphere ought therefore to be of special
interest, but they must, of course, be made con-
currently and during a great number of years in
order to establish secular changes in the total
carbon-dioxide content of the atmosphere.

As a contribution to the study of these im-
portant problems, a rather extensive observa-
tional program will be conducted during the
International Geophysical Year. In addition to
the rather modest Scandinavian network meteo-
rologists and oceanographers have planned an
extended network of synoptic carbon-dioxide
stations in North and South America, the Artic
and the Antarctic. Carbon-dioxide determina-
tions will furthermore be made on a great number
of islands in the Pacific and the Atlantic, and on
mountain stations in North and South America.
Furthermore, there will be regular flights along
certain meridians in order to determine the
carbon-dioxide content in the free atmosphere.

In spite of the rich material which will thus
be collected, it is very likely that great difficulties
will be encountered in every attempt to compute
the content of carbon dioxide in the atmosphere
and its secular changes from such scattered
observations. For this reason it is of special
interest that a new, perhaps more promising
method, is being developed based upon com-
parative determinations of the content of the
atmosphere and the biosphere of radioactive
carbon (C'4). The first attempt to determine the
secular change of the carbon-dioxide content of
the atmosphere by this method were made by
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H. Sugss in 1953, and the problem has later been
taken up by others.

In principle, this method is based upon the
fact that the carbon dioxide, which is brought to
the atmosphere by the combustion of fossil fuel,
must be free from radioactive carbon, the half-
life of which is 5,568 years. By comparison of
the C14 content of annual tree rings from the
middle of the last century with the youngest
annual rings in trees recently felled one can thus
determine whether the assimilated carbon di-
oxide originates from the earlier ‘‘natural”
carbon dioxide reservoir of the atmosphere, in
which the C!* content represents an equilibrium
between the production and decay of radioactive
carbon, or from the extra supply of ‘“dead”
carbon dioxide which originates from the fossil
fuel consumed.

The method has the great advantage that it is
very likely to eliminate local synoptic variations
in the atmospheric carbon-dioxide content.
However, the industrial consumption of in-
dustrial fuel shows very great geographical varia-
tions with a minimum in the southern hemisphere.
Therefore it is obvious that definitive conclusions
concerning secular variations can be drawn only
when samples from widely separated parts of the
world have been analysed.

It should perhaps be stressed that investiga-
tions concerning such problems as the total
variation of the heat stored in the sea, or of the
total content of carbon dioxide in the atmosphere,
biosphere or the sea, mean a completely new
class of questions in theoretical meteorology and
oceanography. In these investigations one is
hardly interested in geographical distributions.
As a first approximation the problem consequent-
ly may be reduced to systems of simultaneous
ordinary and usually nonlinear differential equa-
tions, which express the interplay between the
different reservoirs. Under special conditions
thermomechanical systems of this type are able
to maintain nonlinear oscillations of finite ampli-
tude, as if their self-regulating properties were
defective in some way. E. ErikssoN and P.
WELANDER have recently suggested that the com-
bined carbon dioxide system should be charac-
terized by such oscillations. Their result depends
to a great extent on some much debated assump-
tions about the interior properties of the system,
but it is obvious that the possible existence of
such oscillations in the total heat balance
system, including the heat storage in the sea,
would be of great climatological interest.

C. Tritium and the hydrologic cycle

Water vapour, which evaporates from the sea
surface, is transported over the continents by
maritime winds to condense and finally pre-
cipitate as rain or snow. A part of this pre-
cipitation is perhaps temporarily stored in lakes
or in the ground water and another part is
restored to the atmosphere by the transpiration
of vegetative cover or by evaporation from the
ground, but on the average as much water must
flow into the sea by streams and rivers as the net
amount which is brought inland by the maritime
wind systems. A careful analysis of this com-
plicated hydrologic cycle with its many epicycles
is an important prerequisite for a rational treat-
ment of climatology. In some highly industrialized
regions in the world, where in recent years the
industrial per capita consumption of water has
increased very rapidly, the knowledge of the
hydrologic cycle has become of increasing practi-
cal importance, e.g. in connection with the many
experiments now performed in order to increase
the water supply by artificially initiated precipita-
tion or by suppression of the evaporation from
lakes and reservoirs.

The evaporation from the sea is supposed to
be of the order of 2—3 mm water per day. A
systematic estimate of average supply of water
vapour in the atmosphere has not been made,
but should lead to a value of one or a few gcm=2,
Thus the residence time of water vapour in the
atmosphere as a whole must be of the order of
a few days or at most one week. It is, however,
obvious that the small fraction of the water
vapour evaporated from the sea which is brought
over the continents and is stored in the ground
water, must have a circulation time of quite
another order of magnitude. W. F. Lisry and
his students have recently shown that radioactive
tritium (H?®), which is normally formed in the
atmosphere by cosmic ray activity and which is
furthermore produced in much greater amounts
by hydrogen-bomb explosions, could be used for
determinations of the average storage time of
water as ground water.

Tritium has a half-time of 1214 years and is
very well suited for studying such cycles, the
circulation times of which are of the same order
of magnitude. Libby and his collaborators de-
termined the tritium content of the precipitation
in Chicago and of Mississippi-river water in the
years 1953—56. Shortly after the hydrogen-bomb
explosion ““‘Castle” in spring 1954 the tritium
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content rose by a factor of 102, and then began
to fall exponentially to a value, which, however,
was much higher than the one observed before
“Castle”. The exponential decrease of the
“Castle” tritium in the precipitation indicates an
average residence time of “Castle” tritium in the
atmosphere of about 40 days. This value is ex-
plained by Libby to be due to the fact that the

After the bomb explosion the tritium content
in the Mississippi stayed at a fairly constant high
level for almost one year. From this value and
from an estimate of the total amount of tritium
per unit area, produced by the bomb, it is easy
to calculate the total amount of ground water per
unit area, assuming total mixing. With the aid
of the yearly precipitation values one is then able
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Fig. 2. The picture shows the result of a series of tritium analyses of rain and river water from the Missis-
sippi Valley in the years 1953—1956. After the hydrogen bomb-explosion “Castle” in 1954 the concentration
of tritium increased by a factor of one hundred. A great part of the tritium produced in the explosion was
probably transported up into the stratosphere in the form of rather large droplets which in a few months
sank back into the troposphere; the washing out in the troposphere probably took only a few days. From

a paper by F. BEGEMANN and W. F. Lieny.

main part of the trittum produced in the explo-
sion is transported far up into the stratosphere
as water vapour, where it is condensed in
relatively large droplets or crystals. Within a
few months these nuclei then fall down through
the tropopause into the troposphere, where after
a few days they are precipitated in the usual way
as rain. In contrast, it ought to be mentioned
that very finely distributed, minute radioactive
particles or material in the gaseous state is as-
sumed to need several years to penetrate the
stable border layer between the stratosphere and
the troposphere, but this extremely important
problem cannot yet be considered fully analysed.
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to calculate the average residence time of ground
water (about eight years). Starting from a com-
parison of the tritium content of the Mississippi
water and the precipitation a few months after
the Castle explosion, it is finally possible to
calculate whether the rain in the Mississippi
Valley has its origin in the maritime wind
systems or from water vapour locally brought
back to the atmosphere by evapo-transpiration.
In this special case BEGEMANN and LiBBy have
the opinion that about 33 per cent of the pre-
cipitation originates from evapo-transporation.

It is obvious that tritium and some other
natural or artificial radioactive elements could
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give valuable information about numerous cycles
which take place entirely or partly in the atmos-
phere. Various objections can be raised against
the special interpretations and figures given by
Begemann and Libby in the investigation men-
tioned above, but this only means that a com-
pletely satisfying interpretation of these radio-
activity measurements requires collaboration
between meteorologists, hydrologists and geo-
chemists. To be able to utilize the extraordinary
possibilities and obligations, produced by radio-
chemistry, it is, however, necessary to establish
satisfactory laboratories for systematically plan-
ned, routine determinations of the tritium content
of precipitation.

The general circulation of the atmosphere

The main task for meteorology is of course
to describe the general circulation of the atmos-
phere, its variations and superimposed secondary
systems of motion in accordance with the basic
principles of hydrodynamics and thermodynamics.
A rational solution of this problem must be con-
sidered as a necessary prerequisite condition for
building up reliable numerical theories of progn-
osis. On the whole, in order to be able to
formulate the problems to which one is led
through the study of available data, it is necessary
to give a brief description of the observed circula-
tion in the atmosphere. Due to the geographical
distribution of the observational material this
description must refer mainly to the northern
hemisphere. A series of charts and diagrams are
reproduced in this article in order to give the
reader a clearer picture of the planetary circula-
tion and the superimposed larger and smaller
disturbances which together give rise to the never
ceasing variation of the motion of the atmosphere.
This marked variability of the observed state of
motion deserves a few introductory comments.

During the time of one year the earth and its
atmosphere receive more heat from the sun in
the equatorial regions than is sent back to space,
while the opposite is true in high northerly and
southerly latitudes. In order to transport the
excess heat from the equatorial regions to the
regions of outgoing radiation in the north and
the south, it is neczssary to have an exchange of
air between the tropics and the polar regions.
The intensity of this exchange of air varies of
course with seasons and with the amounts of
heat which must be transported to the polar
regions, and reaches its minimum in the summer
hemisphere.

During the summer the continents (and thereby
the lowest layers of air) are heated more than the
surrounding seas, where part of the incoming
excess heat is stored in the homogeneous wind-
mixed surface layer having an average thickness
of 50—100 m. Opposite conditions prevail during
the winter. This temperature contrast between
continents and sea gives rise to a ‘“monsoon
circulation” which changes sign at the transition
from summer to winter with inflow of maritime
air over the peripheral parts of the continents
during the summer and with outflow of con-
tinental air across the coasts during the winter.

The external factor which ultimately controls
the planetary circulation and the monsoon
systems, i.e. the solar radiation which during the
course of one day passes a unit area just outside
the atmosphere exposed at right angles to the
sun’s rays (the geometric insolation), varies
slowly and regularly with the seasons but beyond
this it probably shows only insignificant energy -
variations in the parts of the spectrum which
reach the atmospheric layers (< 20 km above
the surface) we are interested in. However, the
character of the resulting circulations varies from
week to week and even from day to day. A
certain instability is thus “built in” in the
dynamics of the atmosphere. This instability
means that one certainly can hope for the pos-
sibilities of developing theories and methods in
order to analyse objectively, and forecast nu-
merically, the propagation and further develop-
ment of already existing transient systems of
motion, in any case the larger and more long
lived ones, but probably very great or almost
insuperable difficulties will arise in finding general
methods for forecasting the development of
entirely new systems. The speed of progress
toward the solution of this latter problem be-
comes ultimately an economic question, the
answer to which will depend upon the scientific
and practical importance of the solution, upon
the access to scientific talent, and upon the availa-
bility of the required observations.

The simplest picture of the general circulation
is obtained by studying the air currents in the
upper part of the atmosphere, i.e. at the 500-mb
surface or higher. During the colder season west
winds usually dominate and the strongest currents
are normally observed in middle latitudes. Super-
imposed on these west winds one finds a number
of quasi-horizontal wave-shaped disturbances
(varying from 3 to 7), which generally move
slowly eastwards while constantly changing shape.
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Fig. 3. This picture shows a characteristic flow pattern at the 300-mb level during a period of well-developed
zonal wind. The thin lines give the topography of the 300-mb surface at intervals of 400 feet. They can also
be interpreted as streamlines. The heavy lines are drawn for constant wind speed at intervals of 20 knots.
Regions of wind speed greater than 100 knots are indicated by shading. (From a paper by W.J. HUBERT.)

In spite of the very regular variation of the
geometric insolation with Ilatitude, the tem-
perature contrast between the pole and the
thermal equator is not uniformly distributed
over the earth’s surface but is usually concentrat-
ed in a few narrow zones (“fronts”) oriented
almost parallel to the prevailing winds. In
intimate connection with this property of the
temperature field, it is found that the air currents
still higher up at the border between troposphere
and stratosphere have the character of narrow
bands with a width of 300 km to 700 km, in
which the wind velocity at times can reach values
of 100 m sec™! or more (jet streams).

It is worth while to observe that in the in-
dividual cases where it has been possible to
determine the horizontal velocity profile across
individual well-developed jet streams, it is almost
always found that the wind speed increases more

and more rapidly when approaching the center
of the stream, where the derivative of the velocity
changes sign almost discontinuously. Especially
during the summer, ‘‘jet streams” are observed
in which the motion also is concentrated ver-
tically to a thin layer at the transition between
stratosphere and troposphere.

By and large it seems that the circulation of
the middle troposphere varies between two
extreme types. On the one hand is a zonal type
(“high index”) with a well-developed and fairly
broad westerly current in middle latitudes with
insignificantly developed long waves. Oppos-
ite this is a meridional type (“low index”),
characterized by the compression of the west-
wind belt to one (or several) narrow bands (jets)
and a displacement southwards, with the super-
imposed long waves now reaching very large
horizontal amplitudes. The last phase in this

19



C.-G. ROSSBY

Fig. 4. The temperature distribution at the 500-mb level during a period when the circumpolar circulation
was characterized by a well-developed five-wave pattern. Isotherms are drawn at intervals of 5° C, and
the different temperature intervals are marked by different shading. The solid and dashed heavy lines
indicate the positions of the strongest windbelts (from a paper by F. DEFANT.)

process seems to be that the meandering waves
finally break up in closed cyclonic or anti-
cyclonic cells at the same time as a new west-
wind belt starts to develop far northward. The
time scale for this whole “index cycle” is of the
order of magnitude of 3—6 weeks, but it must
be emphasized strongly that the description given
above is extremely simplified.

The wave shaped quasi-horizontal disturbances
of the fronts at the ground, which for the first
time were thoroughly described accurately by
meteorologists during the years around 1920,
thereby giving rise to modern synoptic meteoro-
logy, are often a much shorter wave length than
the long waves which dominate the circulation at
the 500-mb level or higher. The long waves cor-
respond more to a family of cyclones in the
Norwegian terminology while the individual

frontal waves usually move considerably faster to
the east or northeast than the long upper-level
waves. The latter follow a frontal zone embedded
in the south-westerly current on the east side of
a long wave in the free atmosphere. This dif-
ference in dimension between the two types of
quasi-horizontal waves (long waves and frontal
waves), however, is not always well marked.
Owing to the long waves, the cut-off cyclonic
and anticyclonic cells and the individual frontal
waves, the horizontal circulation in middle (and
high) latitudes is of a very irregular character.
A fairly rough estimate shows that at least in
the lower troposphere the necessary exchange of
heat between lower and higher latitudes, to a very
great extent, has to take place thro ughcold
(northerly) and warm (southerly) air currents
which move side by side. Farther south, in the
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Fig. 5. Pressure distribution at sea level during a period of strong zonal motion in the
middle troposphere (‘‘high index’). The exchange of air between different latitudes is insigni-
ficant and the temperature anomalies weak in this weather situation (from H. C. WILLETT,
Descriptive meteorology, Academic Press 1944).

trade-wind belt, the prevailing circulation in the
lower part of the troposphere takes a much
simpler and more stable and symmetric shape,
with flow towards the heat-equator (the inter-
tropic convergence zone) close to the surface by
northeasterly winds and outflow by south-
westerly winds in the higher levels.

To what extent can it now be said that the
thermodynamic and hydrodynamic processes,
which finally give rise to these extremely com-
plicated, closely linked circulation systems, really
are understood? The answer depends to a great
extent on what is meant by an explanation. The
speculations and the theories regarding the
general circulation and its thermo-hydrodynamics
goes back to the first half of the eighteenth
century, when G. HADLEY in a classic work gave
the first explanation for the almost permanent
trade-wind systems. According to Hadley, the
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air close to the ground in the equatorial regions
must ascend to higher levels because of the
maximum insolation in these latitudes and
thereby be replaced by colder air which streams
in towards the equatorial zone from the north
and the south. This inflow is symmetric with
respect to the earth’s axis and the inflowing air
masses therefore seek to conserve their initial
absolute rotation around the earth’s axis. The
friction at the ground or sea surface gives rise
to a certain equalization of the rotation between
the atmosphere and the earth but a certain lag
is unavoidable and as a result, the air masses
which flow towards the equator are characterized
by easterly wind components. Thereby north-
easterly trade winds are created north of the
heat-equator and southerly trade winds south of
it. The compensating air masses which higher up
are transported from the equatorial regions
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Fig. 6. Pressure distribution at sea level during a period of weak zonal motion in the middle
troposphere (“‘low index”). In this situation there is a strong exchange of air between high
and low latitudes near sea level; strong cold-air outbreaks from the north and warm air
from the south appear side by side at the same latitude (from H. C. WiLLETT, Descriptive

Meteorology, Academic Press 1944),

northwards (or southwards) must therefore at
some distance from the equator give rise to south-
westerly (or northwesterly) winds.

In analyses of Hadley’s type, the general cir-
culation is considered to be the direct result of
convection between an axially-symmetric heat
source and two symmetrically situated cold
sources to the north and to the south. The con-
vective circulation is modified by the earth’s
rotation but remains symmetric if the effects of
the symmetric distributions of land and sea and
the resulting monsoon systems are disregarded.
It is obvious that in each theory based on these
starting points such phenomena as the long waves
and their products in the form of cut-off cyclonic
and anticyclonic cells must be considered as
disturbances, whose main task at most can be to
consume the kinetic energy which constantly is

created through the primary symmetric convec-
tive circulation.

H. JerrrEYS indicated in the 1920’s that every
attempt to construct symmetric models of the
general circulation must lead to fundamental
theoretical difficulties. In modern terminology
the objections may be summarized in the fol-
lowing way: The earth’s rotation around the
vertical, which in a striking way is demonstrated
by the slow turning of the plane of the Foucault
pendulum, exerts a strong influence on the
horizontal streams of the atmosphere which tend
to be deflected in opposite direction relative to
the earth’s own rotation. Thus, every newly
formed air current in the northern hemisphere
is deflected a little to the right. This deflection
causes in turn a piling up of air, i.e. leading to
high air pressure on the right side of the stream
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and to low air pressure on the left side until the
resulting pressure gradient across the current
prevents further deflection. This adjustment of
the pressure distribution to the state of motion
is a fundamental property of the atmosphere and
leads to the fact that the streamlines of the air
by the large follow the lines of equal pressure

ing that similar laboratories have been established
at a number of other institutions. Among other
things, Fultz studied the relative motion of a
thin rotating fluid with a free surface bounded
by concentric walls, the outer heated and the
inner cooled. As long as the velocity of rotation
is low and the temperature difference between
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Fig. 7. Vertical section through the atmosphere along the meridian 90° W. The dashed lines show the
temperature distribution and the solid lines indicate the speed in metres per second of the wind component
perpendicular to the section. In the picture two frontal zones are indicated by two sloping pairs of solid
heavy lines. A concentrated speed maximum of more than 80 m.s~! is situated at the 200-mb level, approxi-
mately at the latitude where the main front cuts the 500-mb level (from a paper by E. PALMEN).

(isobars). It is now easy to see that a symmetric
convection cell in the northern hemisphere with
southerly motion at the earth’s surface and
northerly motion in higher levels must be ac-
companied by the air pressure at the sea surface
everywhere rising to the west while at higher
levels it must rise to the east. Because of the
necessarily cyclic continuity in the air pressure,
such an axially-symmetric pressure adjustment
obviously is not possible. The adjustment must
therefore in one way or another lead to a break-
down of the symmetric convection regime and a
transition to an asymmetric regime, in which
northerly and southerly air streams exist side by
side at the same level.

What has been said above may be illustrated
in a very effective way with the aid of the model
experiments which have been set up during the
years after the war in order to study the dynamics
of rotating fluids under the influence of heat-
and cold sources. This research was first develop-
ed at the University of Chicago under direction
of D. FULTZ but the results have been so stimulat-

the walls high, the resulting circulation in the
fluid is symmetric and corresponds to Hadley’s
picture of the trade wind circulation. For a
given value of the velocity of rotation, which
in each case is determined by the temperature
difference between the walls, the symmetric
solution becomes unstable.

In the top surface layer horizontal, slowly
progressive waves are now formed which in shape
resemble the long waves in the free atmosphere.
For a given temperature difference the wave
number increases with the angular velocity of the
system. Since the angular velocity of the earth’s
rotation around the vertical, which is the critical
parameier for the circulation of the atmosphere,
increases from infinitely low values in the equa-
torial regions to a maximum value at the poles,
it is reasonable a priori that convective circula-
tions of the Hadley type can be developed in the
equatorial regions, while the circulation in higher
latitudes necessarily must be characterized by
asymmetry and of northerly and southerly cur-
rents side by side at the same level. In the asym-
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metric type of circulation the “‘disturbances”, i.e.
the horizontal long waves — and their forms of
degeneration, the closed cyclonic and anticyclonic
cells—play quite a different role than the one
which they must be allotted, if one starts from the
symmetric Hadley circulation as the primary

mentum in the zones where the strongest west-
winds occur.

This complicated interaction with respect to
energy and momentum between the observed
disturbances of the atmosphere and the zonal
motion has in recent years been clarified through
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Fig. 8. Distribution of zonal wind velocity and of temperature with latitude at the 200-mb level for the same
section and same day as in preceeding figure. The picture shows a concentrated jet stream with a maximum
wind speed of 85 m.s™! at 39° N (from a paper by E. PALMEN).

phenomenon. As a matter of fact it is found in
the asymmetric case that the cold and warm air
masses, which side by side build up the big dis-
turbances, represent sources of potential energy.
When this energy is released through sinking of
the cold air, at least part of the available energy is
used to build up and maintain the zonal west-wind
current. It is also found that because of their
asymmetric character the disturbances are able
to transport angular momentum with respect to
the earth’s axis (west-east momentum) in north-
south direction. The transport varies with latitude
and leads to an accumulation of west-east mo-

two big “book-keeping” studies of the general
circulation at the Massachusetts Institute of
Technology under the direction of V. STARR and
at the University of California under the direc-
tion of J. BserkNEs. With the aid of the large
amounts of aerological material now available,
these two groups have, for the northern hemis-
phere, statistically investigated the balance of
both angular momentum and energy and especi-
ally the relative importance of the direct Hadley
circulation and of the quasi-horizontal, asym-
metric disturbances for the maintenance of the
zonal west-winds in middle latitudes.
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Fig. 9. The water in this rotating dishpan is heated from
below at the rim of the pan and cooled through evapora-
tion at the free surface. The temperature difference
between the center and the rim thus obtained in this
particular experiment is great; the pan rotates slowly
counterclockwise. The result is a symmetric circulation
with counterclockwise spiral shaped inflow at the free
surface, and clockwise spiral shaped outflow along the
bottom (picture by D. FurLtz, University of Chicago).

Fig. 10. In this experiment the
water is heated from below at
the rim of the rotating pan, and is
cooled by means of a coolant at
the center. The temperature con-
trast between the outer and inner
side is in this case fairly small,
while the rotation velocity (coun-
terclockwise) is great. A symmetric
circulation between the periphery
and the center'is no longer possible;
a system of almost stationary
horizontal waves forms which
resemble in many particulars the
long waves in the atmosphere
(picture by D. Furtz, University
of Chicago).

C.-G. ROSSBY
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Fig. 11. Schematic representation of the relationship between the flow pattern in the middle of the tropos-
phere and at the ground, as deduced from data for North America. The picture shows a long wave at
the 500-mb level, represented by means of solid black lines which indicate the height above sea level of
this surface. The temperature distribution at the 500-mb level is indicated by the dashed black isotherms.
A depression of the 500-mb surface (i.e. low pressure in a fixed level) and low temperatures go together.
In this case the center of the wave can be assumed to be situated in the Mississippi valley. The strongest
wind at the 500-mb surface blows along the green band. This strong current is often characterized by weak
disturbances which move very rapidly eastwards and is in some degree reflected in the wind and pressure
distribution at the ground. These disturbances are indicated by purple lines and arrows in the direction of
the motion. A front (blue and red line) is observed further south at the ground which separates the cold
air in the north and north west and the warm air in the south (red). Along the surface front a series of polar
front waves move northeastwards, where they are retarded and occluded when the warm air is lifted from
the ground. The vertical motion in the 500-mb surface is indicated by blue and red arrows.

It must be emphasized that the statistical in-
vestigations referred to above leave a number of
fundamental questions unanswered, among others
the problem of why the atmospheric circulation
tends to swing between a predominantly zonal
(“high index’’) and a predominantly meridional

(“low index”) type of motion (“index cycle™),
climatologically so different from each other: the
meridional type of motion is characterized by
strong positive and negative temperature ano-
malies side by side in the same latitude, while the
zonal type is associated with a considerably
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weaker but zonally distributed temperature ano-
malies of which the most important may be the
temperature deficit in high latitudes. It is known
that certain winters are mainly characterized

the variations in the index cycle, i.e. variations
in its amplitude and frequency, can be explained
without resorting to extra-terrestical factors, for
example through coupling between the atmos-

Fig. 12. Schematic representation of the consecutive stages of the break-down of a zonal flow in the 500-mb
surface; the development takes place during a period of eight to ten days and the chart picture can be
assumed to extend from the Mississippi Valley in the west to the Ural Mountains in the east. The flow in
the 500-mb surface is indicated by the thin black contour lines, and the temperature distribution by the
colours. The strongest current coincides with the white band, in which the temperature contrast between
the warm air in the south (red) and the cold air in the north (blue) is concentrated. The long waves move
eastwards towards Europe where the westwind is considerably weaker. In this weaker flow the waves
retard, and at the same time their horizontal amplitude grows approximately in the same way as surface
waves do on their way towards shallow water. (From a paper by BERGGREN, BoLiN and Rosssy.)

‘by zonal and other mainly by meridional cir-
culation types. H. C. WILLETT even goes so
far as to describe the post-glacial climatic varia-
tions as a consequence of the first and some-
times ;the second type of circulation domi-
nating during a long sequence of years. It is
therefore of fundamental importance to try to
clarify the role which these oscillations between
zonal and meridional types of motion (‘“index
cycle) play in the dynamics of the atmosphere,
and still further to investigate to what extent

pheric circulation and the above-mentioned,
probably variable, slow thermohaline cycle in the
ocean.

NoORMAN PHILLIPS recently has made an attempt
to approximate the index cycle by means of a
theoretical-numerical investigation of the circula-
tion in a hypothetical atmosphere bounded to
the north and to the south by rigid walls, heated
in the south and cooled in the north through a
net supply of heat which is independent of time
but varies linearly with latitude. The basic equa-
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tions are nonlinear and it was therefore necessary
to perform all computations with a high-speed
electronic computer of large capacity. In spite of
~ this the problem required a machine time of
about thirty hours. In the beginning of the com-
putations the atmosphere is assumed to be at
rest relative to the earth’s surface. After a time
interval which in nature should correspond to
130 days, the system was characterized by a zonal
flow with a fairly concentrated west-wind belt
in the upper parts of the troposphere. At that
instant Phillips puts random disturbances into
the system in which all scales are represented
and the numerical computations are continued.
Then it appears that disturbances of a certain
scale begin to dominate and finally waves are
developed which in a striking way resemble the
long waves of the atmosphere with respect to
dimensions, structure and further development.
When it has been possible to perform computa-
tions of this type for a whole index cycle, in-
cluding the cut-off processes and the develop-
ment of a new zonal current, the road may be
open for numerical forecasts of the general state
of motion of the real atmosphere for one or
perhaps two weeks. However, it should be
emphasized that such forecasts necessarily must
be of a very general character and can hardly
give more than very general statements con-
cerning weather and wind.

The dynamics of the long waves and the index
cycle do not stand alone as insufficiently under-
stood phenomena. The same is true for the
concepts of atmospheric fronts and frontal waves
with which the Norwegian meteorclogical school
started its victorious progress. The discovery
of the fronts gave the practical working meteoro-
logists a diagnostic tool of extremely high effi-
ciency when the object was to follow individual
air masses and especially the tracks of individual
precipitation areas. With a starting point from
the meteorological observations at the earth’s
surface, one was led to consider the fronts as
borders between air masses of different tem-
perature in relative motion to each other; a well-
developed west-east surface front thus usually
was represented as the border between a westerly
warm air stream to the south and a cooler air
stream with easterly or weaker westerly motion
to the north. This picture was assumed to be
valid at higher levels with the cooler air wedge-
shaped pushed in below the warmer and lighter
air mass. T. BERGERON developed early an at-
tractive theory for the origin of fronts (fronto-

28

genesis) as a final result of certain horizontal
fields of motion (fields of deformation) by which
the isotherms in certain areas must be packed
together, but this theory did not explain why
the surface fronts are characterized not only by a
temperature but also by a wind discontinuity. A
dynamic theory for frontogenesis was never for-
mulated by the Norwegian school.

The problem of frontogenesis has lately again
come under study owing to the extension of the
network of meteorological observations in the
vertical direction with the aid of radiosonde and
radar wind soundings. The higher one goes in
the troposphere, the more one finds that the
frontal zones, and their strong concentration of
the horizontal temperature gradient, coincide with
the areas with the strongest winds, i.e. the fronts
are no longer to be considered as borders between
air masses in differential motion, The motion is
instead concentrated in or in the vicinity of the
frontal zone itself. The picture thus obtained
from the new aerological material leads to a
more satisfactory agreement between our con-
cepts of the structure of the free air streams and
the quasi-permanent sea cugrents. Both the Gulf
stream and the Kuroshio stream may thus be
considered as concentrated streams, in which
the strong motion coincides with a zone of strong
contrast between the warm water masses over
the open sea and the cooler water masses above
the continental shelf.

It can be demonstrated without too much
difficulty that the horizontal wind velocity (in
the sea the current velocity) as a result of the
earth’s rotation must increase with height pro-
portionally to the horizontal temperature gradient
across the direction of the flow from the right
to the left. This elementary rule does not, how-
ever, explain the tendency of the temperature
field to bring together the contrasts between high
and low latitudes to a few narrow zones and
thereby giving rise to fronts and the extremely
concentrated jet streams in the upper troposphere.
There can hardly be any doubt that the earth’s
rotation in combination with the vertical stability
of the air must be responsible for the fact that
the free atmosphere at a certain distance from
the earth’s surface prefers to flow in such narrow
bands rather than in broad rivers, but a satis-
factory theory for this fundamental phenomenon
is still missing.

The theoretical studies of frontal waves (polar-
front cyclones) are in a similar state. The surface
maps show that in an early stage they rapidly
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move along the frontal zone, usually from south-
west to northeast, and that their horizontal
amplitudes at the same time grow rapidly. The
increase of the amplitude, however, is accom-
panied by a strong retardation in the phase
velocity of the waves. This finally leads to a state,
where two successive tongues of cooler air reach
each other. The wave thereby loses its character
of a wave and is transformed to a quasi-stationary
vortex, which gradually rolls up the front. Ac-
cordingly, the theoreticians of the Norwegian
school considered the frontal wave as an unstable
surface wave, generated in the sloping boundary
surface between two media with different motion
and density. During the '20s and ’30s much
labour was devoted to creating a satisfactory
theory for such surface waves, but it can hardly
be said that the results correspond to these
efforts. It is true that the surface fronts have
served as the diagnostic tool whereby it has been
possible effectively to demonstrate the existence
of frontal waves, but this is far from saying that
the surface front is the dynamically decisive factor
in the generation of these waves. At great heights
above a frontal zone along which rapid frontal
waves move, a well-developed jet stream usually
is found. Analyses of observations from the free
atmosphere in this region show that the jet
undergoes marked changes in structure with the
passage of individual frontal waves below. It
seems fairly unlikely that surface waves generated
in the lower levels of the troposphere could in-
fluence the structure of the winds at the base of
the stratosphere, especially because these surface
waves often seem to come from the southwestern
part of the frontal zone, where the frontal
surface is almost horizontal and the available
potential energy supply therefore is very limited.
For these and other reasons it seems much more
probable that the origin of the frontal waves is
to be found in some kind of progressive trans-
. versal vibrations in the jet which later show up at
the surface through the resulting displacements
of the surface front and associated vertical
motions.

Weather forecasts

Considering our limited knowledge of the pla-
netary and secondary circulation systems of the
atmosphere, it is rather obvious that very much
—maybe the most—still remains to be done con-
cerning the development of methods for circula-
tion and weather forecasts based on physical
principles. In the beginning of this century V.

BrerkNEs defined the main problem in theoretical
meteorology the computation of the state and mot-
ion of the atmosphere at a given instant from ob-
servations of the corresponding state and motion
at a previous time. Bjerknes was possibly the last
great representative of the classical school in
theoretical physics, which flourished in the nine-
teenth century, and which was governed by
almost unlimited belief in the equations of me-
chanics and their immediate application to
probiems in nature. Later students of this school
have too often depended upon a rather sterile
manipulation of the linearized partial differential
equations, which became their chief tool. Bjerk-
nes, on the other hand, had exceptional ability
to think simply, to see the basic problem and to
create enthusiasm around himself. His work
became of extraordinary importance, partly be-
cause his strong belief in the formulation of the
problem gave theoretical studies in the following
decades a well defined goal, and partly because
he, as preparation to a systematic attack on the
forecast problem, succeeded in carrying through
an important rationalization of the methods by
which we describe the three dimensional distribu-
tion of the scalar and vector quantities, which
together determine the physical state of the
atmosphere.

The basic hydrodynamic and thermodynamic
equations can all be written in such a form that
the left side represents the instantaneous change
in time at an arbitrary fixed point of one of the
atmospheric variables (for example, the momen-
tary change in time of the atmospheric pressure
at a given point, or the instantaneous increase
of the force of the west-wind component at the
5,000 m level over a certain place) while the rigit
side consists of a rather complicated, nonlinear
combination of the different variables of state
for the same point, and their space derivatives
in horizontal and vertical directions. The right
sides of the equations consist, therefore, of
quantities which in principle can be measured
without the change of the system in time. With
certain assumptions it is possible to transform
these differential equations to difference equa-
tions. By doing this we replace the time and
splace derivatives with differences of finite
magnitude (for example, 1 hour for the time
increment, 300 km for the horizontal space
differences and 1 km for the vertical increments).
We shall later return to a discussion of the
principles on which the choice of these units is
based. The meteorological problem is then given,

29



C.-G. ROSSBY

and consists of describing the change in time of
the state of the atmosphere by the values of the
fundamental parameters, hour after hour in the
three dimensional network so defined.

It has already been pointed out that the right
side of the atmospheric equations consists of
measurable quantities, and it is therefore possible,
in principle, to compute the expected changes in
the succeeding hour from the momentary dis-
tribution in the network. By adding these changes
to the original values one gets a new distribution
in the net and the procedure can now be repeated
until one gets a 12- or 24-hour prognosis. This
is in fact the method now used in the routine
numerical weather prediction services.

A heroic and isolated effort to perform a
numerical integration of the atmospheric equa-
tions along the lines indicated above was at-
tempted in 1922 by L. F. RicHARDsON. In a great
work of continuing value he made a profound
analysis of the physical processes which the
atmospheric equation must express and then pre-
pared, through very laborious hand computa-
tions, a 12-hour prognosis for the British Isles.
The agreement between the observed and com-
puted state was very unsatisfactory. According
to Richardson this depended upon the fact that
the prognostic equations are of such a type that
the computed changes always appear as small
differences between terms of equal magnitude;
consequently it should be necessary to know the
meteorological initial values with an accuracy not
available at this time, and which cannot be
obtained, or aimed at, even now. The fact that
12- and 24-hour prognoses of a conventional
type are regularly prepared in weather centrals
all over the world and that these, by and large,
give satisfactory results means that the changes
in the atmospheric circulation possibly do not
depend to a great extent upon the fact that, for
example, the wind velocity is given with an ac-
curacy of 0.1 m sec~!. The reasons for the failure
of Richardson’s prognosis must therefore be more
fundamental.

Real progress in the problem of numerical
prediction did not come until after the last
World War and has now resulted in the prepara-
tion of numerical forecasts as a daily routine in
Washington and on a limited scale also in Stock-
holm; similar centrals for numerical predictions
probably will be started in the near future in
Dunstable (the headquarter of the British weather
service), in Frankfurt, Oslo and Tokyo. It is of
interest to investigate, a little more closely, the

historical background for the fast development
in this field in recent years.

The weather maps supply the material on
which theoretical meteorologists finally must base
their considerations. As late as the 1930’s, the
national weather services used synoptic surface
maps of a rather limited geographical extent.
In Scandinavia these maps in general covered
Europe and part of the neighbouring Atlantic
Ocean. A certain telegraphic exchange of observa-
tions between North America and Europe took
place, and certain weather services, in particular
the German one, paid some attention to the
daily maps for the northern hemisphere. How-
ever in general the transatlantic observational
material played only a rather insignificant role in
the daily European weather service, among other
things for the practical reason that the scarcity
and poor quality of the ship observations from
the Atlantic made it almost impossible to con-
nect the detailed pattern on the maps in Europe
with the corresponding patternsin North America.
Daily observations from the upper atmosphere,
where the atmospheric flow patterns have a some-
what simpler and more large-scale character,
were missing almost entirely. Attention was
therefore almost exclusively concentrated on the
small-scale waves on the polar front and their
motion.

The German meteorologists were an exception
in this respect as shown by the fact that they
introduced, very early, the concept of “Gross-
wetterlage”. This term indicates that the frontal
zones, to which the individual frontal waves are
bound, do not always have the same posi-
tion, but are displaced slowly and change ori-
entation and intensity in connection with the
displacements of the quasi-permanent centers of
action of a mixed planetary and monsoonal
character (for example the Azores high, the
Istandic low). The concept ‘‘Grosswetterlage”
means naturally an understanding of the fact that
horizontal circulation system of quite djfferent
dimensions can exist at the same time in the
atmosphere, the smaller superimposed on the
larger and partly steered in the direction of their
movement. But the German ideas were never put
on a rational theoretical foundation and were
therefore rather unimportant for the coming
development.

Apart from this exception, it is very striking
that articles and textbooks in the years between
the two world wars hardly touch the question
of the scale of atmospheric phenomena. Why do
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the travelling cyclones at the surface of the earth
have radii of the order of magnitude 10% km and
not 10% or 10* km? Questions of this type were
never brought forward. This is perhaps easier
to understand if one remembers that the dense
network of surface stations, organized through
the initiative of V. Bjerknes at the end of the
First World War, was based on the fundamental
assumption that detailed observations from a
limited region could replace data from a more
extended, but sparser net.

In the later part of the 1930’s a research project
was organized at the Massachusetts Institute of
Technology, the main purpose of which was to
develop methods, if possible, for the extension
of the weather forecasts in time from one or two
days, to five days or a week.

The scientists responsible for this project im-
mediately recognized that since an individual
frontal wave can develop within a week, move
several thousand kilometers, and finally dissipate
slowly as a dying cyclonic vortex, it was rather
hopeless to try to extend the period of validity
for conventional forecast methods without at the
same time radically changing their character.
Starting from thoughts of this kind, which guided
the Germans to introduce the concept “Gross-
wetterlage”, but otherwise independently, they
therefore decided to eliminate the transient and
small-scale phenomena on the maps from more
slowly moving large scale circulation systems.
This was achieved by forming progressive five-
day time averages of five consecutive daily syn-
optic surface maps. In this way the pattern
obtained qn the map showed only the larger
phenomena and their slow changes and displace-
ments. These larger systems still had the character
of closed cyclonic and anticyclonic systems, but
it was already evident at this point that an extra-
polation of the pressure field to the 5-km level
in the middle troposphere most often showed a
system of slow progressive waves superimposed
on a westerly current in middle latitudes.

The horizontal flow systems found in this way
have linear dimensions of the order of 5,000 km.
The vertical extension of the troposphere and
the lower part of the stratosphere, which seems
to be closely coupled in a dynamic sense with the
troposphere, is around 20 km or 1/250 of the
horizontal scale. It was therefore rather natural
to try to formulate a preliminary theory for the
motion of these large systems as if they repre-
sented inertial motions in a shallow, two-dimen-
sional layer covering the surface of the earth. The
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dynamics for the inertial motions in a two-
dimensional layer of this kind can be condensed
to a single equation (the vorticity theorem),
which expresses the fact that individual fluid
elements conserve their absolute vorticity around
the vertical. This absolute vorticity consists of
the vorticity of the fluid element relative to the
earth and the vertical component of the vorticity
of the earth itself. The latter has a maximum at
the pole and is zero at the equator. The fact that
the absolute vorticity is conserved during the
motion means therefore that a fluid element
which moves to the south experiences an increase
in vorticity relative to the earth and vice versa.
The distribution of vorticity can be determined
from a given velocity field and consequently the
distribution at a later time (for example one hour)
can be computed with the aid of the vorticity
theorem discussed above. The distribution of
vorticity obtained in this way determines in turn
the new wind field, and from this one can com-
pute the distribution of vorticity in the following
time interval. Apart from certain difficulties at
the boundaries of the region considered, a two
dimensional fluid in inertial motion represents a
dynamically closed system, the future motion of
which in principle can be computed from a single
equation, the vorticity theorem. This equation is
linear with respect to the time derivative but non-
linear with respect to the horizontal derivatives
of the velocity field. This theorem is still the
basis for the numerical forecasts prepared
routinely.

At this time theoretical meteorology was still
governed by intensive experiments to find solu-
tions to linearized atmospheric differential equa-
tions of such character that they could be used
to describe the phase, speed, structure, and ampli-
tude changes of frontal waves. In these investiga-
tions the complete three-dimensional character of
the atmospheric flow pattern was usually stressed.
After Richardson’s experiment in 1922 little
thought was given to the idea of integrating the
general atmospheric equations of motion through
numerical hand computations. Even the brutally
simplified, purely two dimensional picture of the
large-scale atmospheric motions developed by the
group working at the Massachusetts Institute of
Technology leads to an equation requiring ex-
tremely extensive numerical computations if a
stepwise integration from an arbitrary initial
situation is tried. It was therefore necessary to
work with still simpler models which one could
believe to have some similarity to the observed
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smoothed motions in the atmosphere. A theory
for certain simple, transverse horizontal waves
superimposed on a zonal current, constant in
time and space, was developed. Systematic ex-
periments were performed in order to apply this
theoretical model to the atmosphere. Equations
thus derived for the phase velocity of the long
atmospheric waves, and especially for the de-
pendence of this velocity on the force of the zonal
wind and the wave length, proved to be of certain
practical use in the study of the motions as
observed on the upper-level maps of limited
geographic extent, which by now, in the begin-
ning of the 1940’s, were possible to construct. The
observed motion on the upper-level maps deviated
so often from the simple wave type, however,
that one was forced to look for other very ap-
proximative methods for the integration of the
vorticity equation from arbitrary initial values,
but these received very limited application and
will not be further discussed here.

In the real atmosphere the stationary long
waves are above all formed in the lee of the large
mountain ranges (the Himalayas and the Rocky
Mountains), and over the western part of the
oceans as a result of the very violent thermal
contrasts to which the zonal current is exposed
when passing from the continent to the ocean.
The dimensions of these stationary waves are
determined by the intensity and the width of the
zonal current and by the latitude. When the
wind decreases or increases the forced waves are
displaced to the west or to the east. It is above
all important that the theory based upon the
vorticity theorem leads to a specific expression
for the linear dimensions of the large-scale
horizontal flow pattern in which the frontal zones
and the frontal waves are embedded. For the first
time one began to realize how different the
atmospheric flow patterns on different scales are.
The energy spectrum of the atmospheric motions
caught the interest of the meteorologists.

This extension of the perspective of the meteo-
rologists woul¢' not by itself have led to general
numerical forecasting methods, but the occurrence
at the same time of the development of fast
electronic computers caused outstanding mathe-
maticians and hydrodynamicists to consider seri-
ously the possibilities of numerical integration
of the general hydrodynamic equations of motion.

A small group of theoreticians with a mathe-
matical and hydrodynamical meteorological
education was collected in the late 1940’s at the
Institute for Advanced Study in Princeton. This

group was assembled by the late mathematician,
J. voN NEUMANN, for a serious attack on the me-
teorological integration problem. First among
these collaborators must be mentioned J. CHARNEY
and his younger colleague, N, PriLLIPS, mentioned
earlier in this article. After some years of orienta-
tion it was obvicus that the preliminary numerical
integration experiments had to be restricted to
the large atmospheric flow patterns, which to a
first approximation possibly could be treated as
if the atmosphere was a two-dimensional fluid
in inertial motion. Starting from this assump-
tion the first four numerical 24-hour predictions
were computed and published in 1950. It is
perhaps worth while mentioning that every pre-
diction meant nearly ten million elementary
numerical operations and required a computa-
tion time of about 24 hours. Corresponding
computations for a region of the same size today
require cnly a few minutes.

If one wants to approximate the atmosphere
by a two-dimensional fluid layer, it is obvious
that one must make a dictionary, so to speak, for
translating the initial situation in the real three
dimensional atmosphere to a corresponding situa-
tion in the hypothetical two dimensional model
and for translating the final prediction to an
expression for the state of the real atmosphere
after 24 hours. The MIT-group had intuitively
supposed that the motions at the 500-mb level,
which by and large divide the atmosphere hori-
zontally into two layers of equal mass, could be
supposed to behave as if they represent the
motions in a two-dimensional fluid layer. Char-
ney now succeeded in giving a rational explana-
tion for this choice of the 500-mb level.

Numerical predictions, which can be computed
with the aid of the vorticity equation for an
“equivalent” two-dimensional atmosphere, are
in general somewhat more reliable than the con-
ventional prognoses, especially in the northwestern
part of Europe, where sharp thermal contrasts
and strong orographic perturbations of the
horizontal motion of the atmosphere do not play
a dominant role. In Sweden, the computations
are carried out for 24, 48 and 72 hours, but at
this latter time the errors become in general so
great that the predictions often loose practical
meaning. The numerical predictions offer a
further advantage which should not be forgotten.
Knowledge and experience, formulated in a
rational way, can once and for all be incorporated
in the computational program, while a meteorolo-
gist working in a traditional way in his predictions
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must constantly keep old accepted methods in
mind as he at the same time must be aware of
new methods and results. This later difficulty is
especially noticeable in educating new meteorolog-
ists in the conventional predicition techniques.

The two-dimensional (in meteorological ter-
minology, ‘“barotropic’) forecasts do not give
the weather directly but only the large-scale per-
turbations on the 500-mb surface, which, how-
ever, to a large extent govern the motion of the
active weather systems and also, but to a less
extent, their development. The changes between
“nice” weather and precipitation depend upon
the vertical motion of the air; sinking motion
leads by and large to a disappearance of the
clouds, rising motion to formation of clouds and
precipitation. The fact that the two-dimensional
model is able to describe the very large scale
flow systems rather well, means that the vertical
motions connected with these systems are ge-
nerally small. Usually the rule is valid that the
vertical motion in the atmosphere becomes
greater, the smaller the horizontal extension of
the synoptic system is; one finds in fact the very
strongest vertical velocities in thunderstorms,
where vertical and horizontal dimensions are
approximately the same. The long waves and
closed cells which are treated by the barotropic
forecasts may therefore be looked upon as the
“infrared”, degenerated and practically speaking
purely two-dimensional part of the whole rich
spectrum of atmospheric motions.

Even these relatively simple barotropic sys-
tems offer, however, great problems for the
theory of numerical prediction, partly of a
surmountable technical nature, but also of a more
fundamental nature. When barotropic predic-
tions are made for a region of limited geo-
graphical extent, the solution to the theoretical
prediction problem is not completely given by the
vorticity equation itself. One needs, furthermore,
certain information concerning the state of
motion at all points on the closed line which en-
closes the region considered, and then in prin-
ciple information must be available during the
entire time over which the prediction is com-
puted. Because in general the wind has a com-
ponent across the artificially drawn boundary
line, new air masses with varying vorticity are
constantly imported and exported, and because
these changes of the vorticity distribution in the
forecasting region influence the velocity distri-
bution, one has to know the vorticity transport
across the boundaries of the region, i.e. one has
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to know the vorticity and the normal component
of the wind at all points on the boundary during
the entire prediction interval. This information
is, however, not available (for in that case the
prediction problem would already be solved), and
one must therefore make certain plausible as-
sumptions concerning the boundary conditions
(for example, the normal component of the wind
and vorticity transport across the boundaries
remain unchanged during the prediction interval).
The errors which are introduced in the system
through an arbitrary assumption of this kind
increase in time inwards over greater and greater
areas, and it is therefore necessary to start the
computations with data from a very much larger
region than the one for which one wishes a
reliable prediction. The problem could besolved
perhaps by extending the computations to the
greater part of the northern hemisphere with the
boundaries located in the inactive subtropical
highs. But here one meets with other difficulties,
first of all deficiencies in the observational net-
work, poor telecommunications from remote
regions and finally limitations in the capacity and
speed of the electronic computers available to
meteorologists.

A relatively small number of the radiosonde
stations, which give us our initial material for
the numerical predictions, measure wind speed
and wind direction. Methods of prognoses are
therefore based upon the assumption that the wind
field and the quantities derived therefrom, for
example the vertical component of the relative
vorticity, in general can be computed with suf-
ficient accuracy from the pressure field, assuming
the validity of the previously discussed balance
between the horizontal pressure gradient, and the
deviating force arising from the rotation of the
earth. In such a balanced state the wind blows
along the lines of equal pressure in the horizontal
plane (the isobars) and its force is proportional
to the magnitude of the horizontal pressure
gradient (‘“geostrophic wind”). The assumption
made above means that the pressure field every-
where and at all times immediately and com-
pletely adjusts to the wind field in such a way
that the properties of the latter can be computed
with sufficient accuracy from the pressure field.
An exact theoretical analysis shows that the
adjustment in the purely two dimensional case
certainly is immediate but deviates in a charac-
teristic way somewhat from the ‘“‘geostrophic”
adjustment defined above, and if one tries to con-
sider these deviations, certain new difficulties
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Fig. 13. In the upper part of this figure a square grid is superimposed on a 500-mb map. The following
pictures show the progressive deformation of the square grid during four consecutive 12-hour intervals,
computed under the assumption that the material points, which originally coincided with the corner points
in the squares, follow the motion in the 500-mb surface. If one systematically describes the state of the
atmosphere by means of a fixed net, which with regard to grid size, coincides with the original grid, certain
details in the state between the grid points evidently must disappear as time passes. The figure indicates
also one of the reasons that the aerosols released in a limited region, sooner or later tend to stretch into
narrow bands (from a paper by P. WELANDER).
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arise with respect to the boundary conditions.
The question about the ‘“‘geostrophic” adjust-
ment is, however, far more important in connec-
tion with the three dimensional models of atmos-
pheric motions which are being developed now
for possible use in the numerical prediction ser-
vices, but it would carry us too far to enter into
this problem here.

For the determination of the vorticity changes
at a given point, the wind and the gradient of
vorticity computed with the aid of values at the
surrounding grid points are used. It is obvious
that a time derivative obtained in this way is not
representative for a time period longer than it
takes the air to travel from the nearest 'grid
points to the grid point in question. This means
that the ratio between grid size and time unit
must never be smaller than the maximum wind
velocities which we experience in the atmosphere.

The grid size in the network depends upon
several factors of practical and theoretical nature.
The initial distribution of the meteorological
parameters in the net must be obtained from
some kind of interpolation procedure between
the aerological stations, and it is not economical
to introduce a finer grid than necessary for
extracting the information needed from the
original observations. The finer the grid size one
introduces, and the more details one tries to
describe, the greater the risk is that the two-
dimensional theory, on which the computations
are based, becomes insufficient and must be
replaced by a three-dimensional prognostic
theory. As yet a reliable theory of this kind does
not exist. In this case the time steps must further
be decreased, and this may mean that the capa-
city of the computer is surpassed and that the
time necessary for the computations becomes too
long. It is such considerations which have led
to the choice of 300 km and 1 hour as suitable
units in space and time.

If one assumes purely two-dimensional motion
and then from a series of consecutive 500-mb
maps computes the individual displacements of
air particles, which originally coincide with the
corner points in a square of the grid, one finds
that the circumference of the elementary region
defined in this way is already very much deformed
in 12 hours and usually stretched to a narrow
band which falls between the points in the fixed
grid. From this it follows that detailed pictures
of the same order of magnitude as the grid size
very soon are lost, and that the methods therefore
by and large are limited to giving information
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and predictions about systems of such large
dimensions that they extend from the beginning
over a great number of grid intervals.

It is usually assumed that turbulent friction in
the atmosphere will destroy the available kinetic
energy in a few days. (The estimates vary, but
generally a week is assumed to be more than
enough for this purpose.) In spite of this strong
dissipation, one often observes in the 500-mb
surface some nearly stationary systems—for ex-
ample closed cyclonic and anticyclonic cells,
which can be followed or observed for several
weeks. In order to understand this persistence
completely, one must assume that such systems
give rise to some kind of transversal circulations
or vertical motions through which a part of the
potential energy can be released to cover frictional
losses. In such a case the prediction theory now
in use gives correct results only by neglecting the
dissipation as well as the addition of energy.

It has already been pointed out that the
synoptic systems, which are directly responsible
for the changes in weather from day to day, are
of a considerably smaller scale than the long
waves or cut-off cells which can be treated by
means of the barotropic theory. In order to
understand these smaller systems better it is
necessary to pay attention to the vertical motion
of the air. This has been attempted by dividing
the atmosphere in a number of horizontal layers
and applying a somewhat generalized vorticity
theorem to each of these. The generalization
means that if one considers the fact that in a re-
gion where the troposphere has rising currents, the
lower layers are characterized, because of mass
continuity, by convergent flow, and the upper
layers by divergent flow. In regions where there
is sinking motion the distribution of horizontal
convergence and divergence is opposite. Diver-
gence and convergence in turn influence the vorti-
city distribution in such a way that convergence
increases the vorticity, divergence decreases it.
By means of thermodynamic arguments and as-
suming geostrophic balance and hydrostatic
equilibrium at all levels, it is finally possible to
form a closed dynamic system. The resulting
prediction theory has been tested for some time
on a routine basis in Washington. Using this
theory rather unexpected sudden cyclonic deepen-
ing has been successfully predicted at the surface
of the earth, but in certain other cases the results
of the theory have been rather misleading. It is
probable that the defects so far lie in our under-
standing of the dynamics of these smaller
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systems. Every numerical theory must for prac-
tical reasons and in order not to include a number
of phenomena which are meteorologically un-
interesting, make a selection of the terms in the
hydrodynamic equations which should be in-
cluded in the computations. Such a selection

To this the fact must be added that the now
existing, three-dimensional net of observations
over the northern hemisphere is still in large
areas too sparse for describing smaller atmos-
pheric systems, which in this connection are
most important. In the United States efforts have

Fig. 14. The electronic computer
BESK has been used to analyze the
observations from the 500-mb surface
at a given time, and the result has
been projected in form of a conven-
tional 500-mb map on the screen of
a cathode ray tube, connected to
BESK. The electronic computer may
in the future take over the job of
sorting and checking incoming obser-
vations, analyzing them and projecting
the result of the analysis on such
screens. In principle it would be
possible to correct the analysis
continuously by means of the latest
observations to arrive and at the
same time project on another screen
a prognostic map for a later time
(for example 24 hours). Such con-
tinuously corrected analyses and
prognostic maps should lead without
doubt to significant improvements
in the quality of the weather predic-

i tions (from a paper by B. D66s and
M. EATON).

presupposes, however, previous and thorough
knowledge of the structure and dynamics of the
system. It is by no means certain that a complete
general selection of the sort mentioned above can
be made, in other words it is quite possible that
the observed three-dimensional smaller systems

. in the atmosphere represent a whole series of very
different phenomena from: the dynamic view
point. Comparisons of certain patterns at the
base of the stratosphere and the characteristic
systems in the lower layers of the troposphere,
support this hypothesis. The modern aerological
network in this respect has done very much
to eliminate dogmatic and conventional thinking,
which to a large extent dominated synoptic
meteorology between the wars.

The progress in the elaboration of a rational
theory for detailed wind and weather predictions
of shorter duration (up to 24 hours) may be
rather slow for the reasons mentioned above.
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been made to solve the practical prediction
problem of the violent tornadoes which plague
the Middle West. This has been done through the
organization of a coordinated net of surface
stations furnished with radar equipment having
a range of several hundreds of kilometers. This
is cutting the Gordian Knot instead of untying
it. On the other hand it is quite probable that
observations from this net will make a valuable
contribution to our understanding of the morpho-
logy and dynamics of the tornadoes.

With respect to the part of the atmospheric
spectrum which lies between the dimensions of a
tornado and the large barotropic disturbances,
there is at present no such short cut. It is, how-
ever, of interest to point out that recently at White
Sands, New Mexico, using a rocket at a height
of approximately 100 miles, a photograph was
obtained mapping a well-defined cloud system,
organized as a cyclonic vortex, the existence of
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which was unknown at the time the photograph
was made. Shortly afterwards the system gave
very violent local rains and floods. The example
demonstrates the fact that we as meteorologists
working with conventional tools are constantly
hampered by the structure-dissolving, frog’s-eye
view, which is forced upon us. On the other hand
photographs from great heights might help us to
develop a bird’s eye view. It is naturally still
too early to say to what degree such photographs
from rockets and satellites can be applied to
routine operations. It is not unreasonable that
a suitable combination of an extended radar net-
work with photographs or other measurements
taken from suitable platforms at great heights
will be of great importance for solving the
practical problem of issuing short range, detailed
weather predictions.

Very great progress has been made lately in
the problem of letting electronic computers take
over the very laborious job of analyzing daily
synoptic maps. The 500-mb maps, which form
the basis for the numerical forecasts in Stock-
holm, are being analyzed by the electronic com-
puter in such a way that the preceding day’s
24-hour prediction is selected as the start for
and the first approximation to the day’s map.
This approximation is then corrected by means
of observations from the day in question. During
the last winter in Stockholm conventionally
analyzed maps have been introduced into the
prediction scheme only once a week. In principle
one can incorporate in the objective numerical
analysis, all the rational empirical rules which
the experienced synoptician uses in the map ana-
lysis. In Washington the teleprinter tapes which
contain the meteorological observations are in-
troduced directly into the electronic computer
which sorts the data wanted, checks them for
internal consistency, discards faulty observa-
tions, and then stores approved observations in
the machine for final analysis. The development
of a method for numerical analysis of the surface
map with its much more detailed structure is of
course an extremely laborious problem but not
unsolvable.

Regarding the fundamental barotropic prog-
nosis there is at present no principal reason why
one could not combine the meteorological com-
munication net (the teleprinter lines) with an
electronic computer, and this in turn with two
television screens in such a way that the incoming
observations could be automatically sorted and
analyzed in the machine, and the current maps
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so obtained shown on one television screen, while
at the same time the other screen shows the
probable situation 24 or 48 hours later.

Distribution of matter in the atmosphere

A. Air trajectories

It was already pointed out in the introduction
to this article that the role of the atmosphere as
a carrier and distributing agent for matter such
as maritime salts, dust, and industrial pollutants,
including radioactive debris, is likely to demand
the attention of the meteorologists to an ever
increasing degree. The fundamental dynamic
problem connected with these questions is to
determine the future path (trajectory) that will
be followed by an air particle which, at a given
moment, is situated at a given point. It may seem,
at first, as if one would have solved this problem
once the principles of numerical forecasting have
been established. The solution could then be
found simply by moving the air parcels hour after
hour according to the instantaneous values of
wind speed and direction provided by the nu-
merical forecasting procedure. The general fore-
casting problem in three dimensions has, admit-
tedly, not been solved so far, but the general
character of the flow at the 500-mb level by now
is reasonably well understood, and one could
possibly utilize this to compute trajectories of
particles that stay in the S00-mb surface and move
within it with the speed and direction of the wind.
Such trajectories would by no means represent a
projection onto the 500-mb surface of the real,
three-dimensional, air trajectories. The horizontal
winds normally exhibit a marked variation in the
vertical both with regard to speed and direction.
Air particles with the same horizontal coordinates
of origin may, consequently, follow widely dif-
ferent paths depending upon the level at which
they are moving. It has already been pointed out
that the simplified theory of 500-mb forecasting
is inherently incapable of giving accurate in-
formation regarding isolated details at the fixed
points of the basic grid. Attempts to verify baro-
tropically forecast wind at prescribed points will,
accordingly, in general give quite discouraging
results. This, in turn, implies that the agreement
between the “‘real” 500-mb trajectories and those
computed barotropically may be entirely un-
satisfactory even in cases where a good forecast
of the development of the atmospheric circula-
tion has been produced. This has been de-
monstrated effectively in the computations of
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500-mb trajectories that have been made recently
by D. Diuric and A. WinN-NIELSEN of the Inter-
national Meteorological Institute in Stockholm.

One of the greatest difficulties encountered in
studies of this kind lies in the determination of
the “real” trajectories that are to be compared
with those computed from the forecast. Aero-
logical observations are in most places made only
twice a day and many stations do not report
winds at the 500-mb level. It is therefore necessary
to construct the “‘real” trajectories on the basis
of weather maps that are, in some suitable way,
interpolated between the observed twelve-hourly
maps. It will also, in general, be necessary to
utilize geostrophically computed wind in addi-
tion to the observed ones.

We have already mentioned P. Welander’s
investigation of the deformation fields in the
500-mb level. His case, as well as those com-
puted lately by D. Djuric and A. Wiin-Nielsen,
shows that already within twelve hours the paths
computed for neighbouring points in the basic
grid diverge widely. As a result, one finds that
a square defined by four such points in the initial
state will in general soon be deformed into a
long streak covering the same total area. We
cannot expect to be able to forecast the exact
position of such a streak very accurately but there
is no reason to doubt the existence in nature of
such strong deformation fields, as have been
indicated in the investigations mentioned. It
seems likely then that aerosols released over a
limited area would spread in the form of narrow
bands without necessarily losing too much in
concentration. The deformation fields, and thus
the tendencies to form streak-patterns, are even
stronger in the uppermost parts of the tropos-
phere and in the lowest stratospheric regions,
where the strongly concentrated jet streams
occur.

The lack of direct observations of air tra-
jectories clearly constitutes a primary difficulty in
all attempts to attack the problems mentioned
here. However, during recent years some data of
this type have been collected by the meteoro-
logical agencies of the U.S. Armed Forces. Use
has been made of free balloons equipped with
automatic control gear designed to keep them at a
predetermined constant pressure level, moving
with the winds at that level. The position of the
balloons was then determined at regular intervals
with the aid of radio direction finders. This
observational material has not beenmade generally
available so far for detailed analysis, but it
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should in due time give valuable information
regarding the possible systematic deviations of
the actual winds from those computed geo-
strophically. Investigations of air temperatures,
and other properties such as humidity, measured
along the trajectory of such balloons undoubtedly
would increase our knowledge about the vertical
motions connected with the larger synoptic
systems as well as about the importance of the
radiation balance for changes in air tempera-
ture.

It is regrettable from many. points of view that
such an extremely valuable observational pro-
gram should lie in the hands of military authori-
ties. The problem of distribution of matter in
the atmosphere will no doubt be of fundamental
importance to all of us. It is unlikely that it could
be solved completely in a theoretical way or with
the aid of conventional aerological observations.
It seems desirable, therefore, and it will no doubt
prove necessary sooner or later to conduct
trajectory experiments regularly through the
agencies of the international civil meteorological
organization, WMO.

The spreading of aerosols, naturally, takes
place not only through the purely advective pro-
cesses discussed above, but also through various
processes of turbulent diffusion. The velocity of
vertical diffusion in the middle and upper parts
of the troposphere is controlled in general by the
mechanical turbulence brought about by the
vertical wind shear and the consequent relative
motions of the superimposed air layers. This
mechanical turbulence is suppressed to some
extent by the static stability in the vertical that
is found generally in the atmosphere. The order
of magnitude of the more or less isotropic tur-
bulent mixing can be expressed through a Kine-
matic coefficient of diffusion, the magnitude of
which is normally found to lie between 105 and
108 cm? sec~1. This coefficient has the dimensions
of length times velocity, and could be looked
upon as representing a characteristic dimension
of 10 to 100 metres and a characteristic velocity
of 1 m/sec in the turbulent elements. In the
relatively limited areas dominated by thermal
convection, both of these numbers have to be
multiplied by one power of ten. It is evident
from these numbers that isotropic mechanical
turbulence cannot play the decisive role in the
spreading out of aerosols that have been
introduced into the atmosphere over areas of the
scale of hundreds of kilometres and depths of
one or several kilometres.
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Turbulence of characteristic scales much larger
than the above mentioned occurs in the atmos-
phere also. This turbulence must necessarily be
anisotropic, because of the dimensions and
stability characteristics of the troposphere. We
know, however, too little about its structure to
be able to make definite statements regarding its
importance. It seems likely, for theoretical
reasons, that cylindrical turbulent elements with
their axis oriented along the direction of the
wind should form in the vicinity of well-developed
jet streams. This idea is supported by observa-
tions of analogous concentrated currents in the
oceans, e.g. the Gulf Stream. Anisotropic tur-
bulence of this kind will probably lead to a ten-
dency of aerosols to concentrate in narrow hori-
zontal streaks in regions of concentrated upward
motion.

It has been pointed out before that the rotation
of the earth tends to cause a certain dynamic
stability of the large-scale horizontal motions of
the atmosphere. This is shown above all in the
capability of the atmosphere to build up quickly
a balance between the horizontal pressure gra-
dient and the deflective force caused by the inter-
action of the wind and the earth’s rotation. It
is probable that this stability exerts a strongly
damping influence on the occurrence of turbu-
lence elements with a vertical axis and charac-
teristic dimensions of the order of magnitude of
10 to 100 km. The resulting gap in the turbulence
spectrum will increase the tendency to develop
streakiness of the atmospheric distribution pat-
terns.

B. Distribution and circulation of maritime salts

The previous discussion has been primarily con-
centrated on the prognostic problems connected
with the streaky distribution in the upper layers
of the troposphere of aerosols from instantane-
ous, geographically limited sources. During recent
years the attention of meteorologists has also
turned to certain climatological distribution pro-
cesses in the lower troposphere, involving more
or less permanent sources of aerosols. The local
processes connected with the transport of air
pollutants from individual industrial sources be-
long among others to this class. We shall confine
ourselves here to somewhat more general ques-
tions concerning the redistribution by the wind
of salts originating from the sea. Such questions
are not only of meteorological interest but have
also given rise to a series of significant micro-
chemical and geochemical problems.
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When the wind over the sea is strong enough
to form white-caps, air is captured by the col-
lapsing wavecrests and rises to the surface after-
wards as tiny bubbles. When these bubbles burst,
a jet of water is ejected into the air where it
breaks up into small droplets. Some of these
droplets fall back to the water surface. Others
are carried away with the winds and after eva-
poration produce new salt particles. These
particles of maritime salts can act at some later
time as condensation nuclei and are therefore of
essential importance in the formation of clouds.

The northwestern part of Europe is ventilated
by and large by winds from the sea, carrying both
water vapour and sea salts. The rain falling from
the clouds in these maritime air currents sweeps
out a part of the salt particles in the lower air
layers. The intensity of this washing-out is pro-
portional to the number of salt particles per unit
volume as well as to the intensity of the precipi-
tation. Consequently, the amount of precipitated
salts will, by and large, decrease with increasing
distance from the coast. This elementary result
can be verified easily by studying the chemical-
climatological maps recently constructed for north-
western Europe. The basis for these maps is data
obtained from the chemical analysis of monthly
samples of precipitation, collected at a great num-
ber of stations. These stations are organized and
supported by the Royal College of Agriculture
and the International Institute of Meteorology
in Stockholm in collaboration with a number of
foreign organizations and scientists.

In earlier geological considerations these air-
borne salts have in general been neglected. It has
been assumed generally that salts which were
transported to the sea by the rivers consisted of
the products of chemical erosion. Provided this
reasoning were correct and the transport of salts
into the sea by running waters were known and
could be assumed constant, we could estimate
the age of the oceans. Such an estimate has been
made, yielding a value of about 60 million years.
This absurdly low age makes the entire reasoning
doubtful. We must ask ourselves whether the
transport by the rivers really represents a supply
of products of chemical erosion.

Erik ERIKssoN of the International Institute of
Meteorology in Stockholm has made an effort
to throw light on this problem by comparing the
quantities of chlorides supplied to the soil by
precipitation with those transported to the
sea by the water courses of Sweden. Some 30
years ago, water samples collected from a large
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Fig. 15. Weight ratio of chloride and sodium ions in
precipitation during the calendar year 1955.

number of places in the Swedish river system
were chemically analyzed. By multiplying the
measured concentrations of chlorides with the
yearly amount of outflow one can easily determine
the transport of chlorides at each place. These
values can be reduced to the loss of salts per
annum per unit area by a division by the area of
the corresponding drainage basin. In this way
it is possible to obtain data for a hydrological-
chemical map indicating the removal of chlorides
in kilograms per hectare per annum,

The general outlines of this map coincide
strikingly with the map of chlorides supplied by
precipitation and by contrast are apparently
independent of the character of the bedrock. One
feels therefore strongly tempted to conclude that
the salt content of the rivers must to a large
extent consist of salts transported over land by
the winds and thereafter carried back to the sea.
A fact which contradicts this hypothesis is, that
the quantities removed are in general two or three
times as large as those supplied by the pre-
cipitation. Eriksson has tried to overcome this

difficulty by pointing out that the Swedish forests,
especially those of conifers, may during dry
periods “filter” the winds thus collecting a con-
siderable part of the aerosols of the lowest
atmospheric layers, which are constantly renewed
by a supply from the west. Experiments have
been carried out at the Institute of Forestry as
well as abroad, which support this hypothesis.
It is, however, not yet possible to make a reliable
estimate of the quantities of salts collected in
this way over a unit area.

For the arid and semi-arid zones, especially
for those having no drainage to the sea, the
supply of salts to the soil by sporadic rain showers
and by direct gravitational sedimentation can
gradually lead to a destruction of the soil and
existing water reservoirs. Western Australia is at
the present fighting these problems. The collec-
tion of reliable data concerning the precipitated
salts are of great practical interest. In addition
the systematic observations of the chemical
composition of the precipitation, carried out
during recent years in northwestern Europe,!
have given rise to a renewed discussion of the
geological history of the great salt deserts. It has
been generally assumed earlier that the salt
deposit of the deserts is built up by marine
invasions. Considering, however, the large
amount of salts which, during geological ages,
were transported into these areas by the winds
and precipitated there, one can no longer exclude
the possibility that much of these salt deposits
is due to the accumulation of airborne salts.

C. The circulation of sulphur and ammonia

Compared with the apparently simple and easily
interpreted geographical distribution of the actual
sea salts transferred to the soil by precipitation,
the maps for other elements, as for example
sulphur and ammonia, show a far more com-
plicated pattern. Sulphur found in the sea water
has an average volume proportion compared to
sodium of 0.08. Since precipitation usually
contains rather large quantities of sulphur it has
been assumed that these originate from sources of
industrial pollution. The quantities of sulphur
transferred to the soil from precipitation over
Denmark and Sweden decrease in a fairly regular
way with increasing distance from the Western
Ocean, apart from some entirely local dis-

1 A similar chemical network has been in operation
in North America for about one year under the leadership
of CHRISTIAN JUNGE.

40



C.-G. ROSSBY

TOTAL S IN PRECIPITATION
IN mg/m
CALENDAR YEAR

1955

Fig. 16. Distribution of sulphur from precipitation
during the year of 1955 (mg/m®). Notice the high con-
centration in southwestern Sweden which probably can
be explained as a combined effect of maritime sulphur
and sulphur from the industries in western Europe.

turbances.! One can try to eliminate the sulphur
of maritime origin in the precipitation by sub-
tracting from the latter the fraction (i.e. 0.08) of
the simultaneously transferred amounts of sodium
corresponding to the sulphur contribution of the
seas. The resulting map will still show a fairly
smooth decrease of the ““non-maritime’” amounts
of sulphur from southwest to northeast. A tongue
of high concentration extending from southern-
most Sweden northwards indicates with good
probability that there is an airborne contribution
to Sweden’s sulphur provision from Germany’s
industry. This map nevertheless gives rise to
certain questions of geochemical importance. If
the industries and coal combustion of the British
Isles and Western Europe are really responsible

1 It should be pointed out that the northwest European
chemical network was organized for the study of distri-
bution phenomena on a synoptic scale and that the sta-
tions have in general been established at places where
one could hope to avoid effects from purely local pollu-
tion sources.
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for this “non-maritime” part of the sulphur
transfer, it seems difficult to understand the
strong concentration of the horizontal gradients
over Scandinavia, several thousands of kilo-
metres away from the sources of pollution in
question. One can hardly avoid the impression
that one part. of this “non-maritime” sulphur,
after all, emanates from the sea. Hereby we
arrive at the question of whether the process
discussed above is the only one capable of trans-
ferring chemical components from the sea to the
air. One possibility put forward much earlier is
that a major part of the maritime sulphur leaves
the sea as hydrogen sulfide (H,S). The shallow,
so-called “shelf-areas” should be in this case the
most important source areas of this hydrogen
sulphide.

The examples shown above demonstrate the
wide geographic separation of the sources of the
various chemical substances in precipitation. The

Fig. 17. Non-maritime sulphur in precipitation during
the month of May 1955. The maritime part has been
eliminated by subtraction of a correction, which was
computed from the sodium in precipitation and with
the aid of the existing weight ratio between sulphur and
sodium in the ocean. Note the tongue of high sulphur
content, probably from western Germany, extending
northwards through southern Sweden.
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relative chemical composition of precipitation
should therefore vary with the origin of the air
mass from which it precipitates. The chemical
composition of precipitation during a certain
time interval could possibly be used in this way
as an indication of the predominant circulation
pattern during the same interval. In peat-bogs,
nourished exclusively from the air, certain con-
stituents of the precipitation are so intimately
bound to organic matter that a chemical strati-
fication is formed in the course of the years. This
should to some degree reflect the composition
of precipitation at the time of formation of the
strata. By coordinated determinations of the
chemical structure of geographically well-dis-
tributed, ‘‘air-nourished” (ombrogenous) peat-
bogs possibly one should be able to obtain a
picture of the relative chemical composition of
precipitation, and thus also changes in the type
of circulation during different postglacial periods.
Extensive experiments in this direction have been
started during the summer of 1957 by the Inter-
national Institute of Meteorology in Stockholm
under the leadership of E. Eriksson. The study
of the extensive material, which not only has to
be analyzed chemically but also dated with the
aid of C* and pollen analysis, has not yet been
completed. It should, however, be pointed out
that from a study of an ““air-nourished” peat-bog
in southern Halland, SANTE MATTSON has been
able to prove that the well-documented climatic
deterioration which occurred approximately
simultaneously with the transition from the
bronze-age to the iron-age, is clearly reflected in
the vertical chemical stratification of this peat-
bog.

Since nitrogen compounds are of interest to
agriculturalists and foresters, these compounds
have been investigated in detail since the middle
of the last century or still earlier. Several, and in
some cases fairly long, series of measurements
were made at agricultural experimental stations
such as Rothamstead in England. As a rule,
these measurements have been carried out without
attention to meteorological viewpoints, and there-
fore cannot yield the necessary information we
need for a fairly complete analysis of the circula-
tion of nitrogen compounds. Such an analysis
should also lead us far beyond the boundaries of
meteorology. E. HUTCHINTON during recent years
has made valuable contributions to the discussion
of this question in articles on the bio-geochemistry
of nitrogen compounds.

Already in the middle of the last century T.
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ScHLOSING suggested that the ammonia in pre-
cipitation originates in the sea, and that after
having taken part in the organic circulation in
the biosphere, this ammonia is transported back
to the sea by the rivers in the form of nitrates and
of nitrogeneous organic decay products. Schlo-
sing’s theory was abandoned when it turned out
that the nitrogen content of maritime air masses
was lower than that of continental air masses.
The discovery of nitrogen fixing bacteria on
legumes indicates that the sources of the am-
monia in the atmosphere and precipitation
should be sought in the cultivated areas of the
continents.

The data which now are available from the
chemical-climatological networks in northwestern
Europe and in the USA have not yet been
analyzed conclusively. The fairly irregular pattern
of the maps for ammonia in the precipitation in
Sweden indicates that the greater part of the cir-
culating quantities of ammonia passes through
fairly short, locally controlled circuits, during
which the quantities of ammonia liberated by
decay processes return directly to the atmos-
phere as gases. This impression of local control
is strengthened by some material from America.
Chr. Junge recently found that the precipita-
tion over southeastern United States, south and
east from a line connecting the Mississippi delta
withVirginia, contains exceedingly small quantities
of ammonia. This part of the country is, however,
characterized by certain acid, red soils, whose low
PH apparently prevents the ammonia liberated
by decay processes from returning to the atmos-
phere. Thus, the advection of ammonia from
more distant parts of the country seems to play
a relatively insignificant role.

No doubt one must presume the existence of
a slower circulation, involving much larger
regions of the world, but reflecting considerably
smaller concentrations than produced locally, in
addition to these shortlived, local circuits. Spo-
radic analyses of the precipitation in tradewind
zones at island stations, more than 2,000 miles
away from the nearest continent, have yielded
values of ammonia concentration which are
comparable to those obtained from eastern
Sweden in the absence of strong local sources of
pollution. One must therefore probably assume
that small quantities of ammonia are liberated
at the sea surface in gaseous form and eventually
precipitated over the continents as SchlGsing
suggested. We still do not know the periods of
these different cycles and of the magnitudes of
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quantities of ammonia involved finally. It should
be of considerable bioclimatological interest to
settle the question whether at present there is a
balance between bacteria-controlled processes
which fix ammonia and those which reconvert
nitrogen compounds into molecular nitrogen.

The amount of nitrates in precipitation is in
general considerably lower than the content of
ammonia. Nitrogen bound in the nitrates
amounts roughly to 50% of the nitrogen in
ammonia compounds. This number is, however,
by no means constant and the two elements are
distributed in an entirely different way. It has
often been assumed that a great part of the
nitrates in precipitation is created by direct oxida-
tion of nitrogen in air by lightning discharges.
Hutchinson has tried to determine this effect by
comparing the concentration of nitrates and
ammonia in precipitation obtained from rain with
and without simultaneous lightning discharges at
certain stations in Oklahoma, where thunder-
storms are both common and intense. The
results are not convincing and the effectiveness of
thunderstorms as producers of nitrates is still
an open question. In Sweden the largest con-
centration of nitrates is found in the precipitation
from the west coast: the gradients in toward the
center of the country are steep and more con-
centrated than in the case of the “proper” sea
salts. The circulation of the nitrates must be
considered as an unsolved problem.

Keeping in mind that probably the nitrates and
the ammonia in the precipitation are formed in
completely different ways, an investigation has
been made at the International Institute of
Meteorology in Stockholm of the relative abun-
dance of the stable isotopes N4 and N1% in am-
monia and in nitrates, respectively. This should
indicate systematic differences with regard to
fixation. The results are almost entirely negative.
However, this should only indicate that the
amount of recently fixed nitrogen is small in
comparison with the total quantity of nitrogen
in the circulation of ammonia and nitrates in the
biosphere.

We have pointed out above the geochemical
and bio-geochemical questions arising from the
study of the chemical composition of the pre-
cipitation obtained from the chemical-climato-
logical network. These questions, however, are
closely connected to certain physical-chemical
problems. These problems deal partly with the
exchange at the sea surface itself and partly with
the processes acting on condensation nuclei after
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the latter having been carried up into the air
by turbulent winds. One typical problem is the
relative abundance of chiloride versus sodium
ions in precipitation in Sweden. The mass ratio
of these two ions is 1.8 in sea water and 1.5 in a
solution of pure sodium chloride. On the
Swedish west coast it is found that the cor-
responding ratio in the yearly precipitation is
closer to 1.5; the ratio decreases systematically
with increasing distance from the west coast
attaining values between 1.0 and 0.8 in the
eastern parts of central Sweden. It is likely that
the results obtained during different years would
be different depending on the prevailing circula-
tion. The general characteristics of these results,
however, are always the same. The simplest
explanation is, of course, that the salt-transport-
ing westerlies become enriched with other sodium
salts from the ground during their movement
inland over Sweden. This viewpoint especially
has been maintained by the German chemist and
oceanographer K. KALLE, who has studied thor-
oughly the observational material from the two
first years of the Swedish chemical network.
Another possibility is that the nuclei of con-
densation are subjected to certain processes which
lead to a partial elimination and substitution by
other ions of chloride. Based on certain ob-
servations collected on board German sub-
marines and over central Europe during the
second world war, H. CAUER some years ago
suggested that the small quantities of ozone
normally present in the lowest atmospheric layers
could contribute to a chain of events which
eventually results in small amounts of gaseous
hydrogen chloride in the atmosphere. According
to Cauer, the chloride ions of condensation nuclei
should hereby be substituted by carbonate or
bicarbonate ions from atmospheric carbon di-
oxide. It is now regarded for theoretical reasons
as well as from conclusions based upon certain
experiments arranged to varify this hypothesis,
that atmospheric ozone is considered not to
play the role suggested by Cauer. It is, however,
of some interest to point out that Junge claims
to have found free hydrogen chloride in air
samples from Hawaii, which previously had been
deprived of their condensation nuclei.

D. The exchange of matter at the sea surface

A comparison of the ratio between chloride and
sodium ions for different types of circulation has
indicated that, especially during the late autumn
in the presence of humid, southerly or south-
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westerly winds, one can obtain values of the
mass ratio of these two ions which exceed 3.0
whereas an analysis of air samples (with con-
densation nuclei included) should in similar
circumstances have yielded values of 4.0 or more.
Values of the chloride content of the air in the
neighbourhood of the Black Sea have during
recent years been published by Russian investi-
gators who indicate values of the order of magni-
tude of 100 micrograms per cubic meter of air as
far as 100 km, or more, from the coast. The ratio
of chloride ions to sodium ions in the water of
the Black Sea hardly deviates from the cor-
responding ratio in the oceans. Its water masses,
being very stably stratified and only slowly
renewed, on the other hand contain large quan-
tities of hydrogen sulphide below a depth of
200 m. The possibility has been suggested that
the uppermost layer of water could be “swept
aside” by powerful storms, thus giving the
hydrogen sulphide in the lower layers a chance
to diffuse into the atmosphere. This hydrogen
sulphide must, with the cooperation of the sun,
fairly quickly become oxidized to SO, and
further on to SO, which may be able to expel
the chloride ions from condensation nuclei,
leading to a formation of gaseous hydrogen
chloride. This latter may in its turn be carried
over long distances, while the corresponding con-
densation nuclei, now mainly sodium sulphate,
should precipitate fairly quickly.

It is evident from what has been said here that
the chemical constituents of cloud water and
precipitation have left the sea in different pro-
portions than those characteristic for sea water.
It has been pointed out already that small
quantities of ammonia as well as gaseous hydro-
gen sulphide probably escape to the atmosphere
in gaseous state. There may exist an additional
process which could lead to differentiation in
the delivery of marine salts to the atmosphere.
The sea surface is, in the presence of weak winds,
often characterized by the existence of a thin
organic film, probably consisting of certain fatty
acids. These fatty acids possess the property of
being able to bind cations, such as calcium and
magnesium, to a higher degree than sodium and
potassium. During the generation of bubbles,
which has been described earlier, a part of the
organic film is carried off with the droplets. As
a result this should carry calcium and mag-
nesium into the air in higher proportions than
their abundance in sea water. We still do not
know the importance of this differentiated trans-
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port of salts. It is, however, conspicuous that the
content of calcium in precipitation, to which we
should by and large like to ascribe the wide-
spread occurrence of highly calcine rocks over
continents, is equally high along the western
coast of Scandinavia and farther in over the
country. Similarly, the occurrence of organic
matter in the snow over Finland, far away from
sources of pollution, has been interpreted as a
proof of the regular formation of organic films
on the sea surface, and removal of it by the
bubbling process.

From what has been said above it should be
clear that the transport of salts from the sea to
the air is by no means a simple mechanical process
as earlier supposed. A final example of the
physical-chemical problems connected with this
process can be found in the hydroxylioncon-
centration (pH) of precipitation. Sea water is
basic having a pH of about 8.0. The precipitation
at Scandinavian coastal stations has a fairly
stable pH between 4.5 and 5.0, Farther inland
this value increases slowly, becoming at the same
time more variable geographically and with time.
The low pH near the coast cannot be ascribed
to carbonic acid in the air, which, being in
equilibrium with cloud droplets and precipitation,
should not be able to depress the pH from 8.0 to
less than about 5.7.

Attempts to control atmospheric processes

With our increasing understanding of the
structure and motion of the atmosphere meteoro-
logists have been looking also into the possibilities
of influencing or controlling some atmospheric
processes. It has become more and more apparent
that water supply will become the most important
limiting factor for economic development in
many parts of the world. It is hardly surprising,
therefore, that the atmospheric cycle of water
vapour has been the object of some very intense
research, culminating in certain field experiments
designed for the development and the testing of
methods to interfere, locally, with this cycle.
For some ten years experiments have been con-
ducted to stimulate the local release of pre-
cipitation. The next step was taken a few years
ago considering the problem of evaporation from
natural and artificial water reservoirs, and the
possibility of reducing this evaporation with the
aid of certain surface films. An investigation of
the possible utilization of similar methods on
snow fields also has recently been initiated. The
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results gained so far along these two lines of
research on the hydrologic cycle are rather
modest and, in particular regarding the release
of precipitation, to some extent debatable. The
potential economic importance even of limited
advances in this field of work is, however, so great
that, in spite of temporary setbacks, the experi-
mental work in this field may be expected in the
long run to intensify rather than die away.

Our possibility to stimulate, artificially, the
local release of precipitation is ultimately de-
pendent upon the apparent fact that, while the
normal atmospheric condensation process is
extremely efficient, this seems not always to
be the case. This is indicated by the fact that
not all clouds give rain or snow. Condensa-
tion nuclei, mainly salt particles of maritime
origin, are normally abundantly present in the
lower air strata. Cooling of the air caused by
lifting or by radiation, results in condensation
of the atmospheric water vapour onto these
nuclei. The numerous cloud droplets formed in
this way are quite small (typically around 10
microns diameter) and have too low a velocity
of fall to cause measurable quantities of pre-
cipitation to fall out (about 1—2 cm/sec). The
release of precipitation thus requires some special
process capable of converting a large number of
cloud particles into a much smaller number of
raindrops. The raindrops are normally of the
order of millimeters in diameter and have fall
speeds up to 6—7 m/sec. An efficient process for
the release of precipitation should accordingly be
capable of quickly combining all the water in a
large number (up to a million) of cloud droplets
into a single raindrop.

It was suggested by BERGERON in a classical
paper in 1933 that the natural release of precipita-
tion should depend almost completely on the
occurrence of a limited number of ice crystals in
a cloud otherwise composed of supercooled
water droplets. These snow or ice crystals would
then grow rapidly because of the difference in
saturation water vapour pressure over liquid
water and ice. This difference reaches its maxi-
mum of about 0.27 mb at a temperature of
— 12° C. Finally, when the crystals have grown
sufficiently to start sweeping up the surrounding
cloud droplets due to their higher fall velocity,
the growth is accelerated rapidly and the particles
fall out as snow, sleet or rain, according to the
temperature conditions in lower air layers. This
theory was quite generally accepted, and it
agreed, by and large, with the experience gathered

at middle latitudes. There is in fact little doubt
that the heaviest rains fall from clouds reaching
well above the 0°-isotherm.

Some doubt regarding the general. validity of
the Bergeron theory arose during and after
World War II as a result of the meteorologist’s
acquaintance with tropical conditions. Experience
accumulated clearly indicating that large amounts
of rain may be released from clouds that never
reach the atmospheric freezing level. The quite
detailed investigation of the meteorological con-
ditions of the Hawaiian Islands that has been
made during the last ten years has added par-
ticularly valuable data regarding this type of
precipitation. It is, however, not only at the
lower latitudes that the Bergeron theory has had
to give way to some extent. Special radar equip-
ment has been utilized especially in the U.S.A.
and Great Britain to study the development of
rain, particularly in convective clouds. The level
and time of the formation of raindrops is easily
distinguishable as the intensity of the radar echo
is strongly dependent upon the size of the re-
flecting particles. It has been observed on many
occasions that the first raindrop echo occurred
at levels where solid phase cloud particles could
not possibly have existed, and that the echo, i.e.
the region occupied by rain drops, spread
vertically upwards as well as downwards.

Naturally, the results briefly indicated above
only mean that in addition to the Bergeron
process some other mechanism must exist that
is capable of a rapid transformation of cloud
droplets into raindrops. LANGMUIR, and before
him FINDEISEN, has suggested that this could
happen if cloud droplets of different sizes collide
and coalesce because of their different fall
velocities. The larger more rapidly falling drops
are in this way capable of collecting a large
number of the smaller droplets, thereby growing
into raindrop size. With this theory in mind a
number of theoretical investigations have been
made of the efficiency with which this sweeping
up of smaller droplets takes place (collection
efficiency). The fact that many clouds do not
produce precipitation indicates that some sta-
bilizing factors may exist in nature that tend to
counteract, or at least to slow down the coal-
escence process. Such a stabilizing influence is
exerted e.g. by unipolar electric charges. In
general, one gets the impression that rapid
formation of rain only occurs when a sufficiently
wide spectrum of droplets is present in the cloud
already from the beginning. Some workers (A.
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Fig. 18. Effect of cloud seeding by means of dry-ice pellets upon a supercooled stratus cloud (photograph
by Dr. V. SCHEAFER).

Woobcock in particular) maintain that this criti-
cal width of the droplet spectrum is produced in
nature by the presence in the population of con-
densation nuclei of (comparatively) very large
sea salt particles, “giant nuclei”. The droplets
formed on such nuclei would grow much faster
than the major part of the cloud droplets because
of the depression of the equilibrium vapour
pressure caused by the dissolved salts.

The theoretical estimates that have been made
of the collection efficiency are highly dependent
upon special assumptions e.g. about the aero-
dynamics of the collision process. It is hardly
surprising, in view of this, and keeping the above
mentioned stabilizing influences in mind that the
theoretical results gained so far have been some-
what contradictory, and that they can hardly be
used as a sound foundation for extensive and
costly field experiments. One has further not
distinguished, in the theoretical investigations,
between collision and coalescence. The assump-
tion that each collision leads to coalescence can-
not be accepted without experimental support,
in particular since organic matter in the condensa-
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tion nuclei may change the physical surface
properties of the water and so may influence the
coalescence process. It seems necessary therefore
thoroughly to reconsider the theoretical investiga-
tions made so far and to conduct an extensive
and systematic program of experimental studies
particularly of the coalescence process. Such in-
vestigations made with the aid of ultra high
speed motion cameras and other special equip-
ment would be highly desirable in order to guide
us out of the chaos of the moment to a point
where we get a more clear and reliable picture
of the microphysical processes in the interior of
the clouds.

Accepting the Bergeron theory one should be
able to stimulate the release of precipitation from
clouds consisting of supercooled droplets by in-
troducing ice crystals into the supercooled layers
or by causing some of the droplets to freeze with
the aid of special freezing nuclei (artificial cloud
seeding). A similar process (natural cloud seed-
ing) occurs in nature, according to Bergeron,
when tiny snow crystals from higher clouds fall
or get mixed into a supercooled water cloud
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thereby rapidly transforming it into a precipitat-
ing system,

The earliest controlled experiments of this kind
were carried out in 1948 by LANGMUIR and
ScHAErer at Schenectady. They ‘“‘seeded” a
relatively thin supercooled stratus layer from an
airplane simply by spreading out dry ice particles
in an easily recognizable pattern. Each dry ice
particle rapidly cools the air in its vicinity past
the point where droplets freeze spontaneously
and leaves a trail of ice crystals behind it as it falls
through the air. In this way the proper initial
conditions for a Bergeron type precipitation
release were set, and 15 to 20 minutes later
the effect could be clearly observed as a nearly
complete dissipation of the cloud in the seeded
area, while ground observers reported a light
snow fall. Several experiments of similar character
have been performed since then, and the possi-
bility of dissipating thin supercooled stratus layers
in this way is clearly established, which might
be of some value for aviation purposes.

One cannot, however, say that the possibilities
of releasing precipitation artificially in amounts
significant to agriculture or hydroelectric power
production have been demonstrated to the extent
that they have been accepted by most meteoro-
logists. A vertical column of air at North Eu-
ropean latitudes rarely contains more than one
gram of precipitable water per cm?, of which
only a fraction could be condensed out without
excessive lifting of the air. It is thus necessary
to have large convergence of the air in order to
produce significant amounts of precipitation from
layer type clouds. However, once such large scale
convergence is present, then it is also highly
probable that precipitation would be released in
a natural way either through natural freezing of
the droplets in the upper parts of the clouds or
through the constantly proceeding process of
coalescence in the turbulent interior parts of the
growing cloud system. The latitude for artificial
influence on the precipitation process thus be-
comes very narrow. One is more or less forced, in
spite of our incomplete knowledge of the micro-
physical processes in the clouds, to adopt the
idea that once the convergence necessary to
produce intense precipitation is present, then
nature has at its disposal not one but several
microphysical processes for its release. If, on the
contrary, this convergence does not exist, then
the amounts of precipitation that could be
released artificially would normally be quite
insignificant. It has been suggested that the

release of latent heat caused by the precipitation
process should be sufficient to cause intensified
vertical development of the cloud and in this way
would set up the convergence necessary for in-
tensive precipitation formation. This requires
that the vertical structure of the atmosphere be
characterized by a certain potential lability while
at the same time the natural disturbances in the
air have to be so weak that a release of the
available energy does not occur. It is quite certain
that such conditions exist, but it is also quite
certain that they are exceptions.

The difficulties mentioned above are quite well
illustrated by the work on the release of pre-
cipitation from convective clouds that has been
performed at various places. Experiments with
this type of clouds have been carried out on a
large scale both in Australia and in the U.S.A.
To attempt a release of precipitation from widely
scattered cumuli by dry ice seeding from air-
planes is obviously both a time consuming and
a costly way of operation. It was therefore a very
important step forwards when B. VONNEGUT, one
of Langmuir’s collaborators, in 1947 discovered
and demonstrated the capability of microscopic
silver iodide crystals to cause a rapid transforma-
tion of a supercooled water cloud into a cloud of
glittering ice crystals. The silver iodide was tried
because of the similarity between its crystal shape
and dimensions with those of ice, but the actual
way in which it works is not yet completely
understood. Smoke of silver iodide can be pro-
duced by generators placed at suitable points on
the ground. It is then expected that turbulence
and the general vertical motion of the air would
carry it up into the critical supercooled cloud
layers, where it could initiate a Bergeron type
precipitation release. The weakness of this rela-
tively simple and inexpensive method of cloud
seeding obviously lies in the impossibility to
control the distribution of the smoke and thus
to direct the silver iodide crystals to a specified
cloud.

The attempts that have been made so far to
release precipitation from convective clouds with
dry ice or silver iodide, have given a few positive
and highly dramatic results, but the majority of
the experiments has been rather inconclusive.

In one of the earliest Australian experiments
conducted by G. C. BoweN and P. SQUIRES one
single cloud out of a population of several
hundred apparently similar cumulus clouds was
treated with dry ice. A few minutes later strong
vertical development of the treated cloud was
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observed together with typical signs of trans-
formation into an ice cloud in its upper parts.
No other cloud in the neighbourhood exhibited
the same type of development.

It is found in most cases, however, that sooner
or later also some untreated clouds will undergo
the same development as the seeded ones, and it
becomes necessary to resort to long series of
experiments carefully designed for statistical
analysis in order to decide the efficiency of the
seeding operations. It is thus probable that some
possibilities exist to accelerate the release of
precipitation from convective clouds, and in that
way to influence the distribution of showers, but
we do not at present possess any method of
estimating the efficiency of such operations. In
spite of all these difficulties commercial enter-
prises have been operating for some time in the
semiarid parts of the southwestern USA attempt-
ing to promote convective release of precipita-
tion. Even a minor increase in rainfall may of
course be of immense value on a cattle ranch
and may motivate rather expensive experi-
mentation even if that does not produce any
considerable rise in the precipitation over larger
areas.

Of all weather systems the orographic pre-
cipitation, i.e. rain or snow from humid air that
is forced to rise and cool on the passage over hills
or mountain ranges, probably offers the best pos-
sibility for control. The orographic cloud cover
stays on the upwind side of the obstacle and
above its highest parts as long as the humid wind
presists. If the stratification of the air stream is
relatively stable, then the clouds get quite thin
and they are readily dissipated in the subsiding
air stream on the lee side of the mountain. Under
suitable circumstances a series of lee waves may
occur, each carrying a stationary cloud onits crest.

It may well happen under these circumstances
that the time spent by an individual cloud
particle in traversing the cloud is quite short. If
at the same time the cloud is quite thin and thus
free from strong vertical turbulence eclements,
then there will not be time enough for the
coalescence mechanism to build up the droplets
to raindrop size. Such orographic cloud systems
are relatively common. In Sweden one may find
them for example in western Jamtland, where mari-
time air flows into the country through relatively
low passes in the Scandinavian mountain range.

Stable orographic clouds of this type and oc-
curring at temperatures from —10° C up towards
0° C always consist of supercooled droplets
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under natural condition. It should be possible to
cause a certain release of precipitation from such
clouds with the aid of silver iodide smoke
released from ground generators on the windward
side of the mountain. Preliminary plans for such
experiments in the Ovik mountains in Jimtland,
Sweden, have been worked out by F. LUDLAM as
leader of the cloud physics group at the Inter-
national Meteorological Institute in Stockholm,
but personnel shortage has inhibited the further
development of the project.

Extensive attempts to increase orographic pre-
cipitation have been running during several years
in the Sierra Nevada range in California, spon-
sored by the hydroelectric power interests. The
correlation between the run-off from two catch-
ment areas, one seeded and the other not seeded,
is being used for estimating the efficiency of
operation. A positive result should show up as an
anomaly in the relation between the total run-off
from the two basins. It is unfortunately impossible
to find two basins with a perfect correlation
between the run-off data, and so a number of
years are required to establish the results firmly,
especially as the effect looked for is relatively
limited.

Nothing has been mentioned above about the
rather primitive and preliminary experiments
that have been performed so far in order to
stimulate the release of precipitation from warm
clouds, i.e. clouds that do not reach the 0°C
isotherm. It ought to be mentioned, therefore,
that a team from the University of Chicago con-
ducted by prof. H. BYers has been experimenting
with shallow cumulus clouds in the West Indian
trade wind region. They have tried to stimulate
the coalescence process by injecting water into
the clouds, but their results have to be looked
upon as so far rather inconclusive. One has tried
in other parts of the world to stimulate the release
of precipitation by injection of “giant” salt nuclei
but the results of these experiments are also open
to debate. In general one gets the impression
that the whole field needs some investment in
the form of new ideas.

It has been known for considerable time that
evaporation from water surfaces can be reduced
under laboratory conditions by the application
of monomolecular films of certain organic
substances, particularly polar ones with straight
carbon chains. Some experiments using fatty
acids in particalar were performed in the
twenties. In 1943 Langmuir and Schaefer pub-
lished a paper in which the properties of fatty
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alcohols in this respect were described. Parti-
cularly cetyl alcohol, i.e. the fatty alcohol with
a saturated chain of 16 carbon atoms, exhibits
the properties of rapid spreading combined with
a relatively strong effect of evaporation suppres-
sion. This result brought up to the possibility of
decreasing the evaporation losses from natural
and artificial water reservoirs. In 1953 this
problem was taken up by a team conducted by
W. W. MansrieLp of the CSIRO in Australia.
Systematic experiments of the same kind have
later been taken up in Kenya and also since
1955 in the southwestern U.S.A. under super-
vision of the Bureau of Reclamation.

Cetyl alcohol is a waxy substance and it emits
spontaneously a monomolecular film when it is
kept in contact with a water surface. It is thus
possible to apply such a film to a dam reservoir
by allowing it to spread from small beads of the
substance floating on the water. It will in general
prove more feasible, however, to dissolve it in a
volatile solvent substance and then simply to
pour it out in suitable amounts on the surface.

Various properties of the film material other
than its capability of suppressing evaporation are
of course also important, e.g. the persistence of
the film against the action of wind and waves
and its possible effect on water quality and bio-
logical conditions. The information on these
points is incomplete, but it indicates that the
cetyl alcohol is harmless both to water quality
and to lake biology but that wind and waves
tend to break the film up and to carry it away
50 that a continuous renewal is necessary as long
as the wind is blowing.

Reliable data on the field efficiency of the
method are not available yet, but an average
reduction of the evaporation by 18 9% has been
reached in pan experiments according to oral
communications from the U.S. Geological Sur-
vey.

Recently K. GROTH in Sweden suggested the
use of similar methods on snow surfaces. Con-
siderable evaporation losses may occur from
snow surfaces during the melting period, especi-
ally where Foehn effects are common. In northern
Sweden the evaporation losses are estimated
to be approximately 109% of the accumulated
snow cover while the corresponding figure in
some regions of the Sierra Nevada and the south-
ern part of the Rocky Mountains is stated to be
near 50 %.

The application of cetyl alcohol to snow in-
volves several new problems including the

question of whether the film would spread under
the low temperature conditions found at the
snow surface. In order to overcome this difficulty
Groth suggested that the fatty alcohol should be
mixed with a pigment, ordinary red iron oxide.
The pigment particles would then serve as ab-
sorbers of solar radiation and thus help in
supplying the energy necessary for the film
formation. The effect of the application of this
mixture is a complex one consisting of a change
in the albedo and at the same time of a shift in
the energy budget in favour of the melting of
the snow. Some field experiments have been
carried out to study the possibilities of the
method, but the marginal character of the eva-
poration losses under Swedish conditions make
a quantitative evaluation virtually impossible. It
would be highly desirable in view of this, to try
out the method in a suitable region of the
Rockies or the Sierra Nevada.

The method mentioned may of course be used
also with the aim of speeding up melting of the
snow cover. It may compete favourably in this
application with the well known methods of
spreading coal dust or gravel onto the snow,
partly because the substance is hydrophobic and
thus stays on top of the melting snow layers,
where it is most useful, partly because of the
small amounts required (50 kg/km?2), which is a
great advantage when larger areas are to be
treated and which may thus outweigh the higher
cost of the material. In addition the coal dust
method is bound to introduce evaporation
losses.

It is useful for some purposes to divide the
hydrometeorological processes in the atmosphere
into three classes: The microphysical processes,
concerning the constitution and history of in-
dividual cloud particles, the mesophysical pro-
cesses, covering the development of individual
clouds, their culmination and final dissipation,
and finally, the macrophysical or synoptic pro-
cesses dealing with the cyclones and anticyclones
and the cloud systems connected with them. The
very brief discussion above has indicated that
interference on the microphysical level may have
mesophysical consequences, but there exists no
reliable and generally accepted evidence for
similar effects on the synoptic scale. Admittedly,
Langmuir has maintained that certain experi-
ments in periodic cloud seeding performed in
the southwestern U.S.A. had caused the release
of precipitation in the Mississippi Valley to occur
with the same period (one week) as the seeding
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operation and with a lag of two or three days.
However, most meteorologists have not been
prepared to accept these results at face value.
If it were really true that one could control the
development of the synoptic systems through
relatively limited micrometeorological manipula-
tions, then this would indicate an extraordinary
sensitivity to small disturbances to be a charac-
teristic of these systems. Such a lability is con-
tradicted, however, by the fact that their develop-
ment can be forecast quite successfully in most
cases even with methods that completely neglect
the microphysical processes. It stands clear in
any case that the interconnections between the
various scales of atmospheric processes in this
and other respects is badly in need of a thorough
and systematic investigation. One may ask one-
self if it would be possible to turn the whole
question upside down and to proceed in a
direction exactly opposite to the present path of
the cloud physicists. In other words would it be
possible in some way to try to interfere with the
general circulation of the atmosphere and in that
way indirectly also with the meso- and micro-
meteorological processes? It should be pointed
out in this connection that we already have some
observational evidence and experience that in-
dicates the possibility of unintentional or inten-
tional human interference with the general
circulation mechanism of the atmosphere and
consequently on the climate at the earth’s surface.
One indication of that kind has already been
discussed, namely the effect on the mean tem-
perature of the atmosphere of the increased car-
bon-dioxide content caused by the continuously
increasing consumption of fossile fuel. Another
example was set by the eruption of the volcano
Krakatoa in 1883. Fine dust particles from this
single eruption were thrown all the way up into
the stratosphere. Because of their small velocity
of fall and the strong lateral mixing at these
levels, the particles spread quite evenly around
the earth increasing the reflectivity of the upper
atmosphere to solar radiation to such an extent

that for several years the average yearly tem-
perature was depressed by an amount between
one half and one degree C below its normal
value.

The general circulation of the atmosphere is
driven by the temperature contrast between the
polar and the equatorial regions that is main-
tained by the radiative energy exchange between
the earth and space. The Krakatoa eruption
indicated that this temperature contrast could be
adjusted by the spreading out in suitable regions
of the stratosphere of finely divided dust thereby
increasing the reflection losses of solar energy in
these regions. Another way of affecting the
radiation balance would be to cover the polar
caps with coal dust. It is true that great progress
has been made in the studies of the hydro-
dynamics and thermodynamics of the atmos-
phere, but we are as yet far from the point where
we could forecast more precisely the probable
consequences for the synoptic and the meso-
meteorological processes of such a hypothetical
experiment. Our understanding of the general
circulation of the atmosphereis increasingrapidly,
however, and the expenses that would go with
a large scale experiment of changing the albedo
of the earth do not seem unsurmountable. It is
perhaps not surprising then that some very
outstanding scientists consider the question of
climatic control to be a real and practical task
for meteorological research. As an example the
highly judicious mathematician J. von Neumann
who was cited already earlier in this presentation,
made this statement in 1955: “Probably inter-
vention in atmospheric and climatic matters will
come in a few decades and will unfold on a scale
difficult to imagine at present.” (Fortune, June
1955.) Most meteorologists would be reluctant
perhaps to accept von Neumann’s forecast today,
but one should remember that during the last
decades the technological development has time
after time shown the dreams of a visionary mind
to be closer to reality than the common sense
judgement of the realists.
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The Young Carl-Gustaf Rossby

By Tor BERGERON

When only a youngster, Carl-Gustaf Rossby and
one of his schoolmates made a Sunday trip on
skis in the surroundings of Stockholm, their
home town. Carl-Gustaf was in no way an athlete
and certainly not a trained skier, but when they
came to a well-known ski-jump (at Lilla Fiskar-
torpet) he just darted down the slope, and did
not give up until he could pass the jump . . .
and make it! He had never done anything of the
sort before.

Such was, in a way, the character of his life,
the mark of his personality. Many, if not most,
of his decisive steps in life as a man and a scientist
were daring jumps into the unknown that succeed-
ed, and admirably so.—His pluck was remark-
able. To be “brave” when one ignores the
danger, or lacks enough imagination and sensi-
tivity to perceive it, is no real bravery. We all
know, though, that with Rossby there was no
lack of imagination; moreover, he had a very
sensitive disposition and his constitution was not
robust. But his spirit was strong, his gifts and
interests manifold, and thanks to his extra-
ordinary ambitions he also managed to accom-
plish his multifarious intentions. His indefatigable
brain was exceedingly receptive and yet capable
of producing a wealth of fruitful ideas, two
faculties that do not often go together.

*

Carl-Gustaf Rossby’s father was a Stockholm
engineer, quiet and jovial, and a good negotiator.
His mother—still living at 84—was the daughter
of a well-to-do pharmacist at historic Visby, the
romantic capital of the island of Gotland in the
Baltic Sea. Carl-Gustaf was the eldest of four
brothers and a sister, and he was in many re-
spects his mother’s son, inheriting her keen and
mobile brains and an intellectual tradition of the
old Gotlandic pharmacy. The writer can still re-
member her as a youngish lively and ready-witted
lady.

The four brothers have all done well in intel-
lectual professions, but there is no doubt that
the eldest differed fundamentally from the others.
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He must have led a life a littie aside from that of
ordinary boys, not being good at sports and
having so many queer interests: music, geology,
botany etc.—Gotland is famous for its orchids,
and Rossby became an orchid-fan. Those of his
American friends whom he took to Gotland
can vouch for that.—Together with three school-
mates, kindred spirits, he formed a small private
“club” where all sorts of intellectual sports were
pursued. They kept together all throughout
school, and even later, meeting for endless
discussions of music, literature, art, science and
politics; thus, Darwinism and religion were
treated at length and in detail. He had a way—
so his old schoolfriend tells, and those who
knew him from Bergen will confirm—to vindicate
any rather absurd or extreme statement to the
bitter end ... and then suddenly to give in, or
sometimes even to go over to the opposite view,
with a most amiable and puckish smile. He could
give long “lectures” in subjects unknown to him,
and when found out he would laugh.

Not only was Rossby very interested in botany
but also in music. He liked to play the piano,
and played it often as quite young. And yet
this writer, having the very samsz interests,
never came to know anything about Carl-
Gustaf’s studies or accomplishments in these
fields. Occasionally, though, he would display
a surprisingly good judgement of music we had
heard together, without betraying his familiarity
with this art.—His great ambition when grown
up seems to have induced a strong desire not to
give himself away when he suspected himself not
quite up to the mark. This may also explain why
nobody outside the circle of his family and
schoolmates knew of his heart-weakness, until
rather late. He had acquired it as a boy, after
a rheumatic fever, and it had exempted him
from military service.

He was not at all secretive in the negative
sense of the word, but evidently he possessed
a strong natural pride, which had built up a
reserve around such parts of his personality and
life that he from some reasons wanted to keep
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for himself, This is perhaps why, in later years,
he showed a marked dislike to references to his
young days at Bergen.

In the spring of 1917 C.-G. Rossby passed his
matriculation examination, and in spite of his
intense interests in natural science he did it on
the Latin side. But he had evidently studied the
modern side subjects too, since he could pass
this complementary examination just one week
later. — Now, many ways opened to young
Rossby; the choice was evidently not an easy one

young Carl-Gustaf Rossby, when on the 20th
June 1919, not yet of age, he entered the circle
around the famous Vilhelm Bjerknes at Bergen,
Norway. He was then still without any knowl-
edge of Meteorology; therefore, it would be
interesting to learn how he had been induced to
become V. Bjerknes’ Carnegie assistant.

In the last year, before coming to Bergen,
Rossby had pursued his studies of Mechanics
(with Prof. Ivar Fredholm, famous for his work
on integral equations) and of Astronomy. —

The Bergen Weather Service, 14 Nov. 1919.

An attic-room, Allégaten 33, formerly a wealthy man’s house, bestowed on Meteorology in
1918.— At the barograph: J. BIERKNES, chief.— At the left hand table (from left to right):
T. BERGERON, C.-G. RossBY, S. ROSSELAND, junior meteorologists.— At the other tables:

The technical staff.

since he had interests in most fields of learning.
He first chose one of the most human of all:
medicine. However, due to certain personal
events, his progress in this career was suddenly
interrupted, and he turned to the mathematical
sciences. In less than a year he acquired his bache-
lor’s degree (filosofie kandidat) with Astronomy,
Mathematics and Mechanics as subjects, a phe-
nomenal result since this study was supposed
to take three years and it often lasted much
longer.

*

These then were some important constituent
parts of the mental equipment and education of

But nobody seems to know any longer what had
first brought him into contact with the field where
he later could reap his laurels. The following
conjecture, though, is certainly better than a guess.
Even at the University, Rossby evidently differed
considerably from his comrades, not only by his
receptivity, but also by not being afraid of talking
and asking. His professors could not help noticing
this very young, very eager and very inquisitive
student. One of the professors of mathematics
was Ivar Bendixon, a close friend of V. Bjerknes’
ever since the latter’s days at the Stockholm
University in 1893—1907. V. Bjerknes, in the
winter of 1918/19, was talent-scouting Sweden
for students willing to join the sprouting Bergen
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School at its work, since Norway, at that time,
could not provide a sufficient number of them.
Bjerknes may have asked Bendixon to recom-
mend a really keen young student, and Rossby
will have been the one answering to the descrip-
tion ... So Bendixon’s choice, if this conjecture
is right, made history in Meteorology.

Already Rossby’s first days at Bergen revealed
to us what a remarkable addition our synoptic-
hydrodynamic team had received. This boy of
20 had an amazing persuasive and organizing
faculty; his far-reaching ideas and high-flying
plans often took our breath away. Soon he was
also able to make practical suggestions of value
for the experimental weather service that was
connected with the Geophysical Institute at
Bergen (having J. Bjerknes and his father V.
Bjerknes as chiefs, respectively). This does not
mean, however, that Rossby was ‘“practical” in
the commonplace sense of the word—among his
family and schoolmates he was rather regarded
as “impractical”, i.e. not so dexterous with his
hands and the like. In fact, the practical map
work was not his favourite job or speciality even
at Bergen.

At that time, instead, one saw glimpses of the
talent that gives part of the clue to his great
influence and rise to fame within Meteorology.
—Several young Swedish Carnegie assistants
boarded with the Bjerknes family during the
eventful year 1919—when the Polar front and
Life cycle of cyclones were discovered—serving
also as hands in the new Weather Service in the
same building. Before Christmas some of us
were to leave Bergen, and we wanted to present
our landlady, Mrs. Bjerknes, with a pair of
silver candlesticks. Our speaker on the occasion
was, of course, Rossby, although he was the
youngest of us; the gift was delivered with a
masterly little speech.—Many other incidents
could be told, from that time and later, showing
his budding eloquence and power to persuade
people to do the things they least of all had
intended to.

However, it is also evident that Rossby had
not yet, at Bergen, found the time and place,
and the branch of Meteorology, where his
special capacity as a scientist and organizer could
prosper. The work at Bergen, being to a great
extent of a practical-technical kind, could not
satisfy Rossby’s searching spirit, in spite of the
fact that within this very group of young men at
the Weather Service the foundations of the
Bergen School were then laid by the discoveries
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mentioned above——a challenging and fascinating
task in itself.

It will not reduce the greatness of Carl-Gustaf
Rossby, when we state that he made no direct
contribution to this scientific development.
Several reasons concurred to this result. Firstly,
he was entirely a blank page meteorologically
when he turned up at Bergen.—True enough it was
favourable to Meteorology that the triumvirate V.
Bjerknes, J. Bjerknes and H. Solberg knew so
little of classical meteorology when they started
to reform our science; thanks to this circum-
stance their minds were open to innovations
On the other hand, they had received a good
training in treating meteorological data from
their time in the Leipzig School 1913/17. Rossby
did not even possess this minimum knowledge
beforehand.—Decisive in this respect, though,
was most likely the fact that Rossby had no
great faculty for, or interest in, scanning, combin-
ing and mapping all the concrete data appearing
on synoptic maps, or at following the evolution
of the sky. His map analyses at Bergen were
generally most summary, to say the least.—His
forte appeared, instead, already then in being
a constant source of penetrating general ideas,
especially in the more hydrodynamical part of
geophysics, in being a master to concentrate on
things of main importance, and in making him-
self and other people work with these problems
and develop these ideas.

In many ways V. Bjerknes was the ideal teacher
of theoretical hydrodynamics, a field that later
proved to take possession of Rossby’s ingenium
and interest to an extent that Weather Service
never could have done. However, during Rossby’s
Bergen year, 1919/20, hydrodynamics were push-
ed a little aside even with V. Bjerknes, in favour
of the technical and empiric-physical work of
the advancing Bergen School. Moreover, thanks
to his receptive mind, Rossby had probably
managed to absorb the main aspect of V. Bjerk-
nes’ theoretic-hydrodynamic message already dur-
ing this one year.

Thus, in the summer of 1920 Rossby was
ready to leave Bergen and to go over the hills
and far away, where he might learn more and
later be his own master.—At first, though, he
did not go very far: only to Leipzig, to the
Geophysical Institute, founded and furthered by
V. Bjerknes in the period 1913/17. Thereby, he
became even more closely attached to this kind
of meteorology, and his later development show-
ed that he, after all, bore the stamp of V. Bjerknes’
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general attitude towards our science, and that
the Bergen year had left a lasting impression on
him. He also kept and deepened the contact
with his Bergen mates during a life-time.

It would be entirely wrong to believe that
Rossby was uninterested in the empiric side of
the Bergen work. Already when visiting Bergen
again in the summer of 1922 — after a stay
at the Prussian Aerologic Observatory of Linden-
berg — he tried to induce J. Bjerknes to start
some aerologic ascents from a flat island out-
side Bergen. This was apparently one of the
few occasions when Rossby’s persuasive power
did not work. — The interest in organizing
direct aerology appeared earlier and more mani-
fest with him than with any one else of the
Bergen group. This is amply proved by his very
first scientific publication, dated Dec. 1922:
Den nordiska aerologiens arbetsuppgifter. En
dterblick och ett program (Tasks of Scandina-
vian Aecrology. A retrospect and a program).
In this paper he proposes a network of aero-
logic stations around the Norwegian Sea that
has not been realized until during the very
last years — and one station of it is even now
missing: Trondheim! This farsighted project of
Rossby’s was put forth when he had been only
three years in Meteorology, and at a time
when Arctic aerology was still non-existent.
—The study of the Polar-air cap as a whole and
its dynamics was already then a pet theme of
his, at discussions and speculations. These early
ideas thus, later, in a ripened shape formed
an important part of the basis of the Chicago
School work.

Part of the period 1922—1925 Rossby worked
at the Swedish Meteorological and Hydrological
Institute (Stockholm) as a junior meteorologist.
His hibernation in a service of this type, which
hardly could satisfy his very speculative, active
and restless nature, was evidently made endurable
by simultaneous studies at the University of
Stockholm. He continued to work at Mechanics
with Professor Fredholm. The Swedish “licentiat”
degree (corresponding to a Ph.D.), achieved in
1925, meant a thorough education in this field
and gave Rossby an indispensable fundament
and tool for his later scientific work.

He would not have been the man he was, had
he not during these years also taken part in some
more or less unusual, or even risky enterprises.
There may have been several, but two of them
are well-known: the voyage in 1923 with the
oceanographic vessel “Conrad Holmboe” through
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the pack-ice near East Greenland (which might
have ended then and there), and the summer-
cruise around the British Isles on the training-
ship “af Chapman” in 1924. These diversions
were not sufficient, though, to prevent Rossby’s
biggest “‘ski jump”—over to the U.S. in 1926 on
a one-year fellowship from the Swedish-American
Foundation. — That one year had grown to more
than 20 years when he again became more than
a transient visitor in his old country.

Carl-Gustaf Rossby’s true fortitude was united
with, or even conditioned by, his extraordinary
enthusiasm. Together with a very marked intellec-
tual and speculative disposition it determined his
actions and development throughout life to or-
ganize and carry out work based on brilliantideas
and schemes begotten in the world of thought.
This is the kind of ambition that hurts nobody
and may help many, and together with Rossby’s
well-known personal charm it worked wonders.
He was born to be a leader.

*

Rossby’s further development—on the basis
sketched above—and life-work in his new country,
and back in Sweden, will be described in the
following article. Therefore, only certain feat-
ures from this later epoch, having roots in
his youth and background, will be touched here.
—In 1935 the writer met him again in Sweden.
Rossby was now a man with an established
position in the U.S. and an American family,
his wife already an invaluable support to him.
He was no longer the slender and almost over-
sensitive youth of some 15 years earlier, but some-
what stocky and ripened—still full, though, of
boyish enthusiasm.—These were the concrete
data and outward appearances. But was there
also an inward change as to his scientific standing?

Yes, there was.—Unlike the rest of us, Rossby
had had the pluck of breaking away altogether from
the tradition of his young days at Bergen, which
had by now, at last, in a way become fashion in
Meteorology. (The air-mass methods were offi-
cially introduced into American weather service
in 1930.) This time he performed the real scien-
tific “‘ski-jump” into the unknown. Instead of
becoming an apostle of the Bergen School in
the U.S., his zeal had driven him to try to
start something of his own over there; and this
attitude was clearly visible already during this
visit to Sweden. He was evidently well on his
way to lay the foundation of a new School in
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Meteorology that might partly replace, partly
supplement the Bergen School.

To the Bergen School the Polar front was (at
that time) still the central concept, to which all
its other entities were more or less attached. In
a lecture at Stockholm in 1935 Rossby, on the
other hand, positively declared that he offered
another basic system for the middle-latitude
weather processes, where the upper westerly air-
flow was the fundamental entity, and where one
did not need the Polar front. The rest of his
system was at that time in many respects quite
different from what it became some five years
later, but the nucleus of his later truly Lagrangian
study of the jet-stream and its long waves was
already there.

V. Bjerknes, in his famous program of 1904,
had outlined the goal of our science. L. F.
Richardson had attempted, in 1910—1922,
strictly to apply these principles to one trial case,
but had failed. Only Rossby, in 1938/40, could
achieve this next, much longed-for, break through,
thanks to his extraordinary combination of a
good mathematical-mechanical education, an in-
tense desire to do better than his forerunners, and
his ingenious faculty of ruthlessly simplifying a
problem until it becomes solvable-—i.e. his
practical sense in the world of thought. One

might even say that the very fact that Rossby
had failed to play a rble in the Bergen School
and in the first significant meteorological advance
of this century, goaded him into making the utmost
of his great endowments and to found a new
School built on methods that suited his special
gifts, thereby initiating a second great meteoro-
logical advance.
£ 3

There is still a long and dreary way to go in
Meteorology before we can really begin to
compete with the other physical sciences as to
results, because our problems are so utterly
complex and unsurveyable. However, C.-G. Ross-
by has taught us the lesson, afresh, that, to'ensure
progress, theoreticians and empiricists must go
hand in hand at their work. Thanks to him we
have again been able to force a difficult section
of the road. He could achieve this because of his
rare combination of faculties and a life that
acted as a mighty stimulus to these gifts, thereby
also stimulating all those who came within his
sphere of action. By this capacity and by his
charming personality he won innumerable fol-
lowers and friends who shall always thankfully
remember the great scientist and man Carl-
Gustaf Rossby.
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Carl-Gustaf Rossby, the Organizer

By Horack R. BYER§

Carl-Gustaf Rossby not only was impatient with
the progress of meteorology but was determined
from the start that he personally had to do some-
thing about it. How could a man in his twenties
move weather services, foundations and uni-
versities into the kind of action he felt was
necessary? His stocky build and thinning hair
made him look older than his years, but ad-
ministrators were only slightly amused or down-
right annoyed by his unbounded, youthful
enthusiasm.

Some who have assessed his career maintain
that the free-going attitude of Americans toward
progress enabled him to make his way. This
factor may have helped at some points on his
route to success, but in the beginning he could
not have found a worse place for a young man
than the Central Office of the U.S. Weather
Bureau, where he first went in 1925 after finishing
his Swedish education. Under an accomplished
but short-sighted chief and lesser officials chosen
for their loyalty and administrative ability rather
than their scientific outlook, the Weather Bureau
put up an impenetrable barrier to the young
Swede’s exuberant schemes. In fact, when he
left Washington after 21 years there, Rossby
was literally persona non grata to the Weather
., Bureau and word went out to all stations to that
effect.

Rossby was undaunted. He had been making
some very valuable friends in Washington
through his personal charm, enthusiasm and
obvious knowledge of modern meteorology.
While still in the good graces of the Weather
Bureau after his first year in Washington, his
appointment as Research Associate in Meteor-
ology (assigned to the Weather Bureau) of the
Daniel Guggenheim Fund for the Promotion of
Aeronautics was accomplished. The Fund needed
his help in planning flights such as those of
Richard E. Byrd. Harry F. Guggenheim, Pre-
sident of the Fund and Government aviation
officials such as I. M. Cone, Edward P. Warner,
Jerome C. Hunsaker and Francis W. Reichel-
derfer, saw in Rossby a man of great promise.
In 1927 Rossby’s carreer as an organizer began,
when he was appointed chairman of the Fund’s
Committee on Aecronautical Meteorology.

His first big organizing task came at the end
of that year when the Fund decided to establish
a model airline between San Francisco and Los
Angeles. Rossby was asked to develop an experi-
mental weather service for the area. He walked
into the district office of the Weather Bureau in
San Francisco a few days after the letter warning
against him had been received from Washington.
The official in charge was the late Edward H.
Bowie, politically astute, more forward looking
than most of his cohorts and unimpressed by
the Washington bureaucrats, over most of whom
he held seniority. He chose to ignore the letter
and welcomed the 29-year-old Rossby to the
Golden State.

With a generous expense account and an Army
airplane and pilot at his disposal, Rossby was in
his glory as he flew around the state setting up the
dense network of stations. The interest in the
future of aviation at that time, a few months
after Charles A. Lindbergh’s famous trans-
Atlantic solo flight, was intense. Rossby and his
Army pilot often were met at the edge of towns
by the mayor and president of the Chamber of
Commerce and driven to a banquet at the town’s
best hotel.

In the late spring of 1928 the system was ready
to be operated. It was then that the author of
this piece became associated with Rossby at the
weather collection center at the Oakland Airport.
Meanwhile, Rossby’s remarkable persuasive and
organizing ability, aided by an awakening of the
Weather Bureau as to what was going on and by
pressure from Washington officials, resulted in
the Bureau’s consent to operate the service for
the Guggenheim Fund. Later that summer
Rossby and the Fund presented the system
directly to the Weather Bureau, where it became
the model around which subsequent airways
weather services in the United States were built.
Rossby then stepped out; for even greater things
were about to happen.

In connection with the Daniel Guggenheim
Aeronautical Laboratory which the Fund had
established at the Massachusetts Institute of
Technology, it was decided that a graduate course
of instruction in meteorology, aimed mainly at
training Navy officers, should be established.
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Rossby was appointed Associate Professor of
Meteorology, responsible to his friend Dr.
Edward P. Warner, Head of the Aeronautical
Engineering Course, at M.LT. He left San
Francisco in September 1928 to take up his new
post in Cambridge, leaving Delbert M. Little,
Edward M. Vernon and the author to run the
operations at Oakland, with George M. French
holding up the Los Angeles end of the line at old
Vail Field.

Before starting at M.L.T., Rossby persuaded
Hurd C. Willett, a Weather Bureau employee
who had obtained his doctor’s degree in physics
with specialization in meteorology at George
Washington University under William J. Hum-
phreys, to join him as an assistant professor. The
two of them taught a group of four Navy officers
the first year. Later in the year the group was
joined by Chaim L. Pekeris, an M.LT. civilian
student, who was later to become the first to
receive a doctor’s degree under Rossby, and who
is now a well-known theoretical geophysicist.

Rossby also used his persuasive powers that
year on Harriet Alexander, of Boston, and they
were married just at the beginning of the second
year.

The course in meteorology grew rapidly; Ross-
by became a full professor; a small body of
civilian students augmented the military group,
and the outstanding research under his guidance
was carried on. In describing the years with Ross-
by at M.LT.,, I can only repeat the words
used in an obituary piece written for the
American Meteorological Society, as in the fol-
lowing paragraph.

“At M.I.'T. Rossby exhibited that leadership
for which he was famous. Those who studied
under him practically worshipped him. They
were participating in his great crusade—to
bring modern meteorology to America where the
science had been existing in a stifling atmosphere
for many years. The experience of studying under
Rossby was most exhilarating. His lectures were
carefully prepared and given with enthusiasm
and his informal discussions over luncheon or a
cup of coffee in the neighborhood lunch room
across the street on Massachusetts Avenue were
nothing less than an inspiration.”

At MLLT. Rossby also directed his attention
to physical oceanography, which was in a state
of neglect in America. A friendly atmosphere for
this interest existed in connection with the
fisheries work in the Museum of Comparative
Zoology at Harvard under H. B. Bigelow and

Columbus O. D. Iselin. It was only natural that
with the founding of the Woods Hole Oceano-
graphic Institution Rossby became a part-time
associate. He insisted that his meteorology
students at M.I.T. should learn physical ocean-
ography, and some of his graduates, notably
Raymond B. Montgomery and Athelstan F.
Spilhaus have devoted part or all of their time
to this field. The great master himself retained his
interest in oceanography throughout his career
as is well known to readers of this volume. His
influence most certainly was felt in the decisions
involving the long sojourn in the United States of
the late Dr. Harald U. Sverdrup.

In his years at M.I.T. Rossby found himself
engaged in the type of conflicts with administra-
tors which everywhere created turbulence in his
career. There was the question of an independent
department for meteorology in the face of a drive
by the administration to have fewer and larger
academic units; there were regulations con-
cerning degrees and other academic affairs which
Rossby applied only to the extent that he felt
they were good for the science of meteorology;
and there were the ever-present budgetary diffi-
culties. An academic institution could hardly be
bigenough to contain the great schemes of Rossby.

He found a partial outlet for his expansive
vision in the position he took in 1939 as Assistant
Chief for Research and Development of the
U.S. Weather Bureau. Having just been naturaliz-
ed as a U.S. citizen, he was not considered to
be eligible for the vacant position of Chief of
the Bureau. That post went to F. W. Reichel-
derfer who, with Rossby’s help, began to build a
more modern Weather Bureau. Rossby found a
special interest in trying to improve the Bureau’s
manpower situation. The lack of meteorological
training centers in the United States had resulted
in the staffing of the Bureau with poorly trained
personnel. Rossby inaugurated an intensified in-
service training program and used a variety of
devices to send qualified personnel to the exist-
ing meteorological schools—M.I.T. and New
York University, the latter organized in the late
1930s. With the invasion of Norway, J. Bjerknes
was more or less stranded in the United States.
Rossby persuaded him to remain and also con-
vinced the University of California that it should
build a Department of Meteorology around
Bjerknes. Thus the group in Los Angeles came
into being in 1940. '

Meanwhile also in 1940, the University of
Chicago, influenced by the writer, established an
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Institute (later called Department) of Meteor-
ology and invited Rossby to come to Chicago
as its head. He left the Weather Bureau in 1941
to begin his famous Chicago period of ap-
proximately ten years.

Pearl Harbor and the United States involve-
ment in World War II brought new scope to
Rossby’s activities. He was immediately in
Washington fighting for the kind of training
program for meteorologists which he knew the
military services needed. His activities in those
hectic days defy description. He became almost
a commuter between Chicago and Washington
and other military centers. The result was the
establishment of what was considered to be the
best military educational program of its time.
Thousands of young graduates were trained in
one-year intensified courses, about 1,700 at
Chicago alone under Rossby’s general direction.
The organization of the University Meteorolo-
gical Committee which recruited the men and
guided the program was due to Rossby, with a
great deal of help from the renowned physicist-
geophysicist Joseph Kaplan and from Eldon L.
Johnson, now President of the University of New
Hampshire. The program was developed to in-
clude pre-meteorological studies in basic educa-
tion and science as well as the more advanced
professional course. Convincing the military that
this could be done best at universities was pos-
sible only through the Rossby charm.

This writer has the feeling that even to this
day administrators and colleagues in other de-
partments of the University of Chicago do not
believe that Rossby could have done high-grade
research work during this period of preoccupa-
tion with the world crisis. But the record shows
that he did.

In the middle of the war word came back from
the tropical regions that the young officers were
not prepared to cope with the strange meteoro-
logical problems of the low latitudes in which a
major part of the war was being fought. To
Rossby the obvious solution was to establish an
Institute of Tropical Meteorology. This was done
in the spring of 1943 at the University of Puerto
Rico with the help of the New Zealand tropical
specialist Clarence Palmer. After this start
Herbert Riehl rose to fame there, developing the
models of tropical disturbances. A nucleus of
Air Corps and Navy officers learned the tech-
niques there and the tropical weather problems
of the military were on their way toward solution.

Word came back from other areas of diffi-
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culties the young officers were having with
weather in unusual situations. Rossby organized
teams of university meteorologists and better-
trained officers to “trouble-shoot” and consult
in these areas, going to the most distant places.
The great master himself went on the trans-
Atlantic flights, then difficult and arduous, ap-
peared in Africa, Italy, the South Pacific and
points beyond, always full of ideas for improving
the situation.

With the close of the war, Rossby already had
plans under way for the post-war era. He and
some of his colleagues felt that the American
Meteorological Society needed reorganizing to
become a really high-grade scientific society, and
he set himself to this task with the usual vigor.
Among the personal effects found in his apart-
ment in Stockholm after his death is a log or
diary for the period October 1944 to January
1945 which is full of entries relating to the re-
organization of the Society. This is the only
diary, however brief, that he ever kept, and it is
recalled that his associates at Chicago wondered
at the time what possessed him to do such an
un-Rossby-like thing. We are thankful for it,
because it shows the agonizing details, the per-
sonal quibbling, the play and interplay of per-
sonalities involved when a man tries to do some-
ting momentous. He was highly successful, and
the Society and its Journal of Meteorology, as
existing today, were largely carved out by thisman.

In connection with the American Meteoro-
logical Society he also saw that it was his duty
to provide greater opportunities in meteorology
for the vast numbers of young men who would
be leaving the military service. Industrial meteor-
ology as an outlet for this young talent attracted
his attention, and he spent many hours and days,
including much travel in the interest of this
development. What success this field of applica-
tion has had in America is due to a considerable
extent to his efforts.

Among other organizing actions during this
period were those in connection with studies of
Hawaiian weather and climate, in cooperation
with the Pineapple Research Institute, starting
much valuable research in that area. At Chicago
intense efforts to bring world scientists together
again after their war-time separation resulted
in an amazing collection of meteorologists—
Palmén, Bergeron, Nyberg, Quéney, Van Mieg-
hem for extended stays, Sekera, Bolin, Yeh,
Hsieh, Kuo and others of distinction. These were
the great days of the Chicago School.
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Then came the Stockholm period. Having made
his world-wide reputation, Rossby now was
listened to with great respect in his native land.
How different from his student days when all of
Sweden and even the world seemed to be against
this overly eager young man! He was now about
50 years of age and Sweden was good to him
and good for him. His organizing ability was
found helpful in assessing the country’s needs in
meteorological services and education and in
establishing research goals. But Rossby would not
stop there. He saw in Sweden the opportunity for
better international cooperation in a war-torn
world. The need, as he saw it, was for an inter-
national institute of meteorology.

The work in organizing the International
Institute which he directed until his untimely
death, forms perhaps too recent a story to be
recounted here. Many of his efforts are only now
bearing fruit. The disappointments in obtaining
the kind of international recognition and support
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he would have liked, the financial instability
accompanying the expansion at the breath-taking
Rossby rate, the indifference encountered in some
quarters, were more than compensated by the
great success of the Institute as an international
force in meteorological research. The founding
of the high-grade geophysical research journal
Tellus was an accomplishment that will live as a
monument to his efforts.

During the months before he died, the great
master was thinking of other areas where he
could practice his magic touch. He thought of
the Middle East. Yes, he was going to settle
somewhere in that area and found an institute of
meteorology where the regional need for scien-
tific development could be met, and met by the
dynamic impact of Rossby. One can only con-
jecture as to what would have happened in that
rapidly awakening region had Rossby lived
another ten years.
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THE SEA IN MOTION

The Recent Warming of the North Atlantic

By J. BIERKNES

University of California, Los Angeles

Historical Note

Among the many problems that fascinated Rossby during his outstandingly active and dis-
tinguished research career the question of the mutual influence of atmosphere and ocean ranked
high. In recent years, when his planning for the future was no less active than before, he repeat-
edly spoke of a possible joint oceanographic-meteorological project that would aim at building
a broad base for the subsequent establishment of a general geo-and-solar-physical theory for
climatic change. In the spring of 1957 at U.C.L.A. he suggested to me the Geophysical Institute
in Bergen, Norway, as the appropriate headquarters for that project. He wanted to see it develop
in' the town where Fridtjof Nansen and Bjérn Helland-Hansen (1917) had made their
pioneering maritime meteorological study and where Rossby himself had received his first
inspiration in research from V. Bjerknes. I was strongly moved by Rossby’s suggestion, promised
my support and, as a preliminary step for my participation in the project, began collecting data
for the present article. Our next contact was to have been somewhere in Scandinavia in the fall
of 1957.

Abstract

The maximum rate of rise of sea surface temperature is found along the Gulf Stream
from Cape Hatteras to the edges of the Newfoundland Banks. It has persisted there
from the eighteen-nineties to the present. A belt from Ireland to the edge of the Labrador
current was not warmed up during the same period although it is traversed by the
northern branches of the Gulf Stream. North of that belt the warming started around 1920
together with the spectacular amelioration of climate in Greenland, Iceland and Scandi-
navia. Most of the observed secular changes in ocean temperature south of 50° N can
be interpreted as having been caused in part by increasing wind drag, which has speeded
up the Antilles Current and the Gulf Stream and possibly also by the increasing thick-
ness of the warm surface layer in the areas of increasing anticyclonic wind drag. Be-
tween 50° and 57° N the corresponding surface cooling, connected with a thinning out
of the surface layer by increasing cyclonic wind drag, partly also assisted by increasing
cold winds from North America, must have been strong enough to overcompensate the
advective warming in the belt from Ireland to the edge of the Labrador Current.

1. Data for the present study

The possibility of studying the fluctuations of
Atlantic sea surface temperatures has of late im-
proved appreciably through the publication by
Bullig in 1954 of the statistics covering sea
surface temperatures, winds, and cloudiness along
the Furope to South America shipping lane
during the periods 1906—13 and 1922—38, and
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the pamphlet by RIEHL (1956) presenting the
preliminary statistics on North Atlantic sea sur-
face temperatures observed on board ships having
reported to the U.S. Weather Bureau during the
period 1887—1936. The northern limit of this
coverage is 50° N. North of that line we have
available the statistics of sea surface temperatures
from 1876 up to the present published under the
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auspices of the Conseil Permanent International
pour I’Exploration de la Mer, in Copenhagen.
The latter valuable record goes back to the period
covered by the Hoffmeyer daily synoptic maps
of the North Atlantic region published jointly by
the Danish Meteorological Institute and the
Deutsche Seewarte in Hamburg. The present
surveys of the Conseil International are mainly
based on the data collected by the Danish
Meteorological Institute and published in its
Nautic-Meteorological Annual. The historical
summary used in this article was published by
SMED (1952).

The subject of the present essay is, first, a
condensed description of the observed secular
change of temperature of the North Atlantic and,
secondly, an attempt at assigning the responsi-
bility for those temperature changes to a selec-
tion of known physical processes.

2. The ftrend of North Atlantic sea surface
temperatures

The more or less standard procedure in looking
for a climatic trend goes by way of forming over-
lapping time averages, preferably as long as 30
years if the data permit. Since the American data
collection does not cover more than 50 years,
and does have gaps during and after World War
1, the method of over-lapping averages is unsuit-
able. As a second choice we can compare a selected
test period near the beginning with one near
the end of the fifty years. Test periods of eight
years were selected, namely 1890—97 and 1926—
33. That choice trims the fifty years by the first
three and the last three years during which the
coverage was somewhat poor. The choice of the
eight year length of the test periods was a matter
of convenience arising from the fact that the
German data cover two separate periods, one of
eight and one of seventeen years. Anyway, eight
year periods average out well enough the short
period ups and downs which we are not studying
at this stage.

The published material consists of sea surface
temperature anomalies computed for five-degree
squares. The anomalies refer to the fifty-year
average in those squares where a record of that
length is available, elsewhere to shorter periods.
An anomaly map therefore does not present a
quite homogeneous set of information, but the
difference between two anomaly maps illustrates
the real change from the one test period to the
other. Fig. 1 represents that kind of a map
showing the change of sea surface temperature

that has taken place between the two test periods
1890—97 and 1926—33.

The map shows in the low latitudes of the
western Atlantic and in the Sargasso Sea a
slight upward trend of less than 0.5° C. The rising
trend dates mainly from the period after 1920.

In marked contrast hereto the narrow region
of the Gulf Stream shows big positive trends of
temperature. In the particular section from Cape
Hatteras to the southern escarpment of the New-
foundland Banks the upward trend has lasted
since the beginning of the published data in the
late eighteen-eighties.

The drawing of the iso-lines of anomaly change
can of course be made in many different ways on
the basis of the quite open grid of data plotted
at the centers of five-degree squares. The admit-
tedly subjective solution given in Fig. 1 is based
on the assumption that the maximum positive
changes should be clearly aligned along the
average position of the oceanic polar front. Our
analysis then inevitably arrives at values exceeding
two or even three degrees centigrade along the
center line of the zone of maximum rise between
70° W and 50° W. Further quantitative refine-
ment in that part of the analysis can only be
achieved if it proves possible to make the statistics
of sea surface temperature apply to smaller
squares. In the region of great ship density near
40° N that would seem well feasible.

The warming of the Atlantic waters continues
in a tongue extending eastward from the edge of
the Banks over toward the southern European
coast. The weak and diffuse branches of the Gulf
Stream occupying that part of the Atlantic
apparently also profit by the secular warming of
the main stem of the current.

Between 50° N and 57° N the trend in the sea
temperature has been slightly negative. That is,
in fact, the only region within the whole Gulf
Stream system where the long range trend of
warming fails to show up. This belt of negative
trend of temperature is traversed by the strongest,
farthest left branch of the Gulf Stream system
which is heading for Iceland. The explanation
of the surprising lack of secular temperature
rise along that branch and its ramifications, will
be attempted in the following section.

North of about 57° N the trend in sea tem-
perature has been slightly upward. Actually that
secular change results from a brief but strong
upward trend in the nineteen-twenties which
overcompensates the accumulated effect of a
preceding long and slow downward trend. A
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TREND OF AVERAGE ANNUAL SEA TEMPERATURE °C
FROM 1880-97 TO 1926-33.

STREAMLINES MARK STEM AND BRANCHES OF
THE GULF STREAM SYSTEM.
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Fig. 1. Streamlines of the Gulf Stream system, and isallotherms in °C of annual sea surface temperature from
1890—97 to 1926—33. Positions of present weather ships marked with capital letters.

somewhat similar brisk upward trend, starting as
late as 1920, is found in the Labrador current on
the Newfoundland Banks in close proximity to
the main stem of the Gulf Stream, where the
rising trend got under way at least thirty years
earlier. The surface temperature contrast at the
oceanic polar front south of Newfoundland was
thus rising from 1890 to 1920 and later became
more constant.

3. The physical interpretation

The primary energy for all meteorological and
oceanic processes comes from the sun. An in-
crease in the rate of delivery of that energy to the
ocean would raise its surface temperature and,
more indirectly, the temperature of the superja-
cent atmosphere. Such a process may perhaps
be responsible for most of the slow rise in ocean
temperature in the part of the low latitude belt
mapped in Fig. 1, but it is unlikely that any of
the bigger rises occurring in higher latitudes could
be simply a direct effect of increased insolation.
And it is of course quite impossible to interpret
the narrow strip of big temperature rises along
the oceanic polar front except as an effect of a
change in the oceanic circulation. Such a secular
trend in oceanic circulation is most likely dictated

by changes in atmospheric circulation, which in
their turn ultimately may have solar causes.

This article will only deal with a discussion of
the relationship between the secular changes of
atmospheric and oceanic circulations. The secular
change of the atmosphere circulation over the
North Atlantic from 1890—97 to 1926—33 is
represented in Fig. 2 by the observed change
with time of sea level pressure. Denoting that
quantity by 4p, we have for the corresponding
secular change 4u, and Av, of the two cartesian
components u, and v, of the annual average of
the geostrophic wind

N = e
¢ 2Qsing Jy
o aAp
M= asing o

The relationship of the “anomaly wind” to the
isallobar field in Fig. 2 is thus the same as that
of the wind itself to the field of isobars. It is a
logical assumption, established by several earlier
researchers in this field, that the change in geo-
strophic wind with time should also provide the
explanation for most of the secular change of the
surface temperature of the ocean. The underlying
reasoning can briefly be summed up as follows.
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FIG. 2
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Fig. 2. Change in mb of average annual sea level pressure from the period 1890—97 to that of 1926—33
(full lines), and average annual sea surface isotherms (dashed lines).

The wind stress exerted on a level ocean sur-
face produces in the northern hemisphere a water
displacement to the right of the wind direction.
In a closed anticyclonic wind system the water
displacement therefore converges toward the
center of the anticyclone until a tilt of the ocean
surface outward from the center has been built
up sufficiently to stop the water convergence.
The new mass distribution, with dome shaped
isobaric surfaces under the dome shaped ocean
surface, provides the field of force necessary to
keep the water mass in anticyclonic circulation.
Since the change to a new mass distribution was
caused by wind stress, it is justified to speak
of the resulting geostrophic ocean current as a
wind-driven one. A further adjustment to the
final steady state comes as shown by STOMMEL
(1948), from the tendency of the anticyclonic
water vortex and the corresponding mass field
to travel westward due to the local piling up of
water in northgoing geostrophic motion and
local depletion of water in southgoing motion
(change with latitude of the Coriolis factor). The
final anticyclonic water vortex is therefore cen-
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tered farther west than the center of the at-
mospheric anticyclone and maintains a jet-like
ocean current on its western and northern side.
In that way the Gulf Stream in the Atlantic, and
the analogous Kuroshio in the Pacific, are main-
tained indirectly by the prevailing anticyclonic
wind stress on the ocean surface in the latitudes
below 40° N. Both jet currents run along the
tilting ““cold wall” of water masses not belonging
to the subtropical anticyclonic circulation. The
corresponding temperature discontinuity of the
Atlantic “‘polar front” is seen in Fig. 2 in the
crowding of the annual ocean surface isotherms
from Cape Hatteras to the perimeter of the New-
foundland Banks. Since the whole large scale
current system is ultimately wind-driven, any
secular change in the winds, as represented geo-
strophically by Fig. 2, will be accompanied by a
slight secular change in the currents and in their
advection of heat, Later we will discuss how
the rate of heat loss down to the colder deep-
water also depends on the winds, but first let
us consider the direct advective effects.

The isallobars in Fig. 2 show, as far as the
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latitudes up to 50° N are concerned, a distribu-
tion of values rather like that of the map of
average annual pressure. Hence, the subtropical
anticyclone has been strengthened from 1890—97
to 1926—33, and to the original anticyclonic
wind circulation has been added an anomaly
circulation to strengthen the anticyclonic wind
drag on the ocean. The isallobaric gradient is
particularly strong around the western end of the
isallobaric high. The correspondingly strengthen-
ed winds run approximately parallel to the
Antilles current and the Gulf Stream both of
which must have been secularly accelerated.
The pressure difference at sea level from
Bermuda roughly south-southwestward, to Port
au Prince (Haiti), west-northwestward to Hatteras

been the secular increase of the easterlies of low
latitudes, and the westerlies of middle latitudes,
exerting their drag over long stretches of the
corresponding ocean currents. In this connection
it may be of interest to remind of the observed
response of the Florida current to the annual
variation of wind velocity east of the Windward
Islands, where Atlantic water is forced through
the island chain into the Caribbean Sea. (DIET-
ricH & KALLE 1957, p. 442). To the annual
oscillation of these winds, from an average of
6 msec~! in June to one of 5 msec~! in Novem-
ber, corresponds, with about one month’s lag,
an oscillation of the Florida current from a
maximum of 140 to a minimum of 105 cmsec
resulting from the build-up of excess ocean

1890—97 1926—33
Profiles p. diff. Geostr. wind p. diff. Geostr. wind
mb msec™! | m? sec™? mb m sec™! | m? sec™?
Bermuda—Port au Prince ....... 3.68 33 10.9 6.12 5.5 30.2
Bermuda—Hatteras ............ —0.05 0 0 3.16 3.2 10.2
Bermuda—Eastport ............ 2.80 1.7 2.9 6.24 3.8 14.4

and northward to Eastport (Me) increased from
1890—97 to 1926—33 as tabulated.

In the eighteen-nineties the average pressure
distribution was characterized by a bridge of
high pressure from Bermuda to the American
mainland, whereas later the average Bermuda
high was more separated from the mainland high.
The former type of pressure distribution is the
one used by HipAxa (1949) and MuNnk (1950) in
their attempts at constructing the large scale
features of the ocean currents from an assumed
purely zonal system of wind drags, westward in
the belt of tradewinds and eastward in middle
latitudes. Also that model leads to the jet struc-
ture of the Kuroshio, and of the Gulf Stream,
where they go through the latitude of zero wind
stress between easterlies and westerlies. Ac-
cording to the Bermuda—Hatteras data in the
above table an average wind stress in the direc-
tion of that northgoing current has been added
since the eighteen-nineties. The effect must have
been some added strength of that jet current and
the weaker northgoing current on its right flank
(the northward continuation of the Antilles cur-
rent).

However, of far greater importance must have

level in the Caribbean and the Mexican Gulf
(FuGLIsTER, 1951). The strength of the current
between Florida and the Bahamas, and prob-
ably also its downstream continuation for a
considerable distance, thus responds to the fluc-
tuations of distant winds in the equatorial
easterlies more or less independently of the local
winds.

The same must have been true for the secular
increase of the speed of the Florida current in
its response to the increase of the trade winds,
which most likely must have taken place together
with the strengthening of the Bermuda high.
Quantitative estimates of that effect cannot be
made because of the lack of old, and sufficiently
complete, climatological records from the Wind-
ward Islands. The nearest substitute record of
sufficient length and completeness is that quoted
for the Bermuda-Port au Prince profile in the
above table. That profile, which cuts across the
Antilles current, shows indeed a remarkable
secular increase of cross-profile geostrophic wind
from 3.3 msec! in 1890—97 to 5.5 msec! in
1926—33. If the wind drag on the ocean were
proportional to the square of that geostrophic
wind (actually that estimate is too high), it would
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have tripled during the interval under considera-
tion. The lack of corroborative evidence from
other station profiles compels us to accept these
figures with great caution, they may be off by a
wide margin of error.!) But the sign of the secular
increase can hardly be wrong.

The gradient of ocean surface temperatures
along the streamlines of the Antilles current, and
its northern continuation, is very weak, so that
an increasing speed of water motion will only
produce a small secular warming at fixed points.
This is shown clearly in Fig. 1 together with the
very much stronger local warming at the left
rim of the subtropical water along the Atlantic
polar front.

The strong secular heating recorded at the
Atlantic polar front may be due to: (a) the
increased warm water advection parallel to the
front in the jet maximum, where speeds up to
3 msec™! may occur, (b) a northward displace-
ment of the front, and (c), on the cold side of the
front, a possible increase of averagé temperature
due to increasing meandering. Our data at 5°
grid points are far too crude to enable us to
separate the three effects. They have probably all

1 Most likely the secular rise of pressure at Bermuda
has not been as great as shown in Fig. 2.
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maintenance of maximum thickness

been partly responsible for the production of the
maximum strip of local secular warming of 2°
or 3° C shown in Fig. 1.

In favor of (b), in particular, can be quoted,
first, that a very small displacement of the front
is sufficient to produce the observed temperature
rises and, secondly, that a component of the
secular change of winds is directed across the
front from its warm side in the section from Cape
Hatteras to the Newfoundland Banks. The part of
that front section which is situated over deep
water is known to be relatively mobile in its
meandering and could possibly adjust its average
position a little northward on a secular time scale
too. On the other hand, where the front follows
the brink of the continental shelf, or the escarp-
ment of the Newfoundland Banks its position
must be rather rigidly tied to bottom topog-
raphy.

Passing on to the region in Fig. 1 east of the
Newfoundland Banks we probably see the advec-
tive effect of the branching of the Gulf Stream
toward the right of the main current. The secular
warming has there been greater than in the
Sargasso waters that flank the Guilf Stream to
the right over the first part of its course.

The zone of negative trend in sea surface tem-
peratures between 50° N and 57° N is also within

LATER
STEADY STATE

Zonal, vertical profiles showing schematically the creation and

of the warm oceanic surface layer

under the influence of anticyclonic wind stress, and minimum thickness of

same layer under cyclonic wind stress.
sea surface and interior isobaric surfaces.

Full lines:

Dashed line: density discontinuity surface.
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the warm water advection of the Gulf Stream
system, as is visible from Fig. 1. The process, or
processes, responsible for the secular net cooling
therefore must have been quite strong and syste-
matic. In order to present a tentative explanation
of the secular cooling we must again digress a
little into oceanographic dynamic theory.

The wind can influence the sea surface tem-
perature also in other ways than by the pure
advection operating through the wind-driven
current. This second kind of influence comes
about through a change in the vertical tem-
perature distribution in the water masses near the
surface as shown in principle in Fig. 3.

An anticyclonic vortex in the ocean which is
decreasing in intensity with depth must be of the
warm core type, in other words, the warm surface
layer must have maximum thickness near the
center. In that way the anticyclonic winds around
the Bermuda high do maintain in a permanent
fashion a downward bulge of the lower limit of
the warm surface water. Anticyclonic anomaly
winds, more or less concentric with the anti-
cyclonic ocean current, would add more depth
to the warm surface water at the center. That
inflation of the warm layer would tend to raise
very slightly the equilibrium temperature of the
ocean surface, because the water there would
have become a little less exposed to mixing with
the cold deepwater.

Conversely, a cyclonic current system decreas-
ing with depth will be characterized by minimum
thickness of the warm surface layer. The only
major cyclonic vortex of the North Atlantic
ocean currents (excluding the Norwegian Sea) is
centered south of Greenland and corresponds to
the Iceland low in the atmosphere. The surface
water of the cyclonic vortex is mainly of old
Gulf Stream origin, but at the vortex center it
forms a very thin layer in accordance with the
above reasoning. It can be taken for granted that
a cyclonic anomaly circulation concentric with
the normal Iceland low would reinforce the
cyclonic vortex of oceanic flow and make the
layer of warm surface water thinner, thus ex-
posing the water at the ocean surface to more
mixing with the cold deepwater.

The above discussion of the closed circulations
of anticyclonic or cyclonic sense in atmosphere
and ocean can be further refined by taking into
account the variation of the Coriolis factor with
latitude. The oceanic vortex then establishes
itself a little to the west of the atmospheric vortex
as indicated in Fig. 3. It is also possible to extend
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the rules for deflation or inflation of the surface
layer to apply to any system of surface stress
with cyclonic or anticyclonic vorticity such as is
produced, for instance, by troughs or ridges in
the atmospheric distribution of pressure anom-
aly.

If the wind stress had been directly propor-
tional to the geostrophic wind, the final wind-
driven current would have been the vectorial sum
of the initial wind-driven current and the current
propelled by the anomaly wind. In reality the
relationship is not quite that simple. If we
accept the old empirical rule that the stress on
the ocean surface is proportional to the square
of the anemometer wind, it would be proportional
to a power of the geostrophic wind speed less
than two but higher than one. In cases of
cyclonically curved air paths and strong winds
typical of the cyclone belt, that power would be
shifted even more toward one. How much, can
only be decided by painstaking and extensive
statistical work with day-to-day data. In our
present discussion we must accept the makeshift
method of roughly superimposing the separate
stress effects of the initial average geostrophic
wind field and that of the geostrophic anomaly
wind in order to make conclusions about the
altered stress effects at the end of the time
interval.

Applying such reasoning to Fig. 2, we can
conclude that the belt of cyclonic vorticity of the
anomaly wind, extending along the W—E
trough from Labrador to Ireland, must have
had the effect of deflating the warm surface
layer. The associated cooling by increased mixing
with cold water beneath, seems to be one of the
most important processes contributing to the
secular decrease of ocean surface temperature
shown in Fig. 1 for the same belt. It is of course
to be expected that the deflation of the always
rather thin surface layer in the cyclonic area,
with subsequent churning under the influence of
strong winds, should make the surface tem-
perature much more sensitive to a change than
what may be observed in the case of the inflation
of an already rather thick surface layer in an
anticyclonic region with light winds.

Another contributing cooling effect of the
surface water lies of course in the direct transfer
of heat and moisture to the air of winter time
cold waves from North America. Actually, the
air advection from North America during the
time interval under consideration has increased
relatively more in winter than for the year as a
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whole. The secular increase of the rate of heat
loss to the atmosphere must have had its maxi-
mum in the zones of maximum ocean-to-atmos-
phere heat transfers near the American coast
(SVERDRUP 1942, pp. 228—235, Jacoss 1951). It
has obviously below 50° N fallen short of com-
pensating for the secular increase in warm water
advection. North of 50° N the increasing cold
advection from the American continent, together
with increasing vertical stirring, produce a net
surface cooling despite the warm water advection
which most likely must have been increasing
also in that zone.

North of the 57th parallel, where the secular
change of sea temperature again turns positive,
there is no definite cyclonic vorticity of the stress
of the anomaly wind. Around the southern point
of Greenland the stress vorticity is even strongly
anticyclonic and is accompanied by the biggest
temperature rises. In favor of a temperature rise
are also the easterly, and in part southerly,
anomaly winds, which may have produced
anomaly currents in the ocean of similar direc-
tions leading to more warm water advection
toward Iceland and Greenland. This kind of
development did not start until 1920, but was
thereafter accompanied by much stronger easterly
anomaly winds than those shown in Fig. 2
averaged for the whole period from 1890—97 to
1926—33.

4. Later trends

A few years after the end of the period investigat-
ed in this article World War II interrupted the
regular observation of sea surface temperatures
over the major portion of the North Atlantic. The
statistical treatment of the data collected after
1945 is available for the area north of 50° N
in the publications of Conseil Permanent Inter-
national pour 1’Exploration de la Mer, but the
data from the area south of 50° N still await
publication. From the northern data collection
can be seen that the sea surface temperatures
near Greenland culminated in the early nine-
teenthirties, while from Iceland to the British
Isles the maximum water temperatures seem to
have occurred in the early nineteenforties. Despite
the irregular downward trend, following the
culmination, the general level of sea surface tem-
peratures remains well above the low recorded in
the northern areas around 1920.

Rodewald, in a series of papers from 1952 to
1956, has made ingenious use of the sea tem-
perature measurements on fixed weather ships for

72

the purpose of extending the study of the climatic
change in the oceans up to present time. The
map he published in 1956 (RODEWALD, 1956,
p. 297), showing the distribution of approximate
average sea surface temperature anomalies around
1950, is very similar to Fig. 1 in this article. In
particular, the warming of the Gulf Stream
waters at weather ship D is shown by Rodewald
to have reached +1.5° C, while practically no
long range warming has taken place at weather
ship C (— 0.1° C) and J (+0.2° C) just north of
50° N. The warming of the Gulf Stream waters
south of 50° N and the lack of significant warming
in a belt north of 50° N have thus formed part
of a systematic trend of at least sixty years dura-
tion, from 1890 to the 1950°’s. Rodewald’s
quoted map also shows that in the North Pacific
an analogous system of temperature anomalies
can be derived from weather ship data, probably
indicating that the same long trend has been
operating there as in the North Atlantic. It is,
by the way, not surprising that the Pacific shows
a pattern of secular change similar to that of the
Atlantic. Already since the studies of SCHERHAG
(1936) it has been known that all major centers
of action of the atmosphere, both highs and
lows, intensified together in the climatic change
that got started around 1920. But Rodewald’s
recent work with sea surface temperatures has
again focussed attention on that hemisphere-
wide nature of climatic change.

The warming of the waters in the far northern
Atlantic (to which the Pacific has no parallel)
was much more sudden and short range than
that farther south. Essentially, it lasted only
from 1920 to 1930 in Greenland waters and
from 1920 to the early 1940’s in Iceland and
northern British waters. It seems that in each
case the changing wind regimes can be made
responsible for most of the changes in sea surface
temperature. It is possible, however, that further
studies may enable us to isolate specifically
oceanic long range fluctuations tied to the ther-
mo-haline deepwater circulations, which in
winter intermittently extend all the way up to the
surface in the waters south of Greenland. Such
fluctuations, which would bring into play the
exchange of heat tetween the great heat capacity
of the deepwater, the smaller heat capacity of
the surface layer, and the still much smaller heat
capacity of the atmosphere, may very well, as
often suggested by Rossby in recent years, give
the clue to the understanding of climatic trends
of duration into the centuries or millenia.
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On the Thermal Unrest in the Ocean
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Abstract

Rossy (1937, 38) has argued from theoretical grounds that there should be a great deal of
thermal unrest in the deep ocean, partly due to variable wind-stresses associated with storms.
DeranT (1936, 1950, etc.) has suggested that internal tidal waves are a practically ubiquitous
feature of the ocean, and has presented many analyses of rather short series of observations in
evidence. As HAURwITZ (1954) has indicated, the chief uncertainty involved in all discussions
to date has been the result of the series of observations being too short: often only a few days.
The purpose of this paper is to present a preliminary analysis of portions of temperature data
obtained since Dec. 8, 1954 on two resistance thermometers located on the bottom off Bermuda
at depths of 50 and 500 meters, the data being recorded regularly for several years now. The
analysis for tidal periods, inertial periods, and shorter periods of the Brunt-Viisild type is

described.

1. Introduction

In two pioneer studies of the response of the
ocean to transient wind-stresses, RossBy (1937—
38) demonstrated theoretically that internal
inertial gravity wave motions are induced in the
deep stratified layers of the sea, thus suggesting a
mechanism for stirring deep water. These theo-
retical results are of fundamental importance as
indicative of a process of mixing which may play
a central role in the general circulation of the
deep ocean: “ —because of the variability of the
surface stresses it appears probable that vigorous
inertia oscillations must develop in stratified
media and express themselves as a marked inten-
sification of the large scale horizontal tur-
bulence ...” (RossBy 1938, p. 248). These in-
vestigations stimulated theoretical studies by
CaHN (1945), and others, the latest being a study
by VEronis and StoMMEL (1956) which contains
a summary of other studies.

In addition there is a very large literature con-
cerning internal tidal waves in the ocean, among

1 Contribution No. 954 from the Woods Hole Oceano-
graphic Institution and No. 229 from the Bermuda
Biological Station.

2 Contribution from the Scripps Institution of Oceano-
graphy, new series.
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thermistors, the cable, and of the shore installation.
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Fig. 2. The thermistor records from Dec. 8, 1954—Oct. 3, 1955 showing temperatures at the shallow and deep ther-
mistors (light and heavy lines respectively). A new cable was installed March 12, with thermistors at slightly different
depths. The small black triangles at the top show time of Bermuda high water, the time at the bottom is 60° W meridian

time.

the most recent being papers by DerFANT (1950)
and HaurwiTtZ (1954). These studies have been
largely based upon the analysis of very short
series of data, usually of no more than a few
days’ duration. As HAurwrrz (1954) has pointed
out, one of the main obstacles to obtaining a
more certain knowledge of the existence of
internal waves in the ocean has been the lack of
a truly long series of records of temperature in
the deep water. As a first attempt to help supply
such data, a submarine cable was laid from a
recording Wheatstone bridge on the shore at
Bermuda to two resistance thermometers offshore:
one lying on the bottom at a depth of 50 meters,
the other at 500 meters. (See Fig. 1 for location.)
The shallow one was therefore approximately at
the depth of the seasonal thermocline; the deeper
one near the top of the main thermocline. Re-
cords have been obtained on this cable from
Dec. 8, 1954 to Oct. 3, 1955 at intervals of one-
half hour. From October 3, 1955 to May 7, 1957
records were obtained at five minute intervals.

Since May 7, 1957 records have also been ob-
tained from another resistance thermometer at
500 meters depth, but located five miles away
from the original thermometer at a point further
to the southwest along the coast of the island.

II. Qualitative presentation of data for the first
period of observation

Portions of the cable data are presented in Fig. 2.
The temperatures in degree Centigrade are given
as ordinate, the dates and 60° W time are given
as abscissa. The heavy line is the temperature as
indicated by the deep thermometer: the light line
indicates the shallow-element temperature. Oc-
casionally, in order to keep the graph on scale,
the origin of the ordinate is shifted (for example,
see shift from June 20 to June 21, or July 15 to
July 16). Also the scale is often broken in the
middle to accommodate both thermistors (the
first date at which the broken scale occurs is
May 27). The little black triangles indicate time
of predicted Bermuda high water. Two cables
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were used, one from December 8, 1954 to March
11, 1955; the second cable, from March 12
through October 3, 1955. The first cable was
unarmored and soon began to fail—the shallow
thermistor was lost on January 19, 1955, and it
seems likely that the slow increase of the average
deep temperature from 18.4° C near December 8
to 19.0° C in March, was also due to progressive
cable failure. The deep thermistor of the second
cable was placed somewhat deeper than that of
the first as can be seen from the lower deep
temperature beginning March 12. Readings at
first were made every hour, but after December
22 were made every half hour. The readings were
scaled off and replotted as shown in Figure 2.

In addition to the cable data, hydrographic data
were also obtained over the same period by the
PANULIRUS, the research vessel of the Bermuda
Biological Station, and these data are exhibited
in Figures 3 and 4. The vertical lines represent
actual PANULIRUS stations—the rest of the
contours are interpolated. Inasmuch as thevaria-
tions of deep thermal structure indicated by the
hydrographic data are no more than the high
frequency variations revealed on the cable, it
seems probable that the monthly fluctuations
implied by the method of contouring in Figures
3 and 4 are simply the result of sampling errors.
The seasonal variation above 500 meters is of
course real. The main usefulness of the hydro-
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Fig. 3. Temperature as a funtion of time and depth by hydrographic station off Bermuda.
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Fig. 4. Salinity corresponding to Fig. 3.

graphic data in Figures 3 and 4 is that it gives
an idea of the mean vertical distribution of
properties at various seasons near the cable, so
that a rough estimate of vertical displacements
of water can be obtained from the thermistor
cable data.

From December 8 to January 3 there are few
lJarge disturbances on the shallow or deep ther-
mistor. From December 26 to January 1 there
is a slight drop in temperature of the shallow
thermistor slightly after low water. Inasmuch
as this is unassociated with any similar tidal
fluctuation in the deep thermistor, and this is a
period when the upper layer is fairly well mixed
(Figure 4) we are inclined to explain this as
evidence of cascading along the bottom slope of

cold water from Castle Harbour (see BODEN
1952, 1953), which just manages to reach the
shallow thermistor, but does not penetrate deeply
enough to reach the deep one.

On January 2 a violent series of storms com-
menced over the North Atlantic, and by January
4, major disturbances at both thermistors were
evident. During January 6 to 12 a pronounced
long period, of somewhat less than 24 hours—
perhaps an inertial period—can be seen on the
deep thermistor record. Gradually the record be-
comes more and more confused or jagged—and
during the period January 15 to February 15
even longer periods make an appearance. Above
all, the deep records do not bear any resemblance
to a tidal phenomenon—the phases appear to be
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quite randomly distributed with respect to time
of high water. Isolated portions of the record
{(say February 24—25) look very much like tides—
but they fail to persist and the similarity is
doubtlessly fictitious. During this period the
upper water became more and more mixed, the
shallow thermistor was destroyed, and electrical
tests indicated a gradual failure of insulation on
the deep thermistor. On March 12 a completely
new—and this time armored—cable was put int:

operation. T

The violent temperature oscillations of the
deep thermistor, starting on April 5 seem to be
related to an intense storm just north of the
island. During late April and May the growing
amplitude of fluctuation on the shallow element
appears to be associated with increasing vernal
heating and growth of the seasonal thermocline
(Figure 4), and gradually appears to be connected
with surface tides. By mid-July there can be no
doubt that the shallow temperature fluctuations
are tied in with the surface tides. The deep
thermistor appears to become more steady as the
seasonal thermocline forms above it. Perhaps
the seasonal thermocline shelters the main ther-
mocline in some way, from disturbances at the
surface—even hurricanes. Very remarkable long
period fluctuations in deep temperature are in-
dicated during the summer season, however, for
example during July the average deep temperature
dropped 1.5° C over a period of about three
weeks and then rose again.

The hurricane which passed to the SW of
Bermuda August 15th apparently caused the
major disturbance at the shallow thermistor on
August 16, without having any discernible effect
at the deep one. A weak hurricane was passing
to the east of Bermuda on August 31.

II1. Preliminary search for tidal and inertial
periods

A complete analysis of the large amount of data
represented by the temperature records obtained
off Bermuda is best carried out by cross-spectrum
analysis. Such an analysis has been performed on
the data obtained from November 1955 through
February 1956. Its results are discussed in
Section IV. But, since the records show some
intervals during which periodicities appear fairly
clearly it appeared worth while to make a simple
preliminary investigation of the material.

In this section the results will be described
which have been found in this manner. Attention
has mainly been paid to the time interval up to
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the summer of 1955 when most of the work was
done on which this section is based.

If the inspection of the temperature time graphs
indicated that during a certain time interval a
period or periods appeared in the data its sta-
tistical significance, and hence by inference its
physical reality, was studied on the basis of
periodogram analysis, harmonic analysis, and
expectancy test. For some time intervals the
tests for periodicities were made even though an
inspection of the curves did not show that the
periods to be looked for were present. This was
done in particular for the lunar semidiurnal tidal
period since it was thought that a demonstration
of the presence or absence of this, the tidal
period with the largest theoretical amplitude,
was of intrinsic interest.

The methods employed here in the investiga-
tion of periodicities are all standard statistical
procedures. They will therefore be described only
very briefly in order to demonstrate specifically
how they were used in this study. The tem-
peratures are given at intervals of one-half hour.
Since only periods of at least a few hours’ dura-
tion are to be investigated the data were first
smoothed by forming the means for each two-
hour period. Only in the analysis of the 500 m
records for the period 16—29 March 1955 such
a smoothing was not performed.

With a few exceptions to be noted below for
each selected record interval a periodogram
analysis was first performed to determine the

‘predominant amplitudes. Since no great ac-

curacy was required a simplified method of
periodogram analysis was used as a rule, as
described by WHITTAKER-ROBINSON (1944, p.
356). In this simplification one takes for a given
trial period the difference between the highest
and lowest value in the line of mean values and
plots this as abscissa.

After the predominant period or periods in
the selected record interval have been determined
the data were subjected to a harmonic analysis,
with the determined period or an integral multiple
of it as the analysis interval. Harmonic analysis
will, of course, always give an amplitude for an
assumed period even if the computation is based
on random numbers. It is therefore necessary to
ascertain how much larger the actually computed
amplitude is than an amplitude resulting from an
analysis of random numbers. This can be done
by the expectancy test. Let A; with the com-
ponents «; and b; denote the amplitudes by
harmonic analysis of the » individual periods.
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Then

ln
E2=—3 42
n® =1

the expectancy, is a measure of the amplitude of
the mean period which should be expected in

random data. Let A be the actual mean of the
amplitudes,

Al (2]

Then the probability p that
A =kE
is
p=e*

If p is small it can be concluded that the com-
puted mean amplitude is not likely to appear in

random data; in other words it is likely that A
is statistically and hence physically significant.

A difficulty in the application of the expectancy
test in the present study is that the investigated
time intervals are not selected arbitrarily, but
because they showed fairly well developed tem-
perature oscillations, This biased selection de-
creases the probability p, but it is impossible to
state to what extent p is affected by this selection.
It can only be said that with large p it is highly
probable that the data are randomly distributed,
and that the computed amplitudes are not signif-
icant. To be sure that a low value of p indicates
non-random data and significance of the amplitude
one would wish to find lower values of p than in
those cases when the data are not pre-selected.

In the following the analyses of the various
intervals will be discussed briefly.

a) 6—I18 January, 1955

During this time some pronounced oscillations
occurred at the 50 m and 500 m recorders. The

periodogram analysis for the 50 m record sug-
gested periods of 24 hours and 30 hours, for the
500 m level a period of 23 hours, close to the
inertia period. Accordingly expectancy tests were
performed for these periods, and also for a 12-
hour period because of its proximity to the
theoretically largest lunar tidal period. The
results are summarized in Table 1. An inspection
of the harmonic coefficients of the 24-hourly
oscillation at both levels for the individual days
shows a much greater regularity during the first
six days than later. Therefore, the expectancy
test was also applied separately to this time
interval, None of the computed probabilities is
small enough to state that the periods under con-
sideration are not statistical accidents, especially
in view of the manner in which this time interval
was selected for analysis. In particular the values
for the 12-hour period indicate that the 12-
hourly tidal period was not contained in the data.
Further, the harmonic coefficients for the 12-
hourly period, based on the temperature on the
individual days, which are not reproduced here
did not show the systematic phase change which
would be present if a lunar period of 12 hours
25 minutes existed. At 500 meters depth the lower
probability associated with the 23 hour period
favors an inertial oscillation over a diurnal tide,
at least during 6—11 January 1955, but the
statistical significance of this result remains in
doubt because of the selection of the data.

b) 16—29 March 1955; 1—29 June 1955

Although the time interval from 6—18 January
1955 did not show either the 12-hourly or 24-
hourly lunar tidal period it was thought that
statistically significant values for the amplitudes
of these two tidal oscillations might perhaps be
obtained if a longer series of data were chosen.
First, the temperatures registered at 500 meters
during the epoch from 16 March to 29 May,

Table I. Expectancy Test, 6—18 January 1955, 50 m and 500 m

50 meters 500 meters
Period

Ampl. Expect. Prob. Ampl. Expect. Prob.
30 hrs......... 0.26° C 0.15°C 0.05 — — —
24 hrs......... 0.15 0.13 0.33 0.13° C 0.10° C 0.18
12hrs......... 0.09 0.06 0.10 0.08 0.14 0.67
24 hrs.*....... 0.28* 0.16* 0.05* 0.23* 0.11* 0.013*
23 hrs.*....... 0.26* 0.17* 0.08* 0.22% 0.10* 0.009*

* First six days.
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1955 have been studied. This time interval was
chosen because about the middle of March 1955
a new and more satisfactory cable was installed.
The data were plotted on a time graph with solar
time as the abscissa. On this graph the upper lunar
transits (local lunar noon) were marked so that
the temperatures for each lunar hour could be
read off without difficulty. For this particular
computation no smoothing by averaging was per-
formed here. The data were then combined into
groups each of which consisted of four con-
secutive lunar days, in order to reduce the amount
of computational work. Altogether 17 such
groups were available; the period April 26—30
had to be omitted because of insufficient data.

The 17 four-day mean daily ranges were then
harmonically analyzed. The results of the ex-
pectancy test for the harmonics 1 and 2 are
shown in Table II.

In order to see whether a different result would
be obtained for another time interval an ex-
pectancy test for the two main lunar tidal periods
was also made for 1—19 June 1955, both for the
50 and 500-m depths. The difference between
lunar and solar time was allowed for by a
rearrangement of the solar hours in the com-
putation schedule. In order to reduce the
numerical work the data were averaged in groups
of four consecutive lunar days prior to the har-
monic analysis. The results are summarized in
Table III. Only the semidiurnal lunar period at
50 m can possibly be considered as appearing in
the temperature data. The amplitudes of the
diurnal lunar period at both depths and of the
semidiurnal lunar period at 500 m are not
statistically significant.

Table III. Expectancy tests for time interval 1—29
June 1955, 50 m and 500 m

Table II. Expectancy test for time interval 16 March . . Prob-
—29 May 1955, 500 meters Depth | Period length | Amplitude [Expectancy ability
Period length | Amplitude| Expectancy :;33; 50ml| 24 lun. hrs | 0.12°C |0.14° C 0.51
S0m| 12 lun. hrs | 0.28°C [0.13°C | 0.01
e o
24 lunar hours | 0.038°C| 0026°C | 0.0 | | 300m| 24 lun. hrs 02 s o8
12 lunar hours |0.034°C| 0.020°C | 0.27 mj 1< ‘un. frs |5 : -

The probabilities that the 24-hourly and
especially the 12-hourly amplitudes are due to
random data are large. Thus it must be concluded
that these two main lunar periods are not present
in these data. Because of the negative result for
the 500-m depth the temperature at the 50-m
depth has not been studied.

During this period the temperature at 500 m
depth showed some pronounced oscillations.
Therefore a simplified periodogram analysis was
performed beginning with a period of 10 hours
and extended in steps of two hours, to 42 hours
(Fig. 5). The periodogram shows a peak for a
period of 20 hours, and another one for 40 hours

100 1 1 1

@ QO
o O
I L

Fig. 5. Periodogram of tem-
perature records at 500m depth
off Bermuda, April 5—13,
1955.
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which is a reappearance of the maximum at 20
hours.

This 20-hour period is evidently not of tidal
origin. The inertia period at the latitude of Ber-
muda is 22.4 hours, considerably longer than 20
hours. A direct expectancy test showed further-
more that a period of 22 hours is not indicated
in the data (see Table IV below). Thus it must be
concluded that the 20-hour period has no con-
nection with the inertial period. It does not
appear fruitful at this time to speculate on the
physical origin of the 20-hour oscillation; it may
be that it is excited by the storm in the vicinity
of Bermuda at the beginning of the time interval
under investigation, and that the length of its
period is determined by the physical state of the
waters around Bermuda. But this is admittedly
pure speculation.

For the sake of completeness this same time
interval has also been searched for periods of
24 and 12 hours because these periods are very
close to the lunar tidal periods. The results
together with the relevant expectancy test data
for all the periods studied for this interval are
shown in Table IV. The probabilities that the
24-hour and especially the 12-hour oscillations as
expressed by their amplitudes are of real physical
significance are evidently very low. Since it is

Table IV. Expectancy test for time interval 5—13
April 1955, 500 meters

Period length | Amplitude Expectancy :brgitz;
20 hours ...| 0.31°C 0.13°C 0.003
22 hours ...| 0.09°C 0.12°C 0.613
24 hours ...| 0.16°C 0.12° C 0.14
12 hours...| 0.05°C 0.09° C 0.70

actually the lunar tidal periods which are in
general strongest and not the solar tidal periods
it might be thought that the test is not conclusive
since the analysis has been performed for solar
hours. It is possible to apply a correction for the
phase shift which arises if a set of data con-
taining the lunar period is analyzed according
to 24 solar hours. This has been done but the
resulting corrections do not alter the computed
probabilities significantly. Hence it appears that
the lunar periods are definitely not observable
during the time interval under investigation.
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d) 7—12 May and 3—7 June 1955, 500 m

These time intervals were investigated because
the temperature graphs showed some fairly
regular oscillations during these times. Periodo-
gram analyses extending from trial periods of 10
to 42 hours indicated peaks at 12 hours, 24 hours,
and 36 hours. The expectancy test was performed
only for the 12 and 24 hour periods because its
result showed immediately that the periodogram
peaks at 24 hours, and by inference those at
36 hours, are merely repetitions of the twelve-
hour peak. The results of Table V make it appear
possible that the 12-hourly periods are real, but
it must be remembered that the time intervals

Table V. Expectancy tests for time intervals 7—12
May and 3—7 June 1955, 500 m

Period . Expec- | Prob-

Epoch length Amplitude tancy | ability
7—12 May| 24 hours{ 0.03° C | 0.06° C| 0.80
12 hours| 0.14° C | 0.08° C| 0.035

3—7 June |24 hours| 0.07° C | 0.07°C| 0.32
12 hours| 0.23° C [0.12° C| 0.019

were chosen because they showed regular oscilla-
tions. While the analysis was carried out ac-
cording to solar time it is likely that the 12-
hourly periods discussed here are in reality lunar
12-hourly periods, since the lunar tidal force is
larger than the solar tidal force. If the lunar
tides were more strongly developed and not as
much disturbed by superimposed variations it
would be possible to differentiate between lunar
and solar tidal oscillations by studying the phase
shift of the harmonic constants as determined
for each day. But the superimposed noise makes
this procedure inapplicable.

In summary of the discussion in this section
it can be said that from time to time periodicities
appear in the record with periods whose lengths
are 30, 24, 23, 20, and 12 hours. The 24-hourly
and 12-hourly oscillations are presumably the
lunar tidal periods, the period of 23 hours may
be the inertial period (more accurately 22.4
hours at Bermuda). No explanation is offered
for the 30 and 20-hourly periods. None of these
periods can be regarded as definitely established,
except perhaps the 12-hourly lunar tidal period
at 50 m depth during June 1955 (Table III)
whose chance occurrence has a probability of
only one in one hundred. Other periods with
equally low or lower probability, 20 hours
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{Table 1IV), 23 hours (Table I) are not as signifi-
cant because they were found in pre-selected data.
Even the 12-hourly period is not always clearly
indicated in the data, as shown by the expectancy
tests. Physically, it would seem quite plausible
that even these periodicities for which causes are
known, such as the tidal and inertial periods,
are not always clearly shown in the observation
material because they may often be completely
obscured by other periodic and unperiodic
variations.

To make an over-all test concerning the reality
of various periodicities in the Bermuda data it is
oecessary to extend the analysis to a larger body
nf data. It becomes then desirable to compute
cross spectra using high-speed computers, This
part of the investigation will now be discussed.
The resulting gain of higher resolution and
statistical reliability is offset in part by the
implied assumption that many months of record
<can be treated as a ‘‘stationary time series”.

IV. Spectra of the records

A) THE METHOD

The method is essentially the one given by Tukey
(TukEy, 1949; Panorsky and McCorMmick, 1954).
From the cosine transform of the autocorrelations
one obtains the spectra S; and S; of the deep
and shallow temperature records. The cosine and
sine transforms of the cross-correlation are the
cospectrum C and quadrature spectrum Q.
From these we obtain the coherence Co and
phase @ between the two records according to

(0]
3 t = _c5
an

with @ taken between 0° and 180° for positive
Q, and bztween 180° and 360° for negative Q.
With this convention @ designates the phase

lead of shallow record with respect to the deep
one.

For each of the six analyses the four quantities
Sy, S5, Co? and @ are plotted without smoothing
against frequency in cycles per hour. The
highest frequency in Fig. 6 is 2.5 ¢.p.h., exactly
half the sampling frequency of 5 readings per
hour. The frequency range from 0 to 2.5 c.p.h.
is divided into m = 62 equal frequency intervals
Af=2.5/62 = 0432 c.p.h, (ses Table VI). Sy, S,
Co?% and @ are plotted for all but the first of
these intervals,

S;and S, are in units of °C?/c.p.h. This can be
interpreted as follows. The r.m.s. value of the
deep record A:1 is .25°C (Table VI); the
variance thus equals .0625 °C2, The plotted values
give the contribution towards this variance from
a unit frequency band (width 1 c.p.h.) centered
at the plotted frequency. The reliability of the
plotted values depends on the degrees of freedom,
y = (2 Njm) —1/,, where N is the total number
of values used in the analyses. Analyses A:1, A:2,
and A:3 are each based on 2,355 readings, thus
y = 75. The vertical arrows on Fig. 6 and 7
give the 95 per cent confidence limits. For 75
degrees of freedom these are 0.76 to 1.40; i.e.,
there is one chance in twenty that the correct
value be less than 0.76 or larger than 1.40 times
the computed value. The logarithmic plot enables
one to plot a single “confidence arrow” for all
values in an analysis.

The mean phase relation throughout the record
length is given by @ for each of the frequency
bands. Co? is a measure of the variability in &
at this frequency. If & were constant throughout
the analyzed record, then Co? = 1; if it were
randomly distributed, then Co? = @. Clearly the
reliability of the computed & depends on co-
herence. The 95 per cent confidence limits that
@ lies within the limits @ — A@ and O +AO
are as follows (from Goobman, 1957):

Table VI. Information concerning the two charts that were analyzed. Data extend from Nov. 1955 to Feb. 1956
E
Prefilter c ;1{1 °C N v
deep |sha110w

A:1 Nov. 9: 0800—Nov. 28:2200...| 12m H I12m .04032 25 A1 | 2355 75
A:2 Nov. 28: 2200—Dec. 18:1200...| 12m H [2m .04032 31 A5 | 2355 75
A:3 Dec. 18: 1200—Jan. 7:0200....] 12m H 12m .04032 .32 22 | 2355 75
B:1 Jan. 11: 1300—Feb. 2: 0700 ....| 12m H 12m 04032 | .25 .20 | 2610 | 84
A:4 Nov. 11: 0500—Jan. 5:0500....] 12m I, 48™ H 48m|.001008] .28 23 1650 | 53
B:2 Jan. 13: 1000—Jan. 31: 1000 ...| 12m I 48™ H 48™.01008 [ .29 .32 540 | 17
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Fig. 6. Four co- and quadrature spectra designated by A:1, A:2, A:3, B:1 in Table VI. The spectral densities at 500
meters (right scale) and 50 meters (left scale) are displaced relative to one another by a factor 10. The arrows indicate
the 95 per cent confidence limits. Approximate confidence limits on the coherence Co? between the records are given
by the horizontal lines. Evidently there is no significant coherence, and accordingly the phase relation ® between the
records is not significant.
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Fig. 7. Similar to Figure 6 except for a lower frequency range.

Table VII. Values of A48 for stated coherence Co® gre significant, and only for those can a mea-
and degrees of freedom ningful phase relation be inferred.

” The procedure adopted was as follows. Record

84 5 53 17 A was read every 12 minutes to the nearest 0.01

= = = = chart-inch (0.005° C); each reading is in doubt

S04 167 177 20° 40° | o omething like (02 chart inches (,01° C).

25 28 30 37 —_ The data were put on punchcards and a numerical

high-pass filter applies (designated by 12mH 12m

The corresponding limits on Co? are roughly in Table VI). In this way long-term temperature

4/, so that only the largest values of coherence  drifts are suppressed without appreciably affect-

Co?
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ing the frequencies here under consideration.
If the high-pass filtering were not done, then the
spectrum would be seriously contaminated by
the relatively high “energy” associated with this
drift. Fifteen hours of record are lost at each
end by virtue of the high-pass filtering. The
remaining portion was split up into three equal
lengths as shown in Table VI, and the spectrum
analysis performed. Prefiltering was done on an
IBM 650 computer, the spectrum on a Re-
mington Rand 1103 computer.

In addition, the complete record was analyzed
in another way in order to improve the resolu-
tion at low frequencies (Table VI, A:4). By a
suitable set of weighting functions the high-
frequency wiggles were reduced, and the smooth-
ed record tabulated at an interval of 487, four
times that of the original record. This low-pass
filtering was again performed on an IBM 650
computer. The 48™ readings were then high-
passed and analyzed as before. The prefiltering
is designated by 12mI, 48™H 48™ in Table VI.
The result is that the smoothed spectra (Fig. 7)
extend only over one-fourth the frequency range
as compared to the original spectra (Fig. 6),
from 0 to 0.625 c.p.h. instead of 0 to 2.5 c.p.h.
The reduced frequency range is again divided
into 62 intervals, and in this way the frequency
resolution is quadrupled. The improved resolu-
tion is at the expense of reliability. In the case of
record A, the reduction in » is moderate, from
75 to 53, because A: 4 is based on roughly three
times the length of records as the other analysis.
In the case of B the length of record was too
short for subdivision, and the reduction in » is
severe, from 84 in B: 1 to 17 in B: 2. (Note the
uncertainty arrows in Fig. 7.)

In any analyses based on observations at
discrete intervals, the “aliasing problem” is severe
(TukEeY, 1949): frequencies in the vicinity of the
sampling frequency appear in the alias of a low
frequency. Thus for reading every 12 a 13m
wave would have the appearance of 13™x 12m =
= 156™ wave. The problem is particularly acute
when going from the 12m readings to the 48m
reading, and the low-pass filter is designed to
alleviate the difficulty. First order corrections
for aliasing were made for A:4 and B: 2, and
the final results were corrected for slight modi-
fications due to filtering. The procedures are
cumbersome and dull. A full discussion isin prep-
aration (MUNK, SNODGRAss, and TUCKER, in
press).

B) THE RESULTS

1. The high frequency cut-off

For frequencies in excess of 0.75 c.p.h. all spectra
drop towards high frequency by something like:
10 db per octave, that is, somewhat more sharply
than f—3, The computed cut-off is actually
weaker than the true cut-off for a number of
reasons: (1) In any steep spectrum the calcula-
tion leads to a diffusion of spectral energy from
the high to the low regions. (2) More important,,
random errors in chart reading introduce a
white noise which materially boosts the high
frequency values. Suppose the rms error is .02
chart inches = .01 °C. The error variance is then
10~4 °C2, and if this is uniformly distributed
across the entire range of frequencies, from O
to 2.5 c.p.h., the resulting spectral density is
104/2.5 = 4 x 1075 °C?/c.p.h. This is roughly the
value reached at the high frequency and by the
shallow spectra. The deep spectra at the high
frequency end are ten times higher and may
be real. A reliable determination of the spectra
for f> 2 c.p.h. would require some elaborationin
the recording scheme.

In all events the monotonic high-frequency
cut-off is a real feature and needs to be ex-
plained. For each of the four spectra the trends
are reproducible within the limits of statistical
uncertainty. Actual values may vary from record
to record by a factor three. B: 1 record has the
lowest densities of the deep spectra and the
highest of the shallow spectra. A noteworthy
feature is that the deep spectrum is ten times the
shallow spectrum.

In a general way this can be accounted for in
terms of the stability of the water column. A
thorough analysis of the internal wave motions
possible in the waters around Bermuda does not
seem warranted by the available data. But certain
conclusions can be drawn by means of the
Viisdld (or Brunt) frequency,

1, /g dp

27V g dz

Fig. 8 shows N(z) for winter conditions in 1955.
A maximum N, = 5.6 c.p.h. at 200 meters is
associated with the seasonal thermocline, a
second, weaker maximum at 850 m with the
permanent thermocline. N; and N; are local
values of the frequency at the depths of the shal-
low and deep instruments, respectively. At any
depth we should expect no frequencies larger
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than N,,; a greatly reduced spectral density for
frequencies larger than the local Viisili fre-
quency, and a relatively large spectral density
for frequencies less than the local Viisild fre-
quency. An extrapolation of the computed curves
bears out the first prediction of no significant
spectral density at 5.6 c.p.h.; the second pre-
diction might account for the relative absence of
high frequencies in the shallow record. The
spectral densities at the local Viisdld frequencies
is 1073 °C?/c.p.h. for both the deep and shallow
records.

This geometric argument has been developed

TEMPERATURE

quency range is there a significant coherence,
and it is significant that this should be so.2

ii. The 0.5 c.p.h. plateau

All four deep records show a weak maximum
(or at least a plateaun) of spectral density between
0.4 and 0.6 c.p.h. There is no corresponding
feature on the shallow records. The feature can
be seen on both the low and high-frequency
spectra, and there can be no reasonable doubt
of its reality. The surprisingly low frequency
involved, 1 cycle in two hours, is an embarrassing
aspect of the situation. Nowhere beneath the

°c N CYCLES PER HOUR

20 ] Ny 2 3 4 5

Q 10
T

s

Fig. 8. The Viisila (or Brunt) fre- 1000

quency 27 (g™ do/dz)"* on De-
cember 12, 1955. The upper maxi-
mum (Nm=5.6 c.p.h.)is associated
with the seasonal thermocline; the
lower, weaker maximum with the
permanent thermocline; Ns and
Ng are the local values of this
frequency at the depths of the

1500

|
26

1800 |

I
] ¥ T T T T T
\ ! =

-

12 DEC 55

% 27 T

1
shallow and deep recorders, re- 5 36

spectively.

by Eckart (personal communication) and will be
discussed in detail in his forthcoming book.!
It would be out of place to reproduce the argu-
ment here. There is, however, some doubt con-
cerning the applicability of the argument to a
situation as complex as the one found at Ber-
muda, with two maxima of N. Judging by the
three-layer case, one expects the oscillations at
the two thermoclines to be only weakly coupled,
with the shallow instrument responding largely
to modes associated with the seasonal thermo-
clines, and the deep instrument to modes as-
sociated with the permanent thermocline. This
situation could account for the virtual absence
of coherence between the records. At no fre-

! The earliest discussion of the cut-off frequency (a
far as we know) has been given by GROEN (1948).

SALINITY %0

seasonal thermocline does the Viisdld frequency
reach such low values, except depths below
2,000 m. Could it be that the Viisild frequency
associated with the deeper half of the ocean
contributes appreciably to the thermal unrest in
the permanent thermocline?

iii. The lunar tide

Both spectra show a peak for both the shallow
and deep records at the frequency of the principal
lunar tide (see Fig. 7). For the deep spectrum
the area under the peak corresponds to roughly

2 Widely separated low-frequency surface wave records
have yielded coherences up to Co?*= 0.9 (MUNK, SNOD-
GRass and TUCKER, in press). Two components of currents
as determined by a long GEK series taken by J. Reid
also had coherences up to 0.9.
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.004 °C? above background, somewhat more for
the shallow spectrum. The corresponding ampli-

tude is /.008 a 0.1 °C, or 10 meters of vertical
displacement. The internal tide contributes only
a small fraction of the energy in the band centered
at .008 c.p.h., and for that reason the coherence
must remain low; still a coherent harmonic
embedded in an incoherent noise could have
been expected to give some enhancement in Co?
at this frequency. The fact that it is not so
indicates that the relative phase of the two
instruments for the 12.4h internal tides does not
remain fixed!

With regard to the possible existence of dis-
crete tidal modes, the present method of ana-
lyzing into relatively wide frequency bands
cannot compete with the resolution obtained by
Fourier Series methods employed in earlier parts
of this paper.

iv. Diurnal oscillation

A significant peak in spectral density for the
two shallow records at .04—.05 c.p.h. can be
ascribed to either a 24.0h tide or a 22.4" inertial
oscillation.

Whether or not this is due largely to internal
tides could be decided by the use of the ex-

pectancy test. If the peak is due chiefly to inertial
motion which decays in, say, tenperiods, then
the resolution by the present method is adequate.

Remarks

The authors have tacitly assumed an explanation
in terms of internal waves rather than drifting
convection cells. To settle this point decisively
the cross-spectrum of two records at 500 m
depth would be required.
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On the Vertically Integrated Mass Transport
in the Oceans

By PIERRE WELANDER

International Meteorological Institute in Stockholm

Abstract

A computation is made of the Sverdrup transport in the oceans between 50° N and 35° S using
the annual mean wind-stress field given by Scripps Institution of Oceanography and by Hidaka.
It is pointed out that the Sverdrup model calls for the existence not only of boundary currents
at the western edges but also of a system of free “jets’’. One may thus expect an essential
non-Sverdrup transport even in the open parts of the oceans. For further use a more general
transport equation is derived. This equation does not only include the lateral friction but also
the effects of time-variation, noncompensation of the horizontal pressure gradient and Ek-

man bottom friction.

1. The Sverdrup transport

For the mass transport in a stratified ocean,
integrated from the surface to the bottom,
SVERDRUP (1947) derived the simple equation

ﬂ%=curl T 1

Here x and y are quasi-cartesian coordinates in
the eastern and northern directions, respectively,
B is the y-derivative of the Coriolis parameter,
Tty Ity

Ix Iy’
components of the wind-stress at the sea surface.
y is the mass transport stream-functionincreasing
to the right of the transport direction. The equa-
tion can be derived from the equations of motion,
the hydrostatic equation and the equation of
continuity, provided the following assumptions
are made:

and curl ¥ = where 77, 7} are the

1. the motion is steady,

2. the mass transport is divergence-free (evap-
oration-precipitation neglected),

3. the lateral friction and the non-linear accelera-
tions are neglected,

4. the horizontal pressure gradients due to sur-
face slope and density stratification compensate
at great depths.
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Equation (1) was applied by SVERDRUP (1947)
to account for the equatorial transports in east-
ern Pacific, and at least qualitative agreement
was obtained. Sverdrup started the integration
of the equation at the eastern boundary, where
the normal transport was put equal to zero.
Munk (1950) computed the transport in a closed
rectangular ocean basin using the same model
with addition of lateral friction. The friction
term allowed him to satisfy the condition of
zero normal transport also at the western
boundary. Munk was able to show that the
Sverdrup equation was a good approximation
except near the western boundary where a narrow,
frictionally driven boundary current appeared.
This was another demonstration of the west-
ward intensification due to the p-term which
had been predicted earlier by SToMMEL (1948).
Further studies of the nature of the boundary
current were carried out by CHARNEY (1955) and
MOoORGAN (1956) introducing non-linear acceler-
ation terms instead of lateral friction.

It would certainly be of interest to extend the
previous transport computations to the total
water globe, introducing the realistic shape of the
boundaries. In principle such models as are used
by Stommel, Munk and Charney could be inte-
grated numerically over an ocean basin of com-
plicated form, using a relaxation technique. Such
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Plate I. The Sverdrup transport and the boundary currents in the oceans corresponding to the annual mean wind
stress field. The figures give the transport in million m3®-* in different parts of the boundary currents. The
wind stress field has been computed by Scripps Institution of Oceanography (1948) and by Hipaka (1958).

computations would, however, become quite
tedious. Probably one could get a fairly good
picture of the main circulation simply by ap-
plying the Sverdrup equation to the entire basin
and then add at the western boundaries narrow
currents that balance the total meridional Sverd-
rup transport. The transport in the boundary
currents predicted by this model is not likely to
differ much from the value given by the more
complicated models. Of course, nothing can be
said about the details of the boundary currents.

As a first step towards such a global mapping
a computation of the Sverdrup transport between
50°N and 40° S has been carried out, using meri-
dional and zonal wind stress data published by
Scripps Institution of Oceanography (1948) and by
Hipaxka (1958). These data are based on the Pilot
Chart of wind roses for 5° squares of the U.S.
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Hydographic Office. The resulting transport is
seen in Plate I. The values of the transport in
the boundary currents are also indicated.

A characteristic feature of the map is that the
boundary currents on the northern and the
southern hemispheres have comparable transports.
This seems to contradict earlier observations,
according to which the boundary currents of the
northern hemisphere are essentially stronger than
those of the southern hemisphere. These measure-
ments included, however, only the uppermost layer
of the ocean. More recent measurements revealing
the existence of “‘under-currents’. at the western
boundaries seem to change the actual transport
values in a direction which gives an improved
agreement with the computed Sverdrup transport.

Another feature in the map which deserves
special attention is the zonal jets that seem to form
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in the southern Atlantic and Indian Oceans.
The cxplanation of these jets is as follows. In a
closed basin the boundary current will vanish both
at the northern and the southern ends of the basin,
and a continuous Sverdrup regime can persist
in the interior region (Fig. 1A). In the semi-

A

Fig. 1. The meridional Sverdrup transport and the bound-
ary current A) in a closed basin, B) in a semiclosed basin.

Fig. 2. The system of boundary currents and free jets
implied by the Sverdrup model.

closed ocean basins we have in reality, the
situation is complicated by the fact that the total
Sverdrup transport into the basin does not
generally vanish. This transport calls for a com-
pensating boundary current at the end point of
the western boundary (Fig. 1B). Since eastern
boundary currents are excluded and since the
meridional transport is already fixed by the
wind-stress curl, this water can only proceed outin
the open sea in the form of a zonal jet, ending
at another boundary current!. If the total water
globe is considered one would accordingly find,
in the Sverdrup model, a system of boundary
currents and free sharp jets of the form schemati-
cally indicated in Fig. 2. In the figure is also
indicated the Antarctic circumpolar current, the
transport of which cannot be determined by
help of the Sverdrup theory (see Munk and
PAaLMEN 1950).

Contrasting the above picture with the observed
ocean transport we know that the boundary cur-
rents and the circumpolar current certainly are
there, while no sharp jets are known to exist at
35°S and 45°S in the Atlantic and Indian
Oceans. This must mean that the boundary cur-
rents that reach the southern tips of Africa and
Australia spread into the open sea by help of
some other mechanism and join a large-scale non-
Sverdrup circulation. This circulation should
involve quite large transports, certainly com-
parable to the pure Sverdrup transports. Thus,
the Sverdrup model does not perhaps apply so
well to the open sea as has been assumed earlier.

! The existence of such jets in the Sverdrup regime
has recently been confirmed by experiments carried

out at the Woods Hole Oceanographic Institute (pri-
vate communication).
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There are also other arguments that points in
the same direction. If one considers the actual
wind-stress field this will vary in time. The
response of the pure Sverdrup model to these
variations is quite rapid. If one includes thelocal
time derivatives in the equations of motion and
still considers the mass transport to be approxi-
mately divergence-free, Sverdrup’s equation is
changed into the form

(%( v2y) + ,Biifc=curl T 2)
where
e P 2
Ix%  Jy?

Assuming a horizontal scale of the motion of
the order L, the time of response will be of

1
the order ﬁ For scales of the order of a few

thousands of km the response time would be
of the order of one or a few days. Thus, if the
Sverdrup model is a good approximation the
transport would follow, say, the annual varia-
tion of the wind-stress very well. A computation
of the theoretical variation in the transport
between the months January and July has now
been made, using zonal wind-stress data given
by PriesTLEY (1951). The resulting mean-
square variation in the transport is, in the
open sea, about 10 million m3 s~!, and the
variation in the boundary currents is even
larger. Such a large variation is certainly not
observed in the real oceans, and the reason for
this seems also to be clear. In Sverdrup’s model
it is assumed that the sea surface slope and the
density field compensate so as to give a negligible
horizontal pressure gradient at great depths.
When the wind-stress varies the surface slope
may follow quite quickly, while the rearrange-
ment of the density field needed to compensate
the surface slope will develop more slowly. In
fact, if this rearrangement involves an appreci-
able advection of the density field a response
time of several years seems not to be unlikely.
One may thus expect that the assumption of
compensation at great depths is not very well
fulfilled at each moment, and that noticeable
velocities may occur near the bottom.

2. A generalized transport equation

The previous discussion has raised the question
of the importance of the non-Sverdrup terms
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in the open sea. The effects of such terms as
the lateral friction and the non-linear acce-
lerations have been discussed by earlier inves-
tigators and have been found to be important
for the understanding of the detailed structure
of the boundary currents. In the open sea it
seems, however, more likely that the incomplete
compensation at great depths is the most im-
portant effect to be added to the Sverdrup mo-
del. Such an incomplete compensation will mani-
fest itself in two ways. Firstly, the velocities set
up at the bottom will create a bottom stress
that should be subtracted from the wind-stress in
equation (1). Secondly, if there exists a bottom
slope, the vertically integrated horizontal pres-
sure gradient is not curl-free, and an extra pres-
sure term appears in the Sverdrup equation. Some
discussion of the effect of a sloping bottom in a
baroclinic ocean has been given by NEUMANN
(1955) and HaNnsenN (1958). Hansen has also
discussed the effect of friction, but his frictional
law (bottom stress + integrated lateral friction
proportional to the transport vector) may not
be sufficiently realistic. In the present section
a more general derivation of the mass transport
equation will be given which includes-all linear
effects: local acceleration, lateral friction, Ekman
bottom stress, the curl of the integrated horizontal
pressure gradient and also the divergence in the
mass transport due to evaporation-precipitation.
Non-linear terms are not included. These terms
require a specification of the whole three-dimen-
sional velocity field and cannot be simply ex-
pressed in the mass transport stream function.
Some simplifications that should not be very
critical are introduced in the course of the deriva-
tion. The transport is assumed to be almost
divergence-free so that it could still be represented
well enough by a stream function, except in the
divergence-terms. The mass transport due to
changes in the sea surface elevation is neglected
everywhere. This will exclude certain types of
wave-motions but it is hoped that it will not
affect critically the large-scale adjustment pro-
cesses in the open sea that is of interest to us.

We start out from the following equations of
motion

Ju Jap . J%u
= - & A4.2°

0 T Sov 9x+AHv u+ o 3)
v Ip . I?v
i - +4,—

0 at+fgu £)y+AHV v on 4)
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the hydrostatic equation

)
0= - J—"’ — g0 (5)
and the continuity equation
7
XL )2 @) @)=0  (©)

Here p is the pressure, o the density, g the ac-
celeration of gravity, and Ay, A, the coefficients
of lateral and vertical viscosity, respectively. Ay
and A, are considered as constants. We integrate
these equations from the bottom (z = -  [x, y])
to the surface (z = ¢ [x,y, t]). z=0 is the un-

. I J
disturbed sea-surface. We replace p 7—” by — (Qu)

Ay
etc., Ay v2uby —= v2(gu) = Ay v2(ou)etc. where

o is a mean density, which simplifications are
permitted in view of the restriction to linear
terms. We further neglect the lateral friction in
the layer from z =0 to z = ¢, and we also
neglect the effect of atmospheric pressure. Equ-
ations (3) and (4) non takes the form

? J oh
z _ - _2 a T
ath fMy (,)x‘/‘pd2+ [)Xp_h'i'AHV Mx
h
(h
_AH{ [ (¢ )] 7y[z)y(0u)] 0
oh
b o) 2 2 (o) + 2 (o) )
+txw_(‘rr—h (7)

2M+fM ?

h
, = — — pdz+‘—7—pV,, + Ay VM,
ot f7y dy '

- au{3t| 2 (e)] 9[1 @)

dh I
2 R _
+ v2h(gv) -4 +(7xax(9")—h+ (y(@v)—h}+
+ 7" — (V) ®

where we have introduced the components of the
mass transport

= f pudz
oy

)

M, =

»\m

ovdz
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The terms in the brackets of the above transport
equations give the effects of lateral viscosity
and non-compensation in a product form. If
we agree to consider our theory as one giving
the first order correction to Sverdrup’s model
it may be justified to neglect these. Taking

J J
~Z of (7) and Zoof (8) and adding gives
(7_)’ Ix

M, IM,\ _.[IM, M, _
m( ox ()y’> +1<W+ 9y>+ﬂM
oM, JM,
= — roge (22
Jhp-p)+Agv <9x ,7y >+

+ curl v — curl (7) -4

(10)

where J denotes the Jacobian with respect to
x, ¥. The vertically integrated continuity equa-
tion may be written, in the linear approximation,

oM, + oM,
Jx Jy

——g——P (11)

where P is the vertical mass flux due to evapora-
tion minus precipitation. Here we introduce the
. . . . dt . .

simplifications mentioned of earlier: 7 is being

neglected and P is considered only in terms pro-
portional to the divergence. Introducing the mass

p

transport stream function through M, = —%,
Iy . .

My=(7_x equation (10) can now be written

a Iy
o2 DY A gy —
Jt(v 1#)+/3{7x An Viy

=fP—-J(hp_p)+curlz”—curl (7)., (12)
It remains to express J(p_j, h) and curl (7)_,
in terms of v and the density distribution. The

hydrostatic equation gives after a vertical integra-
tion

P=g'é(5—2)+gf0@'dz (13)

where o' denotes the deviation of ¢ from its
mean value. The contribution of ¢’ in the layer
from z=0 to z={ is neglected. One finds

J(h,p_p)=20J(h,0) +8J(h, Q) (14)

where

0
0= [odz
~h



P. WELANDER

The stress components (t,)., and (t,)_p are
determined by the relations
d d
(Tx) n=-D __P + _17 ]
Ix/ _ h 9)’ -h (1 5)
- [ op
w=-D| -{= =
() - [ <9x> . ((7)’) —h]

where D = \/— is — tlmes the Ekman depth

of frictional influence (EKMAN, 1905). D is con-
sidered to be a constant. The above relations
hold well when the variation of the pressure
gradient over the Ekman depth is small and
there is no direct contribution from the surface
stress. With these values one finds

_ 9 (@ 2 (o
curl (t).,=D {j); <(7x>_h +(7y <(7y>-h
() -2(2) -
Iy\Ix/) _4 %y }—
an 29, - @y—@}
{szc.,.( -+ 9y> <9x (7y>
(16)

where
/ — dz etc.

Values of g—i and % in terms y and ¢’ may be

obtained from the vertically integrated equations

of motions (7, 8), after introducing (13) and (15).
Inserting the values of 9_&' and Q—C in the ex-

Ix Ay

pressions for J (4, p_;) and curl (z)_; (14) and

(16) and introducing the stream function

everywhere, equation (12), after complicated re-

ductions, takes on the form

P) Now
2 _ —_— — 4
(V alﬂx 2c7y>2t Ay vip +
, a a D
+ [AH(ala—x‘f'dzb;) +Zf] VZ’I'U‘}‘

d DI J d
[# (53 5) (g 5) )

= Fev. + Fwind + Fdens.

(17)

with

D
Fyind = o377 — 04T — % div* + curl %

Fyens. =¢ { - o‘2éx - “1§y + asax +

(18)
— d
+oc4Qy+( 5 9% a69y>Q+
0. 30, 30, 30
+D< Ix +(7x 9y>+

‘)Q" 20,
( ox " 9y>} J

and
_1_[ 1+ @_22 ﬂl]
A=y h)ox~ “H Jy
_il: 142 9_’1+29ﬂ’]
2=y h)ay  “hox
_D (o o
%= \ox oy
_D (7h+(7h
%= dx Iy
ook
%s Iy 8 IOx
. = 090
Finally, O, = f f - (dz)2 etc. In the derivation

—h z
it has been assumed that D <€ h, so that terms

D 2
of the order (Z) and higher can be neglected.

The present equation includes such effects as are
caused by non-compensation, by a variable depth
and by the local time-variation. To get an idea
about the relative importance of these different
effects one cannot, however, rely upon a direct
estimate of the order of magnitude of the different
terms. As example, one cannot merely from
the fact that the terms fx; and fx, are of the
order of magnitude of f conclude that bottom
slope is as important a factor as the S-effect.
Obviously the role of the bottom slope is coupled
to the question of the compensation: if the
compensation is perfect the bottom slope will
not enter the problem at all, meaning that in
this case the slope-terms in the left hand side of
the equation are balanced by corresponding
terms in Fyeps.
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The difficulty to discuss the significance of the
different terms in (17) is primarily due to the
fact that this equation only gives part of the
theoretical solution, relating the transport to the
wind-stress, the evaporation-precipitation, and
the density field. The density field is, however,
no forcing function given from outside in the
same way as wind and evaporation-precipitation,
but is related to the velocity field by an equa-
tion expressing the balance of density advec-
tion and diffusion.

The complete theoretical model will, be very
difficult to handle mathematically, due to the
occurrence of non-linear advection terms. For the

present one can only try to test equation (17) by
introducing the measured density field. Provided
the density data are good enough such an in-
vestigation is, however, likely to throw some
further light on the equation of the validity of
the Sverdrup equation and the importance of
the new effects mentioned of.

The auther finally wants to thank Professor
Hansen at the University of Hamburg who gave
the impulse to the investigation of Sect. 2. This
part of the work should be considered as a dir-
ect extension of an earlier work by Professor
Hansen, that is also published in this volume.
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Zusammenfassung

Der Zusammenhang zwischen Geschwindigkeit und Druck als Unbekannten und dem Wind- und
Massenfeld als gegebenen Grossen im Ozean wird dargestellt und in speziellen Fillen die
Gestalt der Meeresoberfliche als Funktion der Dichteverteilung angegeben. Dabei ist es nicht
notwendig, wie etwa beim dynamischen Verfahren, eine Null- oder Bezugsfliche einzufiihren.
Beispiele erldutern diese funktionalen Beziehnungen und zeigen den Einfluss verschiedener
Parameter auf die Ausbildung der Stromgeschwindigkeit.

L. Einleitung

Die vorhandenen Beobachtungen der Stromge-
schwindigkeiten reichen bei weitem nicht aus,
um Karten der Meeresstromungen im offenen
Ozean zu entwerfen, so wie es etwa im wesentlich
einfacheren Fall der Gezeiten- und Gezeiten-
strome in der Nordsee geschehen ist. (HANSEN
1952.) Deshalb ist die Ozeanographie bei der
Erforschung der Meeresstromungen auf hydro-
dynamische Methoden angewiesen. Eine be-
sondere Rolle spielt das dynamische Verfahren,
das auf Bjerknes, Sandstrém und Helland-Hansen
zuriickgeht und von Defant auf den gesamten
Atlantischen Ozean angewendet worden ist. Der
grosse Vorteil dieser Methode liegt in der ein-
fachen Handhabung, ist aber mit dem Nachteil
verkniipft, dass die Gestalt der Meeresoberfliche
und die Geschwindigkeit durch die bekannte
Dichteverteilung allein nicht eindeutig bestimmt
sind.

Die im folgenden abgeleitete Theorie, die an
Hand sehr einfacher Beispiele erldutert wird,
vermeidet diese Schwierigkeiten.

II. Die hydrodynamischen Grundlagen

Die hydrodynamischen Gleichungen werden in
der folgenden Form verwendet:

%u 1 Jp
— vl _ 4 %oy,
fv Vo Au+02x
v 1dp
—y—-AAdv+— - =0,
Ju o v+gi)y

l(lp__ &l+&+‘zﬁ_o
0o T oxTyToT
72 o2
=+ 2 1
4 z7x2+(7y2 1

Es sind: x, y, z Koordinaten in Ost-, Nord- und
Vertikalrichtung, f Coriolisfaktor, 4, v virtuelle
Viskositiatszahlen (horizontal, vertikal), g Schwe-
rebeschleunigung, p = p(x, y) die Dichte (be-
kannt aus Beobachtungen). Ausserdem werden
verwendet:

v
Yy —= T(X), P-— = -[(}').
Jz Jz

als Komponenten des Schubes. Die ungestorte
Oberfliche des Meeres liegt bei z = 0, die Ab-
weichung davon wird durch z = { (Wasserstand)
und der Meeresboden durch z = — & beschrieben.
Die Gesamttiefe ist H = kA+{. Funktionswerte
an der Oberfliche werden durch den Index ob,
am Boden durch den Index B gekennzeichnet.

Unbekannt sind die Komponenten der Strom-
geschwindigkeit u#, v, w und der Druck p. Diese
Funktionen sind durch das Gleichungssystem (1)
erst dann eindeutig bestimmt, wenn fiir sie eine
Anzahl von Randbedingungen vorgeschrieben
werden. So muss am Meeresboden und an der
Kiiste die Normalkomponente der Geschwindig-

keit Null sein. An der Meeresoberfliche sind
T(;;,) und 'rf,‘}',) durch den Stress des Windes ge-

geben.
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Durch Integration vom Meeresboden z = — A
bis zur Oberfiiche z = { kann aus der Kontinui-
tiatsgleichung w eliminiert und unter Beriick-
sichtigung der Randbedingungen eine Strom-
funktion ¢ mit

-

4 4
)
fud.?: %,fvdz= —ﬁ
Iy Jx
—h —1

in die gleichfalls integrierten Bewegungsglei-
chungen — nach Vernachlidssigung von Termen,
die bei der Vertauschung von Integration und
Differentiation entstehen und von hoherer Ord-
nung klein werden — eingesetzt werden:

f d) + 7 (X) AA’7¢ (7p (.x)
Q (7Y Tob»

((ﬁ (v)_i_AA(’)qS /1 ‘7p (v) )

Dieses Gleichungssystem verkniipft die Strom-
funktion ¢ und den Wasserstand { mit der Mas-
senverteilung und den tangentialen Schubkriften.
Wegen der komplizierten Form — { tritt implicit
auf — sollen das System (2) zunidchst etwas
spezialisiert und dann einige einfache Fille
diskutiert werden.

II1. Die Ermittlung des Wasserstandes aus dem
Dichtefeld

Zunichst werden die von der Reibung herriihren-
den Terme in den Gleichungen proportional den
Komponenten des Transportes und umgekehrt
proportional der Wassertiefe gesetzt, Reibungs-
koeffizient r:

I r Z)(ﬁ
(x) AL
75 — A4 dy h+C oy
P r o d¢
AL = e

Eine weitere Vereinfachung wird erzielt, wenn
angenommen wird, dass die Dichte ¢ nur von
x, y, aber nicht von der Tiefe z abhdngt, dann

4
. ap s C+h do
1wt [
glt‘/‘g(7 dz = g(h+{)<x 2@ 9>und

Entsprechendes fiir die y-Komponente des
Druckgradienten. Wird weiterhin {iberall zwecks
Linearisierung { gegen h vernachlissigt, dann
folgt an Stelle von (2) das System

razﬁ

f o 9
]9 “a —

Kdc Tmedy " ax 7z (089 =Tap
rob fop 2 gh 2 o
_roe -2 (log o) = 3
#aox hay T80yt 7 5180w O

Hier lisst sich { eliminieren durch kreuzweise
Differentiation, mit den Abkiirzungen

: <r<x>> ) <T$;;,>>
“w\h) ox\h )
F 4 ()/’I (7
=°(Z. 2
o 2<9x U8
folgt:

ag+ 22 ()*;fy(f)]"“
2B 2o

Die Stromfunktion ¢ ist in jedem Meeresgebiet
eindeutig bestimmt, wenn ¢ auf dem Rande
dieses Gebietes bekannt ist. Speziell wird lidngs
einer Kiiste ¢ = 0.

T oh 9
—— . —(log
o)~ 5, 5y (os 9)>

Ist nun die rechte Seite der Gleichung (4)
Null, — das ist der Fall, wenn der Wind Null,
die Tiefe konstant oder die Dichte homogen
sind — dann folgt aus der Randbedingung, dass
@ = 0. Im gesamten Meeresgebiet verschwindet
die Stromfunktion. Dieser Schluss kann aber nur
gezogen werden, wenn die Reibungszahl r nicht
Null ist — damit keine Singularitaten auftreten,
muss immer A > ¢ >0 sein. Fir r = 0 wird die
Differentialgleichung (4) von der ersten Ordnung
und die Randbedingungen konnen nicht mehr
erfiillt werden. Das Problem ist dann nach
CourANT (1937) nicht mehr sachgemadss. So ist
in einem geschlossenen Meeresgebiet zu fordern,
dass die Stromung parallel der Kiiste erfolgt und
die Normalkomponente dort verschwindet. Wird
aber in (4) r = O gesetzt, so kann diese Rand-
bedingung allgemein nicht erfiillt werden. Diesem
prinzipiellen Mangel unterliegt auch das dyna-
mische Verfahren, das unter der Voraussetzung
abgeleitet ist, dass die Reibung verschwindet. Die
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Reibung mag noch so klein sein, immer ldsst
sich die Gleichung (4) eindeutig 16sen, sie darf
nur nicht Null werden.

Es wird gesetzt: ¢ = p+p

dabei ist ¢ die vom Wind-, y die vom Massenfeld
herrithrende Stromfunktion. Separation fiihrt zu
den Gleichungen

p[d (1 J f:|
Ap+ 9x[9x< >+c7y< > hex
[ d (f _h?
+= o I:()y (h2> - (r_h>:|h2 =—F O]

1\ 2 (f\1,,
() + 5 (&) e+
NN A TAY s
T —<hz)‘,-)7<,-7,>]"2 e

Ist am Rande ¢ = ¢ =y = 0, dann konnen
hieraus die vom Windschub herriihrende Strom-
funktion @ und die vom Massenfeld stammende
Stromfunktion y eindeutig bestimmt werden.

@ und v sind nur dann im Innern des Meeres-
gebietes von Null verschieden, wenn F, G =+ 0.
Sind dagegen F, G = 0, dann auch ¢, p=0.
Ist speziell 9y =0, dann folgt aus den (3) ent-
sprechenden Gleichungen

und

[ d

adxX

I ha Dg ho
=0, 2 +55-(lo
Fot35, (0s0) "l (ge) 0.
und wegen G = 0 ist auch
oh 09
—. (1l 1 0.
Py (,y(og 0 - 9 9 (oge)

Die letzte Gleichung besagt entweder, die
Tiefe A ist konstant oder eine Funktion der orts-
verdnderlichen Dichte o namlich 4 =k (logg).
Fiir konstante Tiefe & =h, wird

{=- %log i
und fiir & (log o) folgt:
Qh

Qo

Die willkiirlichen Konstanten sind so gewihlt,
dass { in dem durch den Index 0 gekennzeich-
neten Punkt Null ist.

Damit ist die Gestalt der Meeresoberfliche aus
dem Massenaufbau und der Tiefe bestimmt. Im
Gegensatz zum dynamischen Verfahren ist bei
der hier gegebenen Ableitung kein Gebrauch von
zusitzlichen Annahmen etwa liber eine Null-
oder Bezugsfliche gemacht worden.

Die Gleichungen zeigen, dass bei anwachsen-
dem p die Wasseroberfliche { abfillt und um-
gekehrt. Besitzt die Dichte ¢ im Punkt Null ein
Minimum, dann hat die Wasseroberfliche dort
ein Maximum. An der Ostflanke des Golfstroms
erreicht die Dichte Minimalwerte. Die von
DEeraNT (1941) fiir dieses Gebiet angegebene
Topographie weist hier ein Maximum auf. Ahn-
liches wird siidlich des Aquator vor der brasilia-
nischen Kiiste festgestelit.

Diese einfachen Beziehungen geben aber auch
quantitativ fiir den Bereich des Golfstroms Ho-
henunterschiede der Meeresoberfliche von etwa
ein Meter, ein Wert, der mit Defants Angaben
recht gut iibereinstimmt.

Die Ermittlung des Wasserstandes ist immer
dann besonders einfach, wie das vorstehende
Beispiel zeigt, wenn die Stromfunktion identisch
verschwindet. Das ist aber nur dann der Fall,
wenn G identisch Null ist und somit die Tiefe
und der Wasserstand { Funktionen sind, die nur
von der Dichte ¢ abhidngen. Dann sind lings den
Isodensen auch die Wasserstinde und die Tiefen
konstant. Helland-Hansen und Ekman (EKMAN,
1923) haben aligemein dieses »law of parallel
solenoids« formuliert, das im Ozean nidherungs-
weise erfiillt ist.

Nach dem Vorstehenden ldsst sich sagen: Ist
dieses Gesetz streng erfiillt, dann ist die Strom-
funktion identisch Null, gilt es dagegen nur ap-
proximativ und ist G + 0, dann existiert auch
eine Stromfunktion v = 0, und es finden Mas-
sentransport statt. In diesen Fallen muss also der
Bestimmung des Wasserstandes die Losung der
elliptischen Differentialgleichung fiir i vorauf-
gehen. Da aber das Gesetz der parallelen Felder
im Ozean angenihert gilt, besteht die Hoffnung,
{ aus der einfachen Beziehung i = 0 zu ermitteln.

Das obige Beispiel unterstiitzt diese Vermu-
tung. Abschliessend soll noch ein sehr einfacher
Fall betrachtet werden, der zeigt, dass bei Tiefen-
inderungen Konzentrationen der Geschwindig-
keit auftreten, die eine gewisse Ahnlichkeit mit
denen haben, die in den grossen Stromsystemen
der Ozeane beobachtet werden.
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% e 8 8 £ ® 2 3§ g3 kann die westward intensification verringern,

ey > P22 I U U diese ist auf tiefem Wasser auch grosser als auf

2 "'t §§ 8¢ 838%§¢8 flachem Wasser. Fiir eine lineare Tiefeninderung
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h=hy+ (hy — o) —
Xy
lautet die Losung der Gleichung (6)

i (1)) el )

L 0 X
v
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6,0
T T T T naut.
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Abb. 1. Temperatur und Geschwindigkeit (GEK) in '
einem Golfstromschnitt nach v. Arx.
Es wird vorausgesetzt, dass fiir die Dichte des 4,0
) . .. oh
Meerwassers ‘e _ 0 und fiir die Tiefe -— =
Iy Iy 3,0

gilt und der Windschub Null ist. Ausserdem soll

P/
die Ostwestkomponente des Transportes 9—(’{) =0
y 2,0

sein. Damit folgt aus Gleichung (4), da G =0

ist:
»$ op[h o 2 om)_, 10
(7x2 dxlr dy h ox )
Fiir die Grossenordnung gilt: ! 00 of az on o o5 a6 o7 o8 o9 P
d
9‘—£= 10~ (m sec)~1, »=10"2 m sec™! he
10 P 200 200
Zur Abkiirzung wird ——f und —¢= —hv :

=q

rady Jx
gesetzt, wo v die mittlere Stromgeschwindigkeit
bedeutet. Nun ist die Gleichung zu 16sen:

9v [h ]9h:| > 2000

Diese Losung lautet: 3] 3000
h T ha
v=y;—e ] hax (6)
ho ) a 4000

Hier sind die Werte im Punkte x = 0 durch den

. P < % §
Index Null bezeichnet. " 5,"
Ist die Tiefe & = h, konstant, dann ist 2)V s (1+91)-0 021 K451
Vo

v = vye— *hox
0 3)5 s(1e14)-e " 0:2101471)

Die Geschwindigkeit nimmt exponential von °

) . @ .
West nach Ost ab und zwar umso stirker je %:“"9')" 0.2111-9510

,
grosser ——j-r und je kleiner r ist. Sehr grosses r  Abb. 2. Geschwindigkeitsverteilung vor dem Schelf bei
dy verschiedenen Neigungen des Kontinentalabfalls.
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Der Punkt x = 0 moge am Schelfrand liegen,
dann ist 4, die Tiefe des Schelfs, von hier fillt der
Schelf steil ab und erreicht im Punkt x = x;
den Tiefseeboden mit der Tiefe 4.

Zur Abkiirzung werden noch eingefiihrt:

hy 5 0 x

2 1=

hy ’

dann wird v
al 1,
v=y, (l+(7!)e—§('+56' ) @)

Diese Funtion v erreicht an der Stelle

tm = —(;E -1 einen Extremwert v,
U
Vm=Vp\ e 2 * 2
Unter den ausserordentlich einfachen Ver-
hiltnissen des vorliegenden Beispiels tritt durch
das Zusammenwirken von Corioliskraft, Reibung
und Tiefe sowie der Anderungen dieser Grossen
auf dem Kontinentalabfall auf den Westseiten
der Ozeane eine Konzentration der Stromge-
schwindigkeiten auf, so wie sie auch in der
Natur beobachtet wird. VoN ARrx et.al. (1955)
hat Messungen (vgl. Abb.1) der Stromgeschwindig-
keit und der Temperatur iiber dem Kontinental-
abfall im Bereich des Golfstroms geliefert. Die
Geschwindigkeit zeigt einen Verlauf, der dem
aus Gleichung (7) folgenden dhnlich ist (Abb. 2).
Diese qualitative Ubereinstimmung legt die Ver-
mutung nahe, dass die oben bei der Ableitung der
einfachen Losung (7) beriicksichtigten Faktoren
bei der Ausbildung der Maxima der Strom-
geschwindigkeit vor den Kontinentalabhdngen
auf der Westseite der Ozeane eine wichtige Rolle
spielen. Diese Faktoren sind: die Reibung, die
Corioliskraft und die Tiefe. Entscheidend fiir das
Zustandekommen eines Extremwertes ist es, dass
diese Grossen nicht konstant, sondern orts-
veranderlich sind. Das hidngt offenbar damit
zusammen, dass in den Bewegungsgleichungen
die Reibung im offenen Ozean um mehrere
Grossenordnungen kleiner ist als der Coriolis-

beitrag. In der hieraus gewonnenen Vorticity-
Gleichung (4) treten die Differentialquotienten
der Reibung und der Corioliskraft auf, Diese sind
nun aber von der gleichen Groéssenordnung.
Gelegentlich kann sogar der Reibungseinfluss die
dominierende Rolle spielen.

Schlussbemerkung

Wesentliche Ursachen der grossrdumigen Strom-
systeme in den Ozeanen sind der Tangential-
schub des Windes an der Oberfliche und der
Massenaufbau im Ozean. Dementsprechend tre-
ten zwei Stromfunktionen ¢ und y auf, eine ¢
ist dem Driftstrom, eine i ist dem Gradientstrom
zugeordnet.

Beide geniigen den Differentialgleichungen (5),
die sich allein durch die rechten Seiten unter-
scheiden. Es liegen eine Reihe von Untersuchun-
gen der Gleichung fiir ¢ vor unter der Voraus-
setzung, dass die Tiefe & konstant ist. Die aus
dem Massenaufbau folgende Stromfunktion
scheint bisher noch nicht betrachtet worden zu
sein. Da im Ozean in erster Anndherung das von
Helland-Hansen und Ekman aufgestellte Gesetz
der parallelen Felder gilt, kann mit gleicher
Genauigkeit in der Gleichung fiir ¢ das G=0
gesetzt werden. Fiir ein geschlossenes Meeres-
gebiet wird der Satz formuliert: Gilt das Gesetz
der paralielen Felder, dann verschwindet die zum
Massenfeld gehorige Stromfunktion . Das hat
zur Folge, dass die Gestalt der Meeresoberfliche
in einfacher Weise aus der Dichteverteilung er-
mittelt werden kann. Ein einfaches Beispiel
erliutert diese Zusammenhinge. Ein weiteres
Beispiel als spezieclle Losung der Gleichung (5)
zeigt den Einfluss, den die Tiefendnderung auf
die Struktur der Geschwindigkeit, die der des
Golfstroms dhnlich ist, besitzt.

Allgemeiner scheinen die obigen Gleichungen
geeignet, sowohl die Stromfunktionen als auch
die Wasserstinde aus Wind- und Massenfeldern
zu ermitteln. Es liegt in der Natur der Sache,
dass zu diesem Zweck Randwertaufgaben geldst
werden miissen, im Gegensatz zu dem bisher vor-
nehmlich verwendeten dynamischen Verfahren,

( Manuscript received 10 june, 1958)
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The Antarctic Convergence-or Divergence?

By H. WEXLER
U.S. Weather Bureau, Washington, D.C.

Abstract

Bathythermograph (BT) data available in the past decade reveal the existence of a narrow
cold core of water embedded in the Antarctic Circumpolar Current at the Antarctic “Con-
vergence.” This cold core is explained by upwelling of cold water from below. The upwelling
itself results from horizontal divergence impressed on the sea surface by the frictional stress
of the strong winter westerly winds on the open water just north of the northern limit of the

pack-ice surrounding Antarctica.

In recent years, increased use of the bathythermo-
graph (BT) has revealed strong horizontal tem-
perature gradients within the ocean surface at
unexpected places. For example CROMWELL and
REID (1956) showed the existence in the mid-
Pacific (1°N, 120°W and 2°N, 172°W) of
surface temperature gradients of 5° F in 1 mile.
Later at 3° N, 120° W, KNauss (1957), by taking
BT’s 50 seconds apart as the ship drifted at one
knot, found a temperature gradient of 5°F in
less than 200 feet. In all three cases the strong
temperature gradient extended to about 100 feet
below the surface. It is not known how charac-
teristic these discontinuities are of theirparticular
localities and how they compare with similar
phenomena found in other oceanic areas far
removed from land. .

One of the best known and permanent oceanic
temperature discontinuities, the “Antarctic Con-
vergence”’, has been studied since 1923 [MEI-
NARDUS (1923), ScrHotT (1926), WusT (1928),
DEeranT (1928), SveErRDRUP (1934), DEgACON
(1937)]. The best summary of its location and
properties, based on pre-BT data, has been made
by MACKINTOSH (1946).

Mackintosh defines the Antarctic Convergence
.. as the line at the surface along which
Antarctic surface water sinks below the less dense
sub-Antarctic water, and. it is distinguished by a
more or less sharp change of temperature at the
surface.” The temperature gradient varies with
longitude but the Antarctic Convergence is
probably continuous around the Southern Ocean.
It is essentially a feature of the surface but where
surface conditions are ill-defined, Mackintosh
goes on to say, the Antarctic Convergence ‘“‘can

.

usually be assumed to lie in the latitude at which
the coldest part of the Antarctic surface layer
sinks below 200 meters.”

Deacon’s compilation of the mean position of
the Antarctic Convergence as determined by the
latitude reached by Antarctic bottom water was
drawn on a circumpolar chart in 1937. Mackin-
tosh had more data on which to base his average
position and while his curve agreed quite closely
in the main with Deacon’s curve it did show
some significant deviations and also greater
variations in latitude than formerly believed.

In figure 1 is shown a somewhat smoothed
copy of Mackintosh’s average position of the
Antarctic Convergence (an exact reproduction is
given in figure 6). This curve, while roughly zonal,
has waves and varies in latitude from 48° S to
62°S. The principal meanders occur east of
Australia and South America.

In this same figure there are plotted 13 triangles
in the South Atlantic showing positions of the
Antarctic Convergence as determined by whalers
(VowinckEL and OOSTHUIZEN, 1953). The criteria
used in identifying the Antarctic Convergence
were not described by the authors, There are
also 11 black dots in the figure, 6 between New
Zealand and the Ross Sea, 2 in the eastern South
Pacific and 3 in the Scotia Sea. These dots show
the locations of the Antarctic Convergence as
determined by a new criterion for the Antarctic
Convergence made possible by BT profiles taken
by various ships listed in Table 1.

New Definition of the Antarctic Convergence

The criterion used in identifying the Antarctic
Convergence listed in Table 1 arose as follows:
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it was noted that the strong surface temperature
decrease southward, which is called for by the
classical definition of the Antarctic Convergence,
terminated in a temperature minimum followed
by an increase of 1° to 3° F as one proceeded
a short distance south. That this temperature
minimum was not restricted to the surface is
shown by the hourly BT soundings whichrevealed
the existence of a ‘“‘cold core” extending down-
ward for several hundred feet, with similar
temperature increases to the north and south. In
figures 2 and 3 there are shown two examples of
this phenomenon*—both based on BT data taken
by the USS Glacier on 13 Nov. 1956 and 14 Dec.
1956. In each case the cold cores had centers
with temperatures below 36° F and extended to
the bottom of the BT dips,—450 feet and 650
feet, respectively. To the South there existed a
distinct wall of warmer water (temp. > 39°)
separating the cold cores from the below 32° F
Antarctic water.

Previous investigators of the Antarctic Con-
vergence have not drawn attention to this mini-

* The writer is greatly indebted to Dr. Willis L.
Tressler of the U.S. Navy Hydrographic Office for
furnishing these and other data in advance of publication.

mum temperature zone south of the strong tem-
perature gradient, although it does show up to
some extent on 6 of the 15 “Discovery” sections
which formed the basis of Deacon’s 1937 plot of
the mean position of the Antarctic Convergence.
Only by a combined use of a recording of sea
surface temperature and frequent (at least once
an hour) BT dips could the narrow zone (usually
less than 50 miles) of minimum temperature be
detected with certainty.

Although the packing of isotherms leading to a
strong horizontal temperature gradient has
generally been interpreted in terms of horizontal
convergence and sinking of surface water, its
presence just to the north of a zone of temperature
minimum might denote just the opposite—an up-
welling of colder sub-surface water induced by
horizontal divergence. This particular point will
form the principal theme of this paper to be
discussed in greater detail later.

Comparison with Average Winds

Referring again to figure 1, the shaded area
denotes the belt of the maximum westerly winds
as computed from average sea-level barometric
pressure data taken from three different sources:

108



EEEEEEEE

Vi

\__& *

(=]
-
a [ R
1)
w
a I : |
g 8, %

; ‘3:-;§~-s
.
3 TR
v H s
o
» |

: i

llllllll
)




H. WEXLER

o
T

i
e
e
L
T
i

e}
+
s

bs
7 2 AN i
///Z’{//”} 2\ v

2y,

i
=
L

L1

A¥s W miadE

s posion '-T-'"

i
i
it

Fig. 3. Bathythermograph cross-section, New Zealand to Ross Sea, Dec. 14—15,
1956, U.S.S. Glacier. (Shaded areas show temperatures below 36° and 32° F
respectively.)
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ASSUR (1951), VowiINCKEL (1955), and LamMB and
BriTTON (1955). Meridional pressure profiles
were drawn for each 20° of longitude beginning
with 0° and the latitudes of the maximum
westerly winds determined. The shaded area was
then drawn in to encompass the maximum points
of all three determinations.

For the most part the maxima of westerly
winds were found over a considerable spread of
latitude,—10° to 25°. But there are three
regions, south of eastern Australia, South
America and South Africa, where the maximum
westerlies are confined to a very narrow lati-
tudinal belt. Downwind (east) of these three
regions where the belt of maximum westerlies
widens considerably, are found the three areas
of maximum atmospheric blocking according to
vAN LooN (1956). Atmospheric blocking in the
Southern Hemisphere as defined by van Loon
is a long-lived (at least 6 days) quasi-stationary
anticyclone which is displaced at least 10° south
of the normal position of the sub-tropical high
pressure belt as given by VOWINCKEL (1955).
According to van Loon, blocking action in the
Southern Hemisphere is largely limited to these
three regions listed in order of decreasing im-
portance: I, eastern Australia-western South
Pacific; II, the Scotia Sea (east of southern South
America); and ITI, the Marion-Crozet Island area
east of South Africa. When these blocks become
established the maximum westerly winds are dis-
placed far south of their normal latitudes, which
is in agreement with the observed southward
displacement of the southern edge of the shaded
westerly wind maximum areas in two of the
three regions shown in figure 1.

Judging from the location of these circulation
blocks east of regions where the westerly winds
emerge from the relatively narrow channels
between Antarctica and the three main con-
tinental masses, it would appear that these blocks
arise as a result of a horizontal “hydraulic jump”
as suggested by RossBy (1950) to explain the
North Atlantic blocks.

1t is interesting to note that the maximum me-
ridional deflections of the Antarctic Convergence
are also found in the vicinity of the atmospheric
blocks. These large-scale meanders of the Ant-
arctic Convergence have been ascribed by
SVERDRUP et al. (1942) to the passage of the as-
sociated current system over submarine ridges
with consequent Coriolis deflections. This implies
that the current system associated with the Ant-
arctic Convergence extends at least to the 3,000

meter depth. But it would also be tempting to
postulate an analogy between the atmospheric
westerly “jet-stream” and a wind-induced oceanic
“jet-stream”, in which the Antarctic Convergence
is embedded; however a discussion of this and
other possible causes of the Antarctic Con-
vergence will be deferred until later.

. Fine Structure and Changes of the Antarctic

Convergence

As shown in Table 1 twelve days after the second
Glacier section of Dec. 14, 1956, another section
was made by the H.M.N.Z.S. Pukaki along
nearly the same meridian. The Antarctic Con-
vergence was crossed at nearly the same latitude
but was characterized by cold temperatures as
much as 6° F lower than those observed by the
Glacier. This section, shown in figure 4, was
kindly provided to the writer by Mr. R, W.
Burling of the New Zealand Oceanographic
Institute, Department of Scientific and Industrial
Research, in advance of publication. The re-
markable feature of the Pukaki cold core is not
only its low temperature of —1° C but also its
vertical extent downward, so that below 200
meters it is colder even than the water at the
same depths found just off Antarctica. The source
of this water deserves comment. Deacon’s tem-
perature data at latitude 62° S show that water
of that low temperature is found below 3,000
meters. Since it is inconceivable that upwelling
of that magnitude could have occurred in 12
days, the source of the cold water must have
been horizontal motion northward from the
cold sub-surface Antarctic water, shown in
figure 4, a breaking-off of this water mass from
its source region, and a strong vertical stretching
of the water column to produce cooling both in
the surface layer and at depths below 200 meters.

To the well-known horizontal concentration
of the sea-surface isotherms thus should be
added these additional properties of the Ant-
artic Convergence:

i) a temperature minimum to the south of the
strong temperature gradient (figs. 2, 3 and 4),

ii) extension of these properties downward at
times to at least the 300-meter depth (e.g.,
Pukaki section),

iii) rather large temperature changes of the order
of 5° F can occur across the Antarctic Con-
vergence within a few weeks with but little
change in location,
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Table 1. BT Profiles Across the Antarctic Convergence

Ship Date Position Min. Sfc. Reference
Temp.
A. New Zealand-Ross Sea
Section
U.S. Navy Operation High
Jump
Section C-2.......... 13—16 Feb. *48 62° 40" S 39.7° F | Dietz, 1948
176° E
Section C-3.......... 27 Feb.— 61° 50" S 40.6° F | Dietz, 1948
1 Mar. 48 176° E
USSATKA ............... Jan. °55 61° 00" S 38°F H. O. Misc.
177° 54 E 16331, 1956
USS GLACIER . .....nnn... 13 Nov. ’56 60° 34’ S 37.2°F | Priv. Commun.
(Operation Deep 171° 58' E Tressler, 1957
Freeze II)
USS GLACIER ... ......... 14 Dec. ’56 61°24'S 38.1° F | Priv. Commun.
175° 10’ E Tressler, 1957
H.M.N.Z.S. PUKAKI ...... 25—26 Dec.’56 | 62°5' S <36°F Burling, 1959
176° 5SS’ E
B. Eastern South Pacific
U.S. Navy Operation High
Jump
Section A........... 23—25 Dec. 47 | 65°S 34°F Dietz, 1948
100° W
Section B............ 25—28 Dec. 47 55°S 39.2° F | Dietz, 1948
131°' W
C. Scotia Sea
USSATKA......covvunn.. 25—26 Feb. ’55 52°30'S 36°F H.O. Misc.
37°20' W 16331, 1956
USS STATEN ISLAND...... 10 Dec. 56 57°03'S 36.5°F | Priv. Commun.
(Operation Deep 57° 44’ W Tressler, 1957
Freeze II)
USS STATEN ISLAND...... 22 Feb. 57 56° 37’ S 39.8°F | Priv. Commun.
(Operation Deep 55°17"'W Tressler, 1957
Freeze I1)

iv) at times a multiple structure of the Antarctic
Convergence appears to exist,—see for ex-
ample fig. 2 here and figs. 15 and 16 (DiETZ,
1948).

Movements of the Antarctic Convergence

The Antarctic Convergence appears to be re-
markably fixed geographically. Mackintosh found
that although a displacement of 50 miles or so
either way is not uncommon, its location is
rarely found more than 100 miles from its mean
position but sometimes it has twists and loops

that extend 100 miles north or south. There
appears to be a slight seasonal deviation from
the mean position, from 16 miles north in No-
vember to 28 miles south in February.

The Antarctic Convergence, as defined by the
position of the “‘cold core”’, moved approximately
28 nautical miles south in the 12 days from 14
Dec. 1956 (second Glacier section) to 26 Dec.
(Pukaki section). Large temperature changes ac-
companied this shift. But in the 31 days from
the first Glacier section (13 Nov.) to the second
section (14 Dec.) the southward shift of the
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Antarctic Convergence was only 50 nautical
miles or 70 %, of the speed of movement south-
ward from Dec. 14 to 26 and its temperature
remained practically unchanged.

This acceleration southward of the Antarctic
Convergence appears to be related to the winds
at 60° S, 170° E as shown in Table 2:

Table 2. Average Resultant Surface Winds at

60° S, 170° E
Period X::g Speed Source
1956
Nov. 8—13 330° | 16 K| Weather Charts
Nov. 16—21 280° | 20 K | USS BROUGH
Nov. 22—28 285° | 13 K| USS BrROUGH
Dec. 9—14 340°{ 8 K| USS BROUGH
Average re-
sultant 305° | 13K
Dec. 14—19 23°1 11 K| USS BrouGH
Dec. 20—26 45°| 16 K [ Weather Charts
Average re-
sultant 35°| 14K

Unfortunately no reliable winds were available
for the periods Nov. 14—15 and Nov. 29—Dec. 8.
Nevertheless it appears quite clear from the
resultant winds shown in Table 2, that there
were predominantly west-northwesterly winds
between the first Glacier Section of Nov. 13
and the second Glacier Section of 14 Dec.
(average resultant wind from 305° 13 K) and
predominantly northeasterly winds between Dec.
14 and Dec. 16 (average resultant wind from
35°, 14 K). The mean component of wind from
north to south in the latter period was 53 %,
greater than that of the earlier period, — in good
agreement with the accelerated displacement of
the Antarctic Convergence southward. The in-
creased winds from the north in December were
associated with a strong blocking anticyclone
which persisted through December and extended
from New Zealand to the western Ross Sea.

Suggested Explanations for the Antarctic Con-
vergence

Before attempting to explain the Antarctic
“Convergence” we must first make up our minds
whether it is a horizontally convergent or divergent
phenomenon. Whileitis possible toexplainanorth-
south packing of isotherms by horizontal con-
vergence it would appear difficult to explain by

the same process the temperature minimum ob-
served in the surface layer just to the south of
the strong temperature gradient. However hori-
zontal divergence, operating sufficiently long in
the surface layer of an ocean where the tem-
perature decreases with depth (under a thin
homogeneous layer), could account for both a
surface temperature minimum and a strong tem-
perature gradient to the north, since the resulting
upwelling of cold, sub-surface water in a restricted
zone would lower the surface temperature in
this zone and thus increase the normal north-
south temperature gradient to the north and
reverse it to the south.

Thus the detailed temperature data available
from BT’s seem definitely to point in the direction
of a narrow band of horizontal divergence en-
circling Antarctica, at a position very close to
that given by Mackintosh for the Antarctic ‘“‘Con-
vergence”. The problem now is to explain the
existence of such a narrow circumpolar zone to
be referred to henceforth as the “Antarctic Di-
vergence”.

The possible explanations can be divided into
two categories: (i) Internal and (ii) External:

Internal—It appears difficult to find a strictly
internal explanation for such a sharp fixed line
as the Antarctic Divergence. Thermohaline-
induced vertical meridional circulations, anal-
ogous to the Hadley (low-latitude) and Ferrel
(mid-latitude) atmospheric circulation cells, could
be visualized to produce horizontal divergence
along the wavy line shown in figure 1, but one
would first have to explain how such oceanic
circulation cells arise in the first place.

Internal waves along the thermocline, similar
to those noted in Antarctic waters by DiIETZ
(1948) might well become unstable and bring
cold deep water to the surface but again it is
difficult to see why this process should prefer the
particular wavy line shown in figure 1 unless
some external influence enters.

External—The frictional drag of the winds
on the ocean surface would seem to be the
principal means of introducing an external in-
fluence to cause a line of divergence. The rough
correspondence between the broadening of the
belt of maximum westerly winds and the meander-
ing of the Antarctic Divergence plus the fact
that on the average the Antarctic Divergence is
found slightly to the south of the maximum
westerlies leads one to suspect a connection.
However the contrast between the well-known
variability of the winds and the stability of loca-
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tion of the Antarctic Divergence would tend to
discourage a search for a relationship unless the
great inertia of the ocean masses makes them
responsive only to winds averaged over long
periods of time—weeks and months.

If we apply to an average north-south profile
of winds from the west the results of the Ekman
theory, where the transport of the wind-induced
current is proportional to the square of the wind
speed and directed to the left of the current in
the Southern Hemisphere, this leads to a di-
vergence south of the latitude of the maximum
winds and a convergence to the north. A com-
putation of this nature, based on Assur’s (1951)
average sea-level pressure distribution over the
Southern Hemisphere, has been performed by
KoopMaN (1953).

Koopman arrives at a series of convergent and
divergent lines; the one which he believes cor-
responds to the Antarctic “Convergence” is found
some 5° of latitude to the north of Assur’s
maximum westerly winds, and farther north still
of Mackintosh’s average position of the Antarctic
“Convergence”. Koopman also finds a short line
of divergence along latitude 64°S, extending
from 145° W westward to 175° E and a nearly
circumpolar line of divergence farther south at
the boundary between the polar easterly winds

and the temperate westerlies. The divergence
at the 180° meridian between 62.5° S and 67.5° S,
computed from Assur’s data, yields an average
upwelling of 1/, meter per day.

Koopman’s computations neglect lateral fric-
tional stresses which according to HipAkA and
TsucHiyA (1953) must be exceptionally large in
the Antarctic Circumpolar Current. Their analy-
sis, taking into account both lateral and vertical
frictional forces within an homogeneous ocean
subjected to a maximum wind stress of 2 dynes
cm~? at the surface, yields a horizontal con-
vergence just to the south of the westerly wind
maximum (taken at 57°30’S) and horizontal
divergence to the north (fig. 5). The meridional
motions are confined to the top few hundred
meters and the vertical motions to the north and
south of the latitude of the wind maximum are
of the order of 10 centimeters per day. This
value which amounts to only 3 meters per month,
would appear at first sight to be too small but
before continuing with further analysis of this
frictional explanation let us examine two more
possibilities.

Another likely explanation might be sought in
the reaction of the ocean to sudden changes in
wind. If the ocean has an internal surface across
which the density varies as observed at the
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thermocline, then an inertial (north—south)
oscillation caused by fast inputs of momentum
by frictional transfer from rapidly accelerating
winds, would introduce a vertical distortion of
the thermocline. Following the initial analyses
of this effect by RossBy (1937, 1938) and CauN
(1945), the problem, relieved of certain artificial
restraints, was tackled anew by BoLIN (1953),
VERONIS and StoMMEL (1956) and VERONIS
(1956).

Using Rossby’s simple model, a 2-layer fluid
at latitude 60° was investigated—composed of a
100 meter thick upper homogeneous layer of
density ¢ over a 3,900 meter thick lower layer of
density ¢’ with the density difference ratio,
(o' — 0)/¢’, at the interface equal to 2 - 10-2. A
200 km wide strip of the surface water layer was
set into motion impulsively by a sudden west
wind so that the maximum speed of the water
surface rose suddenly to 1 meter per second and
decreased discontinuously to zero on either side
of the strip. After equilibrium was reached the
thermocline south of the maximum westerly
acceleration showed an upward displacement of
the order of 25 meters and a downward displace-
ment of equal magnitude to the north. This
computed distortion of the thickness of the homo-
geneous layer bears a remarkable resemblance
to the observed distortion noted on the Pukaki
Section (see fig. 4). Repeated accelerations of the
winds in response to passing storms* could finally
bring the thermocline very close to the surface
where it could be destroyed by wind mixing, thus
creating a zone of cold water.

There is another possible explanation which
cannot be analyzed quantitatively at this time
but which, by analogy, appears to be worthy of
serious consideration. This has to do with the
phenomenon of “‘streakiness’ which seems to be
characteristic of geophysical fluid motion over a
wide range of scales. Some of the BT sections
such as Section B, 25—28 Dec. 1947 (DIETZ,
1948) convey a most pronounced impression of
horizontal thermal streakiness but in this partic-
ular case it may be due in part to the oblique
ship’s track from 55°S, 131°W to 65°S,
156° W. The Atka Section from New Zealand to
the Ross Sea in Jan. 1955 (see figs. 11 and 12 in
H. O. Misc. 16331) shows a streaky thermal field
from 58°S, 176°30'E to 61°S, 177°50° E,
where at least three horizontal temperature

* At the author’s suggestion a non-linear analysis of

this effect is being undertaken by his colieague, Dr. M.
Tepper.

minima were observed extending from the surface
to the bottoms of the BT dips at 600 feet.

These observations remind us of a much
smaller scale (meters) of streakiness observed in
the motion of water surfaces by LANGMUIR
(1938) and Woobcock (1942). A still larger scale
of streakiness (100’s of kilometers) has been
observed in the Gulf Stream by FUGLISTER (1951).
In the atmosphere streakiness has been manifest
as cumulus cloud streets (Forses, 1945), cold
front striations (WEXLER, R., 1947), banded
structure of hurricanes (WEXLER, H., 1947)and in
multiple jet-stream structure of the upper wester-
lies (ENDLICH, R. M., et al. 1954).

The cause for these highly organized concentra-
tions of momentum is not known but by analogy
one would expect it to be present in a well-
marked oceanic ‘‘jet-stream” in the Antarctic
Circumpolar Current (ACC). Since the examples
of streakiness cited above all have a system of
horizontal divergences and convergences arranged
along the axis of the current, it would appear that
this should also bz characteristic of the ACC.

The characteristic structure of the waters sur-
rounding Antarctica in summer shows a sub-
surface layer of cold (<32°F) water from 200
feet to 500 feet which on the 180th meridian
extends northward to near latitude 62° South.
A system of alternate horizontal convergences
and divergences impressed on the ocean surface
layer in this zone could cause alternate warm
and cold surface layers of water. Once the
longitudinal vortices of opposite rotation are set
into motion in the surface layer by the winds they
may continue for some time and thus create the
thermal streakiness which might persist even
after the emergence of a new wind regime. How-
ever, the contrast between a relatively fixed
thermal streaky pattern of the ocean surface and
what must be rather large changes in surface
wind pattern does not render this explanation
very reasonable.

The Pack-Ice Effect

We come now to what, in the writer’s opinion,
appears to be the most reasonable explanation
of the Antarctic Divergence. This is based on
combination of the Rossby inertial oscillation
and the HipakA-TsucHiya (H-T) (1953) frictional
analysis applied to an open ocean extending from
45°S to 70°S. In the latter case, as we have
seen from figure 5, a convergent region is found
to the south of the wind maximum, which is at
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Fig. 5. Computed wind-driven current and surface
elevation for lateral and vertical mixing coefficients of
10" and 2 - 10® gm cm™! sec™!, respectively, and maximum
surface frictional stress of 2 dynes cm~2. A. Surface
profile. B. Vector diagram of surface currents. C.
Vertical distribution of the current velocity along the
median line (57° 30’ S). (After HIDAKA and TsucCHIYA,
1953).

variance with the oceanic divergence observed in
this region. However at the extreme southern
boundary of the westerly winds the H-T analysis
shows a weak divergence as the wind-induced

surface current moves northward. But if we
compare the theoretical position of this strong
upwelling with the observed position of the
Antarctic Divergence we encounter a discrepancy
of the order of 10° of latitude.

We get around this difficulty in the following
way: In late winter, as shown in fig. 6, the mean
northern limit of the Antarctic pack-iceaccording
to MAckiNTOosH and HerDMAN (1940) is 5° to
15° north of the 70° S latitude circle which mark-
ed the southern limit of the “open” ocean ana-
lyzed by H-T. This means that in winter there
must be a corresponding shift northward of the
west wind-induced divergence.

MACKINTOSH (1946) has already pointed out the
rough parallelism of the mean northern limit of
the pack-ice (September—October) and the Ant-
arctic “Convergence” which, however, are
separated by distances varying from 120 miles
in the Scotia Sea to about 550 miles in the
Indian Ocean section with an average separation

* The cruise of the USS Glacier in October 1956 just
north of the pack-ice edge from 118° W to 180° showed
this edge extended as much as 180 miles (with average
of 100 miles) north of and parallel to Mackintosh and
Herdman’s position shown in figure 6. (See Techn.
Report, Operation Deep Freeze II, 1956—1957, U.S.
Navy Hydrographic Office, Oct. 1957, figures 18 and 19.)
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of 370 miles or 6° of latitude (figure 6).* The
strict interpretation of the H-T theory would
call for the maximum divergence at the edge of
the pack-ice whereas in reality it is found 2° to
10° farther north. How do we get around this
discrepancy? The writer can only proceed by
analogy with another great oceanic divergent
region, such as is found off the west coast of
South America. This region has been studied
intensively, especially by Scuorr (1931) and
GUNTHER (1936), and the pattern of upwelling
determined.

As the predominantly southerly winds move
parallel to the west coast of South America the
wind-driven surface water moves westward and
induces upwelling of colder sub-surface water.
Again, from purely theoretical grounds one would
expect the maximum upwelling and minimum
surface temperatures to be located at the coast
but Schott and Gunther show that another region
of low temperature is found 100 or more miles
off the coast. Gunther further emphasizes that
this multiple structure is remarkably persistent
(see figure 7). Both temperature minima extend
to the 100 meter depth and are separated by
warm-water wedges 1° to 2°C warmer. Un-
fortunately Gunther’s vertical sections do not
extend sufficiently far to the west to see if the
alternating warm and cold pattern continues.

The same warm and cold pattern has also been
observed off the coast of Southern California
by SVERDRUP and FLEMING (1941). These authors
interpret this pattern as a result of circulation
cells forming normal to the wind-driven current
flowing parallel to the coast and extending to a
depth of some 80 meters. The ascending branches
of these cells have speeds of the order of 4 meters
per day. Beneath the cell closest to the shore is a
broad region of upwelling extending from 80
to 150 meters in depth where the speed is about
1 meter per day. The cell closest to the coast
extends westward for 100 km and 30 km beyond
is the ascending branch of another cell whose
horizontal dimension is not given because of
lack of observations sufficiently far off-shore.

The similarity between the Peru and California
current temperature sections and those across the
Antarctic Divergence seems striking enough to
proceed with the analogy between the wind-
induced divergence of water some 100 or more
miles west of the South and North American
west coasts—for the case of southerly and
northerly winds respectively—and some 100 or
more miles north of the mean northern limit of

the Antarctic pack-ice—for the case of westerly
winds. The temperature contrasts in the latter
case are much greater than in the former case
but this is to be expected because of the large
supply of cold water available near the edge of
and underneath the pack-ice. .

Now assuming we have satisfactorily explained
the winter-time formation of a strongly divergent
region some 100 miles or so north of the northern
limit of the Antarctic pack-ice why does not this
region follow the summer retreat southward of
the pack-ice edge; e.g., on the 180° meridian,
from 64° S in September—OQctober to near 70° S
in February—March, (MAckiNTOSH and HERD-
MAN, 1940)? In the first place I think the answer
is to be found in the fact that the winter combina-
tion of the ice-pack edge not far south of the
average position of the most strongly developed
and fluctuating westerlies leads to a formation—
by the purely frictional effect of H-T, and the
inertial effect described earlier—of a strongly
divergent region that cannot be destroyed or even
moved significantly during the brief summer
season (see Table 2). Nor can another equally
strong divergence form in summer some distance
to the south of the winter position because in
summer the westerlies are weaker and are located
much farther north from the ice-pack edge.

The cold Antarctic sub-surface current, ob-
served in summer and illustrated in figures 3 and
4, and which is found approximately 100 to 500
feet below the surface as it moves northward
and descends, is believed to have its origin in the
wind-induced water drift to the north as called
for in the H-T theory. The summer warming of
the upper 100 feet of this current is undoubtedly
a result of heating by solar radiation in relatively
ice-free water.

Summary

The fine thermal structure of the Antarctic
“Convergence” reveals the existence of a: narrow
cold core,! extending downward at least 200 or
300 meters, which can only be explained by up-

1 An analysis of four BT sections south of New
Zealand made in 1957—58 by Garner (N. Z. Jour.
Geol. and Geophys., Vol. 1, No. 3, Aug. 1958, fig. 7)
revealed absence of cold cores so markedly present
the year before. This suggests perhaps a vast difference
in properties of the westerlies (strength, persistence,
position, etc.) in the two years which will be looked
into when IGY meteorological data for this area be-
come available.
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welling induced by horizontal divergence of the
surface layer. In winter, when the Antarctic
Continent is expanded horizontally by the forma-
tion of ice so that its new “‘coast” is found not
far south of the strong winter westerlies, the
horizontal divergence and upwelling are most
strongly developed. The upwelling is caused by

i) frictional transport northward of surface
water

ji) and, in the case of accelerating winds from
the west, by an inertial displacement north-
ward of surface water (Rossby).

The thermal structure of the Antarctic Divergence
appears similar to those found off the west coast
of Chile and Southern California.

The brief summer season does not appear to
affect materially the winter-formed cold-core and
in summer neither the ice condition nor the
weaker westerly winds encourage the formation
of an equally strong cold-core farther south,
although weak cores are occasionally found.

Special Remarks

The author’s interest in the problem of the Ant-
arctic Circumpolar Current was first aroused by
remarks made by Professor’ C.-G. Rossby at a
meeting of the United States National Com-

mittee for the International Geophysical Year
held in Washington on April 8, 1954. Professor
Rossby suggested an extensive coordinated in-
vestigation of the Antarctic Circumpolar Current
during the IGY because this current was un-
obstructed by continents and might therefore be
expected to be similar to the atmospheric wester-
lies, with respect to jet-stream structure, meander-
ing waves, and eddy formation.

Because of the commitment of available
oceanographic research vessels to other oceans
during the IGY, it was not possible to realize
Professor Rossby’s dream of coordinated research
in Antarctic waters although individual investiga-
tions carried on by IGY Antarctic expeditionary
ships have produced valuable results.

It is hoped that the post-IGY Antarctic
research plans now being formulated by the ICSU
Special Committee on Antarctic Research
(SCAR) in consultation with the Special Com-
mittee on Oceanographic Research (SCOR) will
result in a coordinated synoptic investigation of
the ACC extending around the Antarctic Con-
tinent to be carried out during specially de-
signated international periods. When such ob-
servations become available they will cast much
light on the Antarctic “Convergence” and other
properties of the ACC.

REFERENCES

ANoNyMous, 1956: Field Report, Oceanographic Obser-
vations, U.S. Navy Antarctic Expedition, 1954—355,
USS Atka (AGB-3), H. O. Miscell. 16331, U.S. Navy
Hydrographic Office, Washington, D.C.

Assur, A., 1951: Ein Beitrag zur Untersuchung der
planetarischen und monsunalen Zirkulation. Dis-
sertation, Universitit Hamburg.

BoLiv, B., 1953; The Adjustment of a Non-Balanced
Velocity Field Towards Geostrophic Equilibrium in
a Stratified Fluid. Tellus, 8, no. 3, pp. 373—385.

BURLING, R. W., 1959: To be published in New Zea-
land Jour. Geol. and Geophys.

CAHN, A., 1945: An Investigation of the Free Oscilla-
tions in a Simple Current System. J. Meteorol., 2,
No. 2, pp. 113—119.

CromweLL, T., and Rem, J. L., Jr,, 1956: A study of
Oceanic Fronts, Tellus, 8, no. 1, pp. 94—101.

DeacoN, G. E. R., 1937: Hydrology of the Southern
Ocean, Discovery Reports, XV, pp. 1—124.

DEerFaNT, A., 1928: Die systematische Erforschung des
Weltmeeres, Gesellsch. f. Erdkunde, Zeitschrift, Ju-
bildaums-Sonderband, pp. 459—505, Berlin.

Dietz, R. S., 1948: Some Oceanographic Observations
on Operation HIGH-JUMP, U.S. Naval Electronics
Lab., Rep. No. 55 (portions of this report are in-
cluded in Proc. 7th Pacific Science Conference).

EnpLICcH, R. M., et al., 1954: Project Jet Stream—The
Observation and Analysis of the Detailed Structure
of the Atmosphere near the Tropopause, Bull. Amer.
Met. Soc., 35, no. 4, pp. 143—153.

Forses, A., 1945: Photogrammetry applied to aerology.
Photogrammetric Eng., 11, no. 3, pp. 181—192.
FucLisTer, F. C., 1951: Multiple Currents in the Gulf

Stream System. Tellus, 3, no. 4, pp. 230—233.

GUNTHER, E. R., 1936: A Report on Oceanographical
Investigations in the Peru Coastal Current, Discovery
Reports, XIII, pp. 107—276.

Hipaka, K., and TsucHiva, W., 1953: On the Antarctic
Circumpolar Current. Jour. of Marine Res., 12, no.
2, pp. 214—222.

Knauss, J. A., 1957: An Observation of an Oceanic
Front, Tellus, 9, no. 2, pp. 234—237.

KoopMaN, G., 1953: Entstehung und Verbreitung vcn
Divergenzen in der oberflichennahen Wasserbewe-
gung der Antarktischen Gewisser. Deut. Hydrogr.
Zeit. Erginzungsheft 2, Deut. Hydrogr. Inst., Ham-
burg. ‘

Lams, H. H., and BritTON, G. P., 1955: General Atmos-
pheric Circulation and Weather Variations in the
Antarctic, Geogr. Jour., CXXI, part 3, pp. 334—349.

LANGMUIR, 1., 1938: Surface Motion of Water Induced
by Wind. Science, 87, pp. 119—123,

119



H. WEXLER

MAcKINTOSH, N. A., 1946: The Antarctic Convergence
and the Distribution of Surface Temperatures in
Antarctic Water, Discovery Reports, XXIII, pp.
177—212.

MackiNnTosH, N. A., and HerbpMAN, H. F. P., 1940:
Distribution of the Pack-Ice in the Southern Ocean,
Discovery Reports, X1X, pp. 287—296.

MEINARDUS, W., 1923: Ergebnisse der Seefahrt des Gauss.
Deutsche Siidpolar-Expedition 1901—03 111. Meteoro-
logie 1, 1, 544.

Rosspy, C.-G., 1937—38: On the Mutual Adjustment
of Pressure and Velocity Distribution in Certain
Simple Cuarrent Systems I, II. Jour. Mar. Res.,1,n0.1,
pp. 15—28; 1, no. 3, pp. 239—263.

— 1950: On the Dynamics of Certain Types of Blocking
Waves. Jour. Chinese Geophys. Soc., 2, no. 1, pp.
1—13.

ScHoTT, G., 1920: Geographie des Atlantischen Ozeans,
Hamburg.

— 1931: Der Peru-Strom und seine nérdlichen Nach-
bargebiete in normaler und anormaler Ausbildung.
Ann. d. Hydrogr. u. Mar. Met., 59, pp. 161—169,
200—213, 240—252.

Sverprup, H. U., 1934: Wie entsteht die Antarktische
Konvergenz? Ann. d. Hydrogr. u. Marit. Met., 62,
pp. 315—317.

SverpRrup, H. U., and FLEmMING, R. H., 1941: The Waters
Off the Coast of Southern California March to
July, 1937. Bull. Scripps Inst. Ocean., U.C.L.A.,
4, no. 10, pp. 261—378.

SVERDRUP, H. U, et al-, 1942: The Oceans, Prentice-Hall
Inc., New York.

TRESSLER, W. L., 1957: Private Communication of BT
data published later in Report of Operation Deep-
freeze 11 (see reference in footnote on p. 000).

vAN Loon, H., 1956: Blocking Action in the Southern
Hemisphere, Part I, NOTOS, 5, pp. 171-—178.

VERONIS, G., 1956: Partition of Energy between Geo-
strophic and Nongeostrophic Oceanic Motions. Deep-
sea Res., 3, pp. 157—177.

VERONIS, G., and StomMmEL, H., 1956: The Action of
Variable Wind Stresses on a Stratified Ocean. J. Mar.
Res., 15, no. 1, pp. 43—75.

VOwiINCKEL, E., 1955: Southern Hemisphere Weather
Map Analysis: Five-year Mean Pressures. Part II.
NOTOS, Pretoria, 4, pp. 204—216.

VOWINCKEL, E., and OosTHUIZEN, C. M., 1953: Weather
Types and Weather Elements over the Antarctic
Ocean During the Whaling Season, NOTOS, 2, no.
3, pp. 157—182.

WEXLER, H., 1947: Structure of Hurricanes as Deter-
mined by Radar. Ann. N.Y. Acad. Sci., XLVIII, Art.
8, pp. 821—844.

WEXLER, R., 1947: Radar Detection of a Frontal Storm
18 June 1946. J. Meteor., 4, no. 1, pp. 38—44.
Woobpcock, A. H., 1942: Soaring Over the Open Sea,

Science, LV, pp. 226—232.

— 1950: Subsurface Pelagic Sargassum, J. Mar. Res.,
9, no. 2, pp. 77—92.

WusT, G., 1928: Der Ursprung der Atlantischen Tiefen-
wasser, Gesellsch. f. Erdkunde,Zeitschrift, Jubiliums-
Sonderband, pp. 506—534, Berlin.

{ Manuscript received 15 March, 1958)

120



Climatic Records on the Ocean Floor
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Abstract

A close relation is found between the wind driven circulation in the Equatorial Current
System in the Pacific, and the distribution on the ocean floor of minerals produced by

organisms in the surface layer of the ocean. The large variations in time of rate of accumu-
lation of such solids is discussed in terms of corresponding changes of trade wind intensity
in the past. Special attention is given to the validity of time estimates, and a comparison is
made between the Atlantic and the Pacific records.

Climatic changes on continents and in polar
areas mostly have such catastrophic effects on
the geological record that in a quantitative study
the intensity and time factors involved are diffi-
cult to ascertain. The bottom deposits of the
tropical ocean far away from continents and
polar areas therefore appear promising as
records of such climatic changes.

1. Significance of carbonate accumulation

The first attempt at a large-scale study of
the stratification of such deposits was undertaken
by W. ScHotT (1935), using the extensive material
of sediment cores collected during the German
Meteor-Expedition in the Atlantic Ocean. The
areas studied by Schott are mostly covered with
foraminiferal ooze, a sediment which essentially
consists of a minor fraction of silicate minerals
and varying amounts of calcium carbonate in
the form of tests of foraminifera. These are
protozoa, which are largely planktonic and live
from the phytoplankton produced in the surface
layer of the ocean. At reproduction or upon
death, the calcareous tests sink to the bottom.
Another contribution of sedimentary -calcite
comes from planktonic flagellates with minute
calcareous plates, coccoliths, secreted from the
protoplast. Due to the lack of saturation of the
deep water with respect to calcium carbonate,
a varying fraction of the accumulated carbonate
goes back into solution in the bottom water.
The final rate of accumulation of calcium car-
bonate is therefore found as the difference be-
tween the rates of production and dissolution of
calcareous skeletal material.

The production of skeletal calcium carbonate
in the surface layer of the ocean is an unknown
function of food supply, temperature (acting
through the carbon dioxide system and perhaps
also in a direct way), competition factors and
other unknowns. The food supply, in its turn,
appears in the tropical ocean to be regulated by
the intensity of vertical mixing which brings
inorganic nutrients from the deep water up into
the surface layer where radiation from the sun
makes photosynthesis possible. The amount of
post-depositional dissolution varies considerably
and depends on the time of exposure of the
calcite in the surface layer of the sediment and
therefore on the total rate of deposition, and
further on an intensity factor. This intensity
factor depends on the amount and state of
dissociation of the carbon dioxide in the bottom
water, and is therefore influenced by the temper-
ature, pressure and past history of the bottom
water, and on the production of carbon dioxide
by respiration of organisms livingin the sediment.
The pattern of distribution of calcium carbonate
on the ocean floor is thus a complex result of
oceanic circulation, depth and temperature
distribution, and the interpretation of changes
in space and time has to be based on our knowl-
edge of these variables.

ScHoTT (Op. cit) was able to show that in
large parts of the Equatorial Atlantic Ocean
the Recent sediment stratum is relatively high
in calcium carbonate, with foraminifera known
to thrive in warm water forming a large part of
the fossil assemblage. Below this stratum he found
another one much lower in calcium carbonate,
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and with a larger fraction of tests of foraminifera,
known to prefer lower surface water tempera-
tures. Schott interpreted this lower layer as laid
down during the last glacial age, assuming that
the Equatorial surface water temperature was
lowered by decreased insolation during this time,
and that hence the production rate of foraminifera
was decreased. ScHOTT’s work, later on extended,
(1952) was of basic importance in demonstrating
the use of the oceanic sedimentary record for
the study of climatic change, and a number of
similar studies have since been carried out by
other workers (BRAMLETTE, BRADLEY, 1940;
CusaMmAN, HENBEST, 1940; HamiLTON, 1957;
Ovey, 1950; PHLEGER, 1939, 1942, 1947, 1948;
PHLEGER et al., 1946, 1951, 1953), in the Equa-
torial Atlantic especially by Ericson (ERICSON
et al., 1955, 1956). However it appears at the
present time uncertain whether the decreased
carbonate content in the glacial strata of the
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Equatorial Atlantic was due to a decrease in
the productivity, to an increase in the rate of
dissolution depending on the northward flow of
Antarctic water along the bottom of the Atlantic
Ocean, or to an increased influx of fine grained
detrital matter, diluting the pelagic biogenous
carbonate in the Atlantic Ocean. Evidence for
this latter effect has recently been presented
(BROECKER et al., 1958).

Another most promising approach to this.
problem has been made possible by the develop-
ment by Urey, Lowenstam, Epstein and Mc
Kinney (see references in EMiLiaNI, 1955), of
a method for determination of the temperature
of ocean water from the oxygen isotope ratio
in carbonate, laid down in equilibrium with
the water. Pioneer studies of paleotemperature
distribution in ocean sediments have been carried
out by these workers and by EMILIANI (op. cit.),
the latter employing Atlantic and Caribbean

Fig. 1. Structures in the Pacific influencing sedimentation. Stippled area indicates depth less than 4000 m. Two

basins appear especially well protected from turbidity inflow from the continents; the East Equatorial Basin, E
and the South Pacific Basin, S. — From Menard and Fisher, J. Geol. 66, 250, 1958.

>
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sequences of the same type as those used by
Schott, but much longer, due to the improved
coring technique. Emiliani’s investigations con-
firm in general SCHOTT’s and ERICSON’s (op. cit.)
conclusions regarding the variations in tempera-
ture of the surface water based on the frequency
of cold and warm water species of foraminifera.
Emiliani’s record extends back into the Lower or
Middle Pleistocene, and includes a series of
oscillations of the surface water temperature, as
indicated by the oxygen isotope ratios in tests of
planktonic foraminifera. Emiliani also reports
Washington radiocarbon dates from several
levels in the upper part of the sequences. He has
further attempted to extrapolate the time scale
for this upper part downward in the sequence,
and to correlate the temperature oscillations
found, with the glacial events recorded on the
continents.

2. The sedimentary record below the Equatorial
Divergence

The stratification of the Late Tertiary,
Pleistocene and Recent sediments has been
extensively studied, in the Equatorial Pacific
(ARrRHENIUS, 1952). This area has been explored
in great detail, because the sedimentation basins
are located far away from the disturbing influence
of the continents, and are surrounded by trenches
and rises which prevent inflow of sediments along
the bottom (fig. 1). Secondly, there exists in
the surface layer of the ocean a wind driven
circulation mechanism which controls the produc-
tion and sedimentation of organic matter, and
therefore the biostratigraphy. It appears possible
in this area to establish a relationship between
the changes in geologic time of trade wind inten-
sity, and simultaneous changes in the composition
of the sediment.

The mechanism of sedimentation in the East
Equatorial Pacific is schematically illustrated in
fig. 2. The central diagram of this figure shows
a meridional cross section through the surface
layer of the ocean in the East Equatorial Pacific
at longitude 120—130° W, where the features of
the vertical circulation are well developed, and
where the regularity of the sedimentation makes
possible a quantitative study of the variations in
time of inorganic components.

The temperature distribution is in this middle
diagram indicated by the isotherms for 15, 17, 20,
25 and 27° C. The cold, nutrient-rich intermediate
water is marked by a dotted surface, and the
vertical circulation pattern is shown by arrows.

The Equatorial Countercurrent, running east-
ward, is limited by the South Equatorial Current
at about 5° N, and by the North Equatorial
Current at about latitude 10° N, both moving
in the opposite (westward) direction. Divergence
of these wind drift currents produces upwelling
along the equator (see discussion in CROMWELL,
1953). The rise of the intermediate water, which
is high in nutrient salts, into the surface layer,
where most of the sunlight is absorbed, leads to
a strongly increased production of algae, sustain-
ing an increased production of higher members
of the food chain. At higher tropical latitudes
the lack of a mechanism which enriches the
euphotic layer, keeps the productivity low.

The rate of production of skeletal calcium
carbonate from coccolithophorids and foramin-
ifera is illustrated in the upper diagram, where
the full line curve, marked “‘Pleistocene minimum
circulation (interglacial)” corresponds to present
time conditions. The abscissa scale is the same
as in the middle graph. The inferred rate of
dissolution of calcium carbonate before final
burial of the fossils is indicated by the curve
“Pleistocene minimum production of cold deep
water (interglacial)”, and shows an increase
under the Equatorial productivity maximum,
indicating the effect of carbon dioxide produced
by the respiration of bottom living animals
feeding on the rain of organic detritus.

The resultant rate of accumulation of calcium
carbonate corresponds to the ordinate difference
between the two curves. At the intersection of
these between latitude 7 and 9° N the carbonate
accumulation accordingly drops to zero. Siliceous
clays cover the bottom of the ocean north of
the present loci of this intersection, the carbonate
compensation line.

Paleotemperature measurements have been
made using the calcium carbonate tests of both
benthonic and pelagic foraminifera (EMILIANI,
1955), and the results for the present sediment
surface are indicated at the present-time curve in
the diagram. The benthonic tests indicate a tem-
perature of about 1° C in good agreement with
the directly measured temperature of the bottom
water. The planktonic tests, in accordance with
the observed temperature distribution in the
surface layer, display a gradient, with rising
temperature from the Equator to the north
(14.8° at the Equator, 15.3° at latitude 2° N
and 15.6° C at latitude 7° N). The temperature
values obtained from the oxygen distribution
would, however, if they represented the habitat
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Fig. 2. Meridional profile at ap-
prox. long. 130° W. in the Pacific
Ocean, showing the distribution of
properties in the surface layer of
the ocean (middle graph), the
stratification of the bottom sedi-
ment (lower graph), and the inter-
pretation of the sedimentary
record in terms of rates of produc-
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of the foraminifera, place these below the thermo-
cline. If this were the real condition, it is difficult
to understand the meridional gradient in tempera-
ture, indicated by the isotopic composition of
the calcite tests. Although well developed in
the surface layer of the ocean, no such gradient
is found below the thermocline. As is shown
below, the isotopic gradient displayed by the
foraminiferal tests exists and is even more marked
during past ages (11.9° C at the Equator, 12.9°
at latitude 2° N and 14.1° at latitude 7° N,
during maximum circulation which occurred
during the Riss [Illinoian] Glacial Age). Tte
present conclusion is that the paleotemperature

Bl o%ceco;

STRATIFICATION OF BOTTOM SEDIMENT

tion, dissolution and accumula-
tion of calcium carbonate from
planktonic  organisms (upper
graph). (From Arrhenius 1959.)

data from planktonic foraminifera show a trend
which is in good agreement with the observed
surface temperature distribution. The data there-
fore probably furnish indications of the relative
temperature variations with time. However, the
absolute values are difficult to reconcile with
the actual distribution of water temperature.
Investigations of the vertical distribution of
the species in question in the surface layer of
the ocean and of the relation between the oxygen
isotope ratio of the tests on the one hand and the
ambient water temperature on the other, appear
needed for an interpretation in terms of abso-
lute temperature.
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Before the discussion of the other curves in
the upper graph, representing the conditions in
the past, the lower diagram in fig. 2 will be
explained. This diagram is a generalized cross
section through the bottom deposits along the
same meridian as in the upper graphs. The
ordinate has arbitrarily been chosen = 0 for
the present sediment surface. The lower, detach-
ed half of the graph, showing the stratification of
the Middle Tertiary sediments lacks greatly in
detail due to the paucity of observations. The
vertical scale is, in this case, relative and reference
to the zero level is not available.

The distribution of carbonate concentration
along the intersection of the profile with the
present sediment surface reflects the productivity
distribution in the surface layer of the ocean
with the superimposed effect of dissolution.
From high values below the Equatorial Diver-
gence, the concentration drops toward higher
latitudes, and the present northern carbonate
compensation line is found between latitude
7 and 9° N.

The profile also demonstrates in a generalized
way the marked stratification of the calcareous
deposits. Below the surface layer, which is
characterized by relatively low carbonate con-
centrations, lies a stratum (2), high in carbonate,
and coinciding in time with the last glaciation in
higher latitudes. This stratum is preceded by
another low carbonate unit (3) with a small
subordinate maximum (3.2, between the subor-
dinate minima 3.1 and 3.3). Below this is
a high-carbonate stratum (4) indicating extra-
ordinarily high rates of accumulation of biog-
enous carbonate and silica. Altogether about
nine major carbonate maxima occur in the
Pleistocene part of the sequence. The underlying
Pliocene sediments are characterized by less
variability with time of the carbonate content.
The Pliocene-Pleistocene transition is.charac-
terized by a rapid drop in the temperature of
the bottom water, indicated by the oxygen isotope
distribution in benthonic foraminifera (EMILIANI,
Epwarbps, 1953), and by a marked change in
the fossil assemblages of coccolithophoridae
(BRAMLETTE, RIEDEL, 1954). This transition is
shown as a dashed line crossing over the carbonate
compensation surface near the break in the
profile.

From measurements in the stratum 4 the full
line curve marked “Pleistocene maximum circula-
tion (glacial)” in the top diagram and the dashed
curve marked ‘‘Pleistocene maximum production

of cold deep water (glacial)’ have been construct-
ed. The productivity appears to have been largely
increased, especially in the Equatorial Divergence
and probably to some extent also the dissolution
due to respiration of benthonic animals, although
not enough to counterbalance the greatly in-
creased rate of deposition of calcareous skeletal
remains. As a result the overall rate of accumula-
tion of calcium carbonate reaches a maximum
during this time. The greatest increase occurs at
the equator, where values of the order 3—10
g-cm~2 - millennium~! of calcium carbonate
are found.

Although the amount of calcium carbonate
relative to the inorganic components of the
sediment is an analytically convenient measure
of the organic productivity, varying with geologic
time, it is not the only one. The variations,
described above, are closely connected with
still more marked changes in the relative amounts
of phosphate from fish debris and of opaline
silica from diatoms (ARRHENIUS et al., 1957;
ARRHENIUS, 1959). The diatoms also display
characteristic changes in their reproductive cycle
(ARRHENIUS, 1952 chapters 1.5, and 1.9). The
original amounts of diatomaceous opal and
skeletal apatite are modified to a lesser extent
than the calcite by secondary dissolution, and
the distribution of silica and phosphate thus
gives a still better approximation of the productiv-
ity in the past than the distribution of calcium
carbonate.

As already mentioned above the paleotempera-
ture data in the top graph indicate a steepening of
the temperature gradient away from the Equator,
which is taken as additional evidence for an
increased rate of upwelling in the divergence
as the cause of the increased productivity. The
reason for this intensified vertical circulation
occurring during the glacial ages is believed to be
an increase in the tropical atmospheric circulation
depending on a displacement toward the Equator
of the high pressure centers now located between
latitude 20 and 35°. Under these conditions
the stratification of biogenous components in
the Equatorial Pacific provides a direct and
undisturbed record of the climatic evolution of
the Earth during the last few million years.
An estimate of the relative variations in trade
wind intensity in the past, and a discussion of
the time factor on the basis of the sedimentary
record is given in the last part of this paper.

Due to the higher production of biogenous
calcite and opal in the Equatorial Divergence,
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the time-rock units are thickest under the Equator,
and thin out toward the north and south as is
schematically indicated in the lower graph of fig. 2.
A detail correlation of the Pleistocene strata has
been carried out within the zone of high produc-
tivity around the Equator, and with less certainty
to the bordering compensation surfaces (ARR-
HENIUS, (1952).1 A stratigraphic subdivision of the
Pleistocene clay formation is still lacking,
mainly because of the great uniformity of most
sections through this formation. The directly
underlying Pliocene clay sediments are charac-
terized by a higher and varying manganese and
phosphorous content (ARRHENIUS, 1952, REVELLE
et al., 1955), and by a lower content of detrital
minerals like quartz (Rex, GoLDBERG 1958),
indicating a lower total rate of deposition of
detrital minerals in Tertiary than in Quaternary
time,

Apparently due to tectonic disturbances of
Tertiary age, seamounts and ridges were created
in the area in question. Due to their elevation
above the sedimentary basins, many of these
topographic highs have not received any ac-
cumulation of sediment since the time of dis-
turbance. Tertiary sediments of varying age thus
outcrop on these highs, and a reconstruction can
be made of the sedimentation during the early
part of the Cenozoic era. It appears that the
northern carbonate compensation line in Lower
Tertiary was located much farther north than at
present, probably north of latitude 45°. How-
ever, it was gradually displaced southward,
passed latitude 16° N in Miocene time, and
reached its approximate present location in
Upper Miocene or Pliocene time. Lower Tertiary
conditions are illustrated by the corresponding
curves in fig. 2. Oxygen isotope measurements of
benthonic foraminifera from these strata indicate
bottom water temperatures of approximately
10° C as compared to 1—2° throughout the
Pleistocene (EMILIANI, 1955; EMILIANI, EDWARDS,
1953). It is believed that the large meridional
extent of carbonate sediments in Lower Tertiary
time was due to a decreased rate of dissolution
rather than to an increased over-all rate of
production. This interpretation is supported by

1 Near these surfaces the carbonate content has been
found to be influenced by postdepositional dissolution
and small fluctuations in the location of the compensa-
tion line to such an extent that correlation of the strata
becomes difficult, unless a large number of sections are
available. For this reason the previous correlation of the
strata of core 58 near the northern compensation surface
can not be trusted in detail.
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Fig. 3. Relative rate of accumulation of barium as a -
function of latitude, across the equatorial zone of high
organic productivity. The rate is represented by the ratio
BaO/TiO, in the Postglacial sediments. (From Goldberg,
Arrhenius 1958.)

the observation of a low relative barium content
in the calcareous Tertiary as compared with the
Pleistocene sediments below the Equatorial Di-
vergence (GOLDBERG, ARRHENIUS, 1958, par. 5.4).
Barium is concentrated by marine organisms
before or after death, and the barium concentra-
tion relative to the inorganic fraction of the sedi-
ment is another parameter, indicative of the rate
of organic productivity in the surface layer of the
ocean (fig. 3).

3. The time element

The stratification of the Equatorial calcareous
Pleistocene, and the correlation of the strata
throughout the Equatorial zone from long. 90° W
to long. 180°, makes it possible to compare the
variation in space of the content in each time-
rock unit of specific fossils, minerals or elements.
Such investigations have demonstrated (ARR-
HENIUS, 1952) that in the shielded sedimentation
basins of the East Equatorial Pacific (fig. 1), the
integral of the titanium content from the present
surface to any given isochronous level in the
Pleistocene strata, is subject to but small varia-
tions in space. The titanium content is assumed
proportional to the total amount of inorganic
matter in the sediment, and the results con-
sequently indicate that in spite of the large varia-
tion in thickness of the time-rock units due to
varying admixture of biogenous silica and calcium
carbonate, the rate of accumulation of non-
biogenous matter can, as a first approximation,
be regarded as constant in space within the area
in question during any given Pleistocene-Recent
time interval. Therefore, the relative rate of
accumulation over the area of any component
during a given time interval can be expressed as
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the ratio of concentration of the component in
quesjion to the concentration of titanium. Such
computations form the basis for the curves in
the top diagram of fig. 2, expressing the rate
of accumulation of carbonate as a function of
latitude.

Ashasbeenmentioned above, the Pleistocene for-
mationnorth of the northern compensation surface
consists of a uniform, buff clay with practically no
variation in the titanium content above the level
of the analytical error (GOLDBERG, ARRHENIUS,
1958 par. 5.7). This clay sediment is known to con-
sist of several components with a different mode of
formation or transportation. Quantitatively the
most important of these components are probably
windborne and waterborne detrital minerals and
pyroclastics from the continents, and marine
hydrogenous minerals. These components are
known to differ markedly in their titanium con-
tent, and variations of this content by more than
a factor of two are observed in sedimentary
sequences with large changes in the proportions
of the components in question. The uniformity
in titanium content and thus, presumably in the
relative proportions of inorganic components in
the Upper Pleistocene clay sediments in the East
Equatorial Basin, may consequently be inter-
preted in two ways: either the rates of these
components varied in such a way that the pro-
portions remained constant, or they did not vary
above the limits of detectability. The former
alternative appears highly improbable. It is thus
concluded that in the area and during the period
in question, the rate of accumulation of inorganic
components did not vary in a detectable way
and this rate is therefore as a first approximation
taken as constant (ARRHENIUS, 1952). This ap-
proximation is extended to the adjacent zone of
equatorial carbonate sediments as these belong
to the same physiographic province (fig. 1).1

This implies that a unit mass per surface area
of aluminum, titanium, or other element pro-
portional to the total of silicate phases, required
approximately the same amount of time for ac-
cumulation during different Upper Pleistocene
stages, and that the relative rates of accumulation
within each time-rock unit can be compared with
the rates found in other time-rock units.

! For reasons specified in GOLDBERG, ARRHENIUS
(1958), it is difficult, at the present time, to estimate
quantitatively the limit of detectability of variation in
the rate of accumulation of one of the inorganic com-
ponents mentioned. It is believed, however, that a change
by a factor of two would be well above this limit.

This approximation is valid only under the
uniform conditions of sedimentation within the
basins :in question, and cannot be directly ap-
plied to other areas of the ocean. Near and on
topographic highs and in areas without protec-
tion against turbidity flow, the uniformity of
sedimentation often appears to be disturbed and
age estimates on the basis of the total amount

EQUATORIAL ATLANTIC
EQUATORIAL PACIFIC AND CARIBBEAN
RATE OF CIRCULATION GENERALIZED TEMPERATURE
i age
1 2 3 45 6 6 3(1 25'C|‘*

N ST
N e 1
O oAWK

500
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Fig. 4. Left. Relative rate of low latitude atmospheric
circulation during the Pleistocene, estimated from the
rate of accumulation of biogenous solids below the Equa-
torial Current System in the Pacific. The time scale is
based on the total accumulated amount of titanium calib-
rated by radiocarbon. The Pliocene-Pleistocene boundary
falls within the lowest two sections of the graph. (After
Arrhenius 1952.)
(Right.) Atlantic surface water temperature from oxygen
isotope data. The extrapolation of the time scale beyond
30,000 years is based on Emiliani’s assumption that each
climatic cycle had the same duration. (Compiled from
Emiliani 1955.)

The numbers in the graphs refer to the stratigraphic
subdivisions used in Pacific and in the Atlantic sedi-
mentary sequences.
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of any component in a column of unit cross
section become uncertain.

Attempts have been made to date the different
strata of the Atlantic and Pacific sequences, most
of the recent ones using the carbon-14 method.
The age information in the Pacific is derived
from the measurement of one core carried out by
Libby in 1950 (ARRHENIUS, KJELLBERG, LIBBY,
1951). The Atlantic cores are covered by a number
of later and more accurate measurements by
Suess and Rubin (EMILIANI, 1955).1 Due to the
short halflife of C14, only the very top strata
could be measured, corresponding to a few
10,000-year periods. In order to estimate the age
of older strata, extrapolation techniques have
been used. In the Equatorial Pacific these are
based on the observation mentioned above of
relative uniformity in space and time of the rate
of accumulation of inorganic components. In
a column of constant cross section, a given
mass of these components under such circum-
stances corresponds to a definite length of time,
which can be determined by calibration with
radiocarbon. On this basis, the time-scale for the
Pacific events, shown in the left diagram in
fig. 4, has been constructed. This chronology can
only be regarded as a first approximation, as the
error is cumulative. However, it is believed that
extrapolations like the present one, and the one
made by Emiliani, represent the best estimates of
the Pleistocene time-scale available at the present
time, with the exception of the last Glaciation,
and Postglacial time, where the continental
record from high northern latitudes is known with
greater precision.

4. The Atlantic record

Emiliani observed that in the Atlantic and
Caribbean cores investigated by him, each major
temperature cycle corresponds to a sediment layer
of relatively constant thickness. This implies that
in contrast to the conditions in the Pacific,
approximately the same amount of both biog-
enous calcium carbonate and silica, and non-
biogenous components were deposited during

1 Among his chronological references Emiliani also
includes age determinations based on the radium content
of the sediment. However the observation of secondary re-
distribution of radium in the sediment (ARRHENIUS, 1959;
ARRHENIUS, GOLDBERG, 1955; Koczy, 1956; BROECKER
et al, 1958) indicate that age determinations based on
the distribution of radium are unreliable, unless support
of the parent element ionium (Th 230) is proved in each
individual case.

each one of the Pleistocene climatic cycles re-
corded. On the basis of this observation, Emiliani
makes the assumption that the cycles all occupy
an equal length of time, and that the age of
the different strata is directly proportional to
their depths below the surface. The estimate of
the proportionality factor is based on a number
of radiocarbon measurements in the surface
layer. ’

The right-hand diagram in fig. 4 shows in a
generalized way the temperature of the surface
water from oxygen isotope data as a function of
time according to Emiliani’s estimate. Compari-
son with the left-hand graph shows a satisfactory
agreement between the Atlantic-Caribbean and
the Pacific records for the last 100,000 years, and
Emiliani’s stages 2, 3 and 4 appear to be iso-
chronous with Arrhenius’ stages 2.2, 2.3 and 2.4.
Below the 100,000-year level, corresponding to
Emiliani’s stage 5, and Arrhenius’ substage 3.1,
it is difficult to attempt a realistic correlation of
the strata on the basis of the present time in-
formation. If it were assumed that both time-
scales were correct, Emiliani’s stages 6 and 8
could correspond to substages in Arrhenius’
stage 3, which could be better resolved in the
Atlantic than in the Pacific, due to the higher
rate of deposition of non-biogenous minerals in
the Atlantic. Emiliani’s stages 10 and 12 could in
such a case correspond to 4.2 and 4.4 in the
Pacific.

Another possibility, which at the present state
of information appears worthwhile considering,
is that the assumptions used in the extrapolation
systems are such crude approximations that they
lead to apparent discrepancies in the ages of cor-
responding time-rock units in the two oceans
when the extrapolation is carried further back in
time than 100,000 years. This opinion is shared in
part by Emiliani (l.c., p. 561—562) insofar as he
suggests that the Atlantic chronology is correct,
and the Pacific invalid, and that time scale of
the Pacific record should be shrunk by a factor
of 1.8. However, the justification of such a
modification necessitates substituting the titanium
rate value from a core with a high rate of biog-
enous deposition, and therefore with a relatively
good stratigraphic resolution, by a value from a
poorly correlated sequence near the northern
carbonate compensation surface (see footnote,
p. (7). Further, the strata above the 100,000-year
level, which appear to correlate well between the
Atlantic and Pacific, would be brought out of
phase.
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In view of the conflicting evidence, it appears
desirable at the present time to assign the chrono-
logy of Pleistocene strata older than a hundred
thousand years to the realm of order of magni-

tude, pending direct dating of these sediments by
their ionium and thorium content, or by other
absolute methods. Such attempts are being made
at the present time.
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DISTRIBUTION OF MATTER
IN THE SEA AND ATMOSPHERE

Changes in the Carbon Dioxide Content of the
Atmosphere and Sea due to Fossil
Fuel Combustion’

By BerT BoriN and Erik ERIKSSON

International Meteorological Institute in Stockholm

Abstract

The dissociation equilibrium of carbon dioxide in the sea is discussed with particular emphasis
on the buffering effect of sea water, when changes of the partial pressure of CO, in the gas
phase take place. The results are used in a study of the changes of the carbon dioxide content
of the atmosphere and the sea that occur as a result of release of CO, to the atmosphere by
fossil fuel combustion. It is shown that the steady state considerations given by previous authors
hereby are considerably modified. Thus an increase of the CO, content of the atmosphere of
about 109, as reported by Callendar may be compatible with a Siiess effect of only a few
percent. Because of the small buffering effect of the sea it seems likely that the biosphere on
land may play a more important role for the changes actually occurring in the atmosphere due
to release of CO, by combustion than previously believed. This problem warrants further
investigation, but already the present treatment indicates that an appreciable increase of the
amount of CO, in the atmosphere may have occurred since last century. This increase will
continue and should be detectable with present techniques for measuring CO, in the atmosphere
within a few years in areas with little or no local pollution due to fossil fuel combustion as in

the Antarctica or on Hawaii.

1. Introduction

Fossil fuel combustion has added considerable
amounts of carbon dioxide to the atmosphere
during the last 100 years. In view of the great
importance of CO, in the atmosphere for main-
taining a radiational balance between the earth
and space it is of great interest to know whether
this output of CO, has caused a significant
increase of the total content of carbon dioxide in
the atmosphere or whether most of it has been
transferred into the oceans. Some twenty years
ago CALLENDAR (1938) could show that most
likely a noticeable increase of the CO, in the
atmosphere had occurred and he has recently
(CALLENDAR, 1958) indicated that this increase

! The research reported in this paper was partly spon-
sored by the Office of Naval Research through the
Woods Hole Oceanographic Institution. Contribution No.
1025 from the Woods Hole Oceanographic Institution.

in 1955—56 amounted to about 10 % as compared
with an output due to combustion of about 14 %
of the total amount of CO, present in the atmos-
phere (cf. REVeELLE and SUEss, 1957). His con-
clusions have recently been supported by BRAY
(1959) in a detailed statistical investigation. How-
ever, by studying the C'4 distribution in the atmos-
phere and the sea and its variation in the atmos-
phere during the last 100 years as revealed by
the ratio C'%/C!2 in wood one has been able to
show that the exchange time between the atmos-
phere and the ocean is about 5 years (CRrAIG,
1957, 1958; REVELLE and SUEss, 1957; ARNOLD
and ANDERSON, 1957; RAFTER and FERGUSSON,
1958). It has then been concluded (REVELLE and
SUEss, l.c.) that most of the CO, due to combus-
tion has been transferred into the ocean and that
a net increase of CO, in the atmosphere of only
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a few percent has actually occurred. Callendar’s
deduction has therefore been rejected particularly
since the CO, measurements from the 19th
century are indeed very uncertain.

Towards the end of their paper Revelle and
Siiess point out, however, that the sea has a
buffer mechanism acting in such a way that a
10 % increase of the CO,-content of the atmos-
phere need merely be balanced by an increase
of about 1 % of the total CO, content in sea
water to reach a new equilibrium. The crude
model of the sea they used assuming it to be
one well-mixed reservoir of CO,, did not permit
them to study the effect of this process more
in detail.

The low buffering capacity of the sea men-
tioned by Revelle and Siiess is due to a change
in the dissociation equilibrium between CO,
and H,CO; on one hand and HCO,; and
CO, ions on the other. An addition of CO,
to the water will change the pH and thereby
decrease the dissociation resulting in a larger
portion of CO, and H,CO,; molecules. Since
the pressure of CO, in the gas phase being
in equilibrium with CO, dissolved in water is
proportional to the number of CO, and H,CO,
molecules in the water, an increase of the partial
pressure occurs which is much larger (about
12.5 times) than the increase of the total content
of CO, in the water. The change of this equilibri-
um in the sea is almost instantaneous. However,
in course of its circulation the ocean water gets in
contact with solid CaCO; on the bottom of
the sea whereby a change towards another
equilibrium takes place. This latter process is
extremely slow and may be disregarded when
discussing changes due to fossil fuel combustion.
It will, however, be indicated in section 2 how
this equilibrium is of major interest when being
concerned with processes with a time scale of
several thousand years.

In discussing the consequences of such a shift
in the dissociation equilibrium with respect to
the exchange of CO, between the atmosphere and
the sea and within the sea it is not sufficient to
treat the ocean as one well-mixed reservoir.
We shall instead first follow a suggestion by
CrAIG (1957) and divide the ocean in two layers.
The upper reservoir, in direct contact with the
atmosphere, is the part of the ocean located
above the thermocline and constitutes about
1/50 of the total sea. This part of the ocean is
well mixed due to wind action and convection.
The remaining part of the ocean, the deep sea,

is also taken as a well-mixed water body in
direct exchange with the mixed layer above.
Certainly this latter assumption is a poor ap-
proximation to actual conditions but will, as we
shall see, give internally consistant results. In
the first instance we shall neglect the effect of
living matter on the earth but some general re-
marks about the exchange of CO, between ve-
getation and the atmosphere will be given to-
wards the end of the paper.

It is obvious that an addition of CO, to the
atmosphere will only slightly change the CO,
content of the sea but appreciably effect the CO,
content of the atmosphere. It is possible to
deduce a relation between the exchange coefficient
for transfer from the atmosphere to the sea and
the corresponding coefficient for the exchange
between the deep sea and the mixed layer. It
turns out that a 10 % increase of the CO, content
of the atmosphere as a result of a total output
due to combustion amounting to 13 % of the
total CO, content of the atmosphere would
result for a residence time of water in the deep
sea of around 500 years. Only a considerably
more rapid turn over of the ocean model yield
appreciably lower values, while the rate of
exchange between the atmosphere and the sea
is much less important.

The change in the dissociation equilibrium in
water resulting from a transfer of CO, to the sea
also effects the C!'* distribution in the three
reservoirs and REVELLE’S and SUess’ (1957)
considerations in this matter are thereby ap-
preciably changed. It is clear that a large percent-
age change of the CQ, in the atmosphere and
a comparatively small percentage change in the
sea will yield a C14/C!2 ratio in the sea which is
considerably greater than that of the atmosphere.
The distribution of C1%4 between these two
reservoirs is therefore not in equilibrium any
longer. A transfer of C* from the sea to the
atmosphere will result. A more detailed study of
this secondary effect reveals that

a) the steady state considerations of CO,
exchange between the atmosphere and the sea
as given by CraiG (1957, 1958) are somewhat
modified and a likely residence time for CO, in
the atmosphere is 5 years.

b) the Siiess effect would be 3—S5 % depending
on the rate of overturning of the sea.

In view of the observed values of the Siiess-
effect being around 3 % in 1954 (before the
hydrogen bomb tests) (cf. BROECKER and WALTON,
1959; DE VRIES, 1958) the values obtained in this
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analysis are somewhat too large if using a value
for the residence of water in the deep sea of
500 years. One possible explanation of this
discrepancy would be the neglect of the exchange
of CO, between the atmosphere and the bio-
sphere. The main difficulty met when trying to
incorporate this effect is, that we actually do not
know whether a net increase of the amount of
CO, present in vegetation may have occurred due
to a transfer from the atmosphere or whether
the direct influences from man’s activities have
had an effect in the opposite direction. It is clear,
however, that even if no net transfer of CO,
from the atmosphere into living or dead matter
on land has occurred these exchange processes
will modify the estimate of the “Siiess effect”
obtained by merely considering the atmosphere
and the sea.

2. The CO,-system in the sea

The different components of CO, present in
the sea are CO,, H,CO,; HCO3 and CO32
As CO, is difficult to distinguish from H,COj4
it is customary to express the sum of these
species as CO,. The sea is also in contact with
ample amounts of solid CaCO,; which should be
considered in equilibrium being attained over
several “turnover times” of the sea itself. Another
important item in the system is the carbonate
alkalinity, denoted here by A4 which is the sum
of those cations which balance the charges of
HCO3 and CO;3;2 The following average values
for the concentrations of the different components
will be used here:

=0.0133 mmol x 1~ (sum of CO, and
H,CO,)

CHCOI= 1.90 mmol x 11

Cco- =0.235 mmol x 1-1

Cco,

The sum of all these species is denoted by ZCco,
and becomes 2.148 mmol x 171, A is given in
mval x 17! and becomes, A= Cyco;+2 Ccor=
=2.37 mval x 171, Now the following relation-
ships can be derived, namely

K, KK
ZC‘COz = (1 + Cl_i++ C]:I._,.{_‘—2>C:C()z (1)
K. 2K, K,
A= <C—I_:+ + Cli_lf) CCOz (2)

where K; and K, are the first and second dissocia-
tion constants of HyCO; in sea water and Cy+ is

the hydrogen ion concentration. It is convenient
to have the average values of the fractions
within the brackets. They are

KK
LSRR 2=18
Ch+ C+

As to calcium carbonate, its solubility product
L, can be written

Ceasr» Ceor =1L,
or more conveniently

Ci+ 1

Copir=L, ——— —— 3
@7 KK, Cco, 3

and in sea water Ccpr+ =10 mmol x 171,
Finally we have for the equilibrium between
the atmospheric CO, and that in sea water

1
PCO, = ; CCOs (4)

where « is a proportionality constant and Pco,
is the partial pressure of CO, in the atmosphere.

The constants K;, K,, L, and « are only
functions of temperature and salinity and will be
regarded as constants in the following. We may
therefore consider relations between small varia-
tions in Pco,_,, CCOg, ZCCO,’ A, CH+ and CCai+.
Using the variational method applied on equa-
tions (1) to (4) one obtains

8% Ceo,
Z CCO;

oC,
co,
Cco,

2 (. K KK
+ 9CH+ CH+

Cire
Kl ¥ Kl{(Z
CH!— Ci—[+

9 (K, 2KK,
04 8Cco, ICa \Cor ' Cir-
04 _0Cco, , ICh+ \Cu 2/ 5y (6)
4~ Ceo, K, 2KK,
CH+ Ci{"

0Cur  (5)

1+

0Ccars  20Cu+  8Cco, ™

Cy+ Cco,

CCa.*‘

dPco, _ 8Cco,
Cco,

®)

Pco,
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First we see that if Pco, varies and the hydrogen
ion concentration were kept constant, the relative
changes would be the same in the sea as in the
atmosphere. As the total amount of CO, in
the sea is about 50 times that in the air, practically
all excess CO, delivered to the atmosphere would
be taken up by the sea when equilibrium has
been established. One cannot, however, assume
that pH is uninfluenced by changes in the £C¢o,
of the sea. We may see if any condition can be
imposed upon the alkalinity. Obviously this
should be kept constant if we consider changes
that takes place over a relatively short time
interval, less than the “‘turnover time” of the sea,
because A4 is really the concentration of cations
that balance the charges of HCO; and CO32.
If CaCO, is excluded the sum of these charges
must remain constant. And then we see that any
change in the Pco, will also change Cy+. From
eq. (5), (6) and (8) we get by putting 64=0

0Pco, dCco,
Pco,

SCo, O

using the numerical values listed earlier. This
tells us that 1 percent change in the total CO,
concentration in the sea would require 12.5
percent change in the atmospheric CO, to main-
tain equilibrium. If we consider only the ““mixed
layer” of the oceans, i.e. the surface layer which
contains about as much CO, as the atmosphere
less than 10 percent of the excess fossil CO, in
the atmosphere should have been taken up by
the mixed layer. It is therefore obvious that
the mixed layer acts as a bottleneck in the
transport of fossil CO, into the deep sea (cf. the
following section).

It may be of interest also to consider the
effect of the CaCOj; on the bottom of the oceans;
the effect this may have for the final equilibrium
which is attained after a long time. Then alkalinity
will change by d4=2 6Cc,++ and with this
condition using the whole system of equations
and Cc,a++=10 mmol x 171,

6P CO,
Pco,

_9Cco, _ 2_3662C(1)_=

Cco, Z Ceo,

(10)

which shows that the sea, given enough time,
has an appreciable buffer capacity for atmos-
pheric CO,. However, in the case of eq. (10)
part of the change of total CO, comes from
dissolution or precipitation of CaCO3 and this
has obviously to be subtracted if we want to

know how much of the excess of atmospheric
CO, the sea ultimately can consume. The amount
that dissolves or precipitates is obviously equal
to 6Cca+r and becomes

dCco,

Ccarr = 0.444
6 Ca CCO,

Expressed as a part of the total CO, it becomes

(5 CCa+’ 6CC0
=0.206 : 11
Z Cco, Cco, an
Now, rewriting (9) we find
0% Co, _ 424 9Ccon
Z Ceo, Cco,

The part of the increase in total CO, that has
come from the atmosphere is therefore

X Cco, O > Cco 6CCa+’ ) Cco

A P = * - =0.238 *

XCco, ZCco, 2ZCco, Cco,
(12)

or

(SPCO 6Cco <6E CCO >
P =4204 ' 13
Pco, Cco, ZCco, (13)

Thus, in equilibrium one percent increase in % Cco,
obtained from the atmosphere would occur for
a 4.2 percent increase in the atmospheric partial
pressure of CO,. In other words, any excess CO,
put into the atmosphere will ultimately be
distributed so that about 11/, of it goes into
the sea (again assuming the sea contains, 50
times more CO, than the atmosphere) while
about !/,, remains in the atmosphere. Of the
part that goes into the sea, 87 percent has taken
part in the reaction

CaCO, (s) + Hy,CO, (ag) = Ca*2 + 2HCO,~!

The rest has been used to lower the pH of sea
water by, the reaction

H,CO, (ag) - H+ + HCO,4~

If the turnover time of the sea is of the order of
1,000 years, several thousands of years would be
required to reach equilibrium with the CaCO,4
at the bottom of the sea.

It should finally be noted that, in case atmos-
pheric CO, was withdrawn by some process,
this would result in precipitation of CaCOj, in
the sea.
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3. The exchange of inactive carbon between
the atmosphere and the sea

In order to see more clearly the effect of the shift
in the dissociation equilibrium in the sea we
shall first disregard the role played by the bio-
sphere and merely consider the atmosphere and
the sea, the latter composed of two reservoirs.
The top one, the mixed layer, is confined to
the layer above the thermocline and the lower
one, the deep sea, consists of the remainder of
the sea. Both these reservoirs as well as the
atmosphere are considered to be well-mixed and
the exchange between them takes place through
first order exchange processes. Introduce the
following notations:

N; =the total amount of C'2 and C2 in
reservoir i in a state of equilibrium as
before 1850.

N;  =the total amount of C* in reservoir i in
a state of equilibrium as before 1850.
N;  =the amount of C!2 and C'3 in reservoir i

present in the form of CO, or non-
dissociated H,CO,; (only for the ocean)
in a state of equilibrium as before 1850.
=the amount of C'4 in reservoir i present
in the form of CO, or non-dissociated
H,CO, (only for the ocean) in a state of
equilibrium as before 1850.

n, nj, ni, n;’ indicate the deviations from the
equilibrium values given above.
=exchange coefficient for transfer of C?
and C'3 from reservoir i to reservoir j.

ki-; =exchange coefficient for transfer of C14
from reservoir 7 to reservoir j.

Ti-j= 1/ k i-j

T;_ ji= 1 /k : - j
=decay constant for C14

¥()  =release of C'2 and C'3 due to fossil fuel

combustion as a function of time ¢.
(0] =mean production of C4 in the atmos-
phere due to cosmic rays.

The indices a, m and d refer to the atmosphere,
the mixed layer and the deep sea respectively.
The nomenclature is in part very similar to that
used by Craig (1957).

Considering now first conditions for inactive
carbon we obtain the following equilibria

- ka—mNa +km—aNr’n
ka—mNa _kmgaNr’n '_km—d]\rm+ kd—mNdZ 0

km—de - kd—m]Vd= 0
(14)

=0

Notice here particularly that the transfer from
the sea to the atmosphere is put proportional to
N,, and not to the total amount of carbon in the
mixed layer, N,,. On the other hand the transfer
from the mixed layer to the deep sea and vice versa
is due to the motion of water and should there-
fore be proportional to the total amounts of car-
bon present in the two reservoirs, i.e. N, and Ny
respectively. It should be pointed out here that
an exchange of carbon between various strata
of the ocean also occurs through the motion
of organisms and the settling of dead organic
material and precipitated CaCO4 which is grad-
ually being dissolved. From a recent paper
by ErikssoN (1958) it can be estimated that
this is about 1/3,000 of the total amount of
CO, in the sea per year. Naturally it is compensat-
ed by an upward flux of dissolved CO,. This
flux is small compared to the advective flux from
deep water which is about the same as the
horizontal transfer of atmospheric CO, in Eriks-
son’s model giving a residence time of =~ 600
years. His paper suggests anyway that the ratio
between advective flux and gravitational is about
5. From (14) we now get

ka—m= aka—m
(15)
kd—m =/3kd—m

Due to combustion a deviation from this equilibri-
um now has occurred, which is governed by the
following set of equations

dn ’
d_a= — K g+ kot + 3 (£)
t
dn '
Ttm_ ka—mna_km—anm_km—dnm+kd“mnd
dn
E‘{: k- attm — ka—mna

(16)

In the previous section we found that the follow-
ing relation exists between n,, and n,, (cf. eq. (9))

’

fp=12.5 N—m 1, = Byny,
m

(17)

Introducing this expression for n, into (16) we
obtain a system of three ordinary linear differential
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equations for the three dependant variables #,,
n,, and ny. Eliminating two of the three variables
we obtain

d3”i dzn,'
2t [(1+B)ks-m+ (1 + B ksl 22 T
dn,-
+ [1 +B]_0C+ ﬂ]ka—mkd—m E=S1 (18)

i=a, m d
where

Se =9"(0) + [Byotkg_m+ (1 + Bka-m]y' (D) +
+ Byotkg - kg my ()
Sim :ka—m’}’,(t) + ka—m"d—m?’(t)
Sq = ,Bka—mkd—m'}’(t)
(19)
The general solution of (18) is

1= Cueh? + Cpehs! + Cyet + P, (20)

where Cy;, Cy; and Cj; are integration constants,

A1, A, and A; solutions to the algebraic equation
Ay + [(1 +Byoyky_ o+ (1 + Bhg_p] 22 +

+[1+ B+ fleg-mka-mh=0  (21)

and P; are particular solutions depending on

the functions S;. Assuming now that [CraiG
(19571

N,,=1.2 N,
N;=60 N,
we obtain
N,, N,
Ba=12.5—2 2=10.
1% SNm N,’,, 0.4
(23)
g-Na_sg
N

The values chosen for N,, and N; are somewhat
uncertain but as we shall see later, do not influence
the results significantly. The solutions to eq. (21)
then are, due regard taken to the fact that &, _,,, >
> ky_mandthus (1 +Bo)) -k, _py+ 1+ kg m>
> (1 + B+ )k, mky m where> denotes about
two orders of magnitude

A=0

B (1 + Byo + By mkg-m
(A +Bks-m+ (1 + BDky—m

13 == [(1 + Bla)ka—m + (1 + ﬂ)kd—m]

Ay = (24)

To obtain the particular solutions we have to
specify p(#). We shall assume that () may be
approximated by

y(£) = poe (25)
where
=496 N, 104
Yo (26)
r=0.029 year—1

which fits the values given by REVELLE and SUEss
(1957) for carbon production until today and
also the estimated values to year 2010 with
sufficient accuracy if r=0 at 1880 (see table 1).

Table 1. CO, added to the atmosphere by fossil fuel
combustion and a comparison with an analytical

expression
Average amount Cumulative total
ad‘iﬁ/‘: per fvesa‘e added (% of N.)
Decade ;
measured measured ! d
or 140 estirc:ated {7 i

estimated (since 1860)|(since 1880)
1880—89| 0.54 0.57 1.13 0.57
1890—99| 0.79 0.77 1.92 1.34
1900—09 1.27 1.03 3.19 2.37
1910—19 1.72 1.37 491 3.74
1920—29| 2.00 1.83 6.91 5.57
1930—39| 2.11 2.47 9.02 8.04
1940—49| 2.71 3.17| 11.73 11.21
1950—59] 3.9 4.4 15.6 15.6
1960—69 54 5.8 21.0 21.4
1970—79) 7.5 8.0 28.5 29.4
1980—89| 10.5 10.4 39.0 39.8
1990—99| 14.5 13.7 53.5 53.5
2000—09; 20.0 19.0 73.5 72.5

Thus we obtain
Sa = ’)/0[7'2 + {Bl(xka—m + (1 -+ ﬁ)kd—m}r +

+ Byotk g mki_ ] € =yoSae™ @7
S =Yolka-mr +ka-mka-m) € =Smoe”

S = yoﬂka —mlg_met = Vosdoe”
One then easily finds the particular solutions

Yo Si
r SaO + SmO + Sdo

P =

et (28)

i=a, m d

In order to determine the three constants Cj; for
each solution n{f) we shall apply the initial
conditions
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ng=nyp=n;=0 )

which yields

dn, .
@Y T
dn, ,

=) ~ kg V(1

primb A0 ()
dn,,

dr?
d?ng _

drr

(29)

=ka_my(D);

These equations are obtained from the system (16)
and also yield

na+n,,,+nd=’ir9(ert— 1) (30)
As can easily be verified the final solutions of #,,
n, and ny; will be independant of the exact
initial conditions for ¢ > 200 years if the values
for 7., and 7,_,, are of the order of 5 and 500
years respectively. It also follows that A,= —2
years ! and that thus the term containing exp
(A51) in (20) may be neglected for ¢ >2—3 years.
With due regard taken to this latter fact we
finally obtain

S,
na=¥|:—§)(e"— 1)+

r Sao t ]
+ Tz (1 - ?>(e‘ 1)'

Ve Smo [ 1y o 2 ]( B1)
=7 S[(ef )

i i
m =220 |- - £ (- 1)
- 2 .

S=Sa0+ Smo + Sdo

From Craig’s (1957, 1958) investigation of
the exchange time for carbon dioxide between
the atmosphere and the sea and the exchange
within the sea the bestestimatesof 7,_,and 74,
at present are T,_,=35 years and 7;_,,=500—
1,000 years. FERGUSSON and RAFTER (1958) give
a value 7,_,,=3 years. Fig. 1 shows the amount
to be expected in the atmosphere 1954, when
the total fossil fuel combustion since the middle
of the last century is estimated to have been
13.2 % of the previous content of the atmosphere,
for values of T,_,, and 7., in the vicinity of
those quoted above. It first of all shows that

18 % o

\Taml output dus to
combustion

12 %

Tg-m * 10yeors

10 Ya To-m= Syeors

Ta-m® 2 yeors

4% 4 .

2% H

3 -1
2 3 5 kg 10 yeors
\

'
; 1 1
1000 500 s 2

4
1
T
5

0 200 Tg.m years

Fig. 1. Net increase of CO, in the atmosphere in 1954
due to release of fossil CO, according to UN-estimates as
dependant on the rate of exchange between the atmos-
phere and the sea and the mixed layer and the deep sea.

the net increase in the atmosphere is almost
independant of the precise rate of exchange
between the atmosphere and the sea. This depends
on the fact that the top layer of the ocean only
need to absorb a small amount of CO, from the
atmosphere as compared to the quantities
released to be in approximate balance. Its capacity
is therefore too small to be of any major impor-
tance. The decisive factor is instead the rate of
overturning of the deep sea. Thus even using
a residence time of only 200 years for the deep
sea water an 8—9 percent increase of CO, in
the atmosphere must have taken place. For
a value of 7,_,,=500 years an increase of the
atmosphere’s content of CO, of about 10 per-
cent would have occurred in 1954. This value
compares very favourably with the value of 10
percent given by CALLENDAR (1958) as the total
increase until 1955 deduced from a careful sur-
vey of all available measurements.

The results obtained above are, however,
dependant on our assumptions of the size of
the three reservoirs, i.e. N, N, and Ny Of
course, the totalamount of CO, in the atmosphere,
N, is quite well known, but the division of the sea
into two layers is somewhat arbitrary. It is of
some interest to see how sensitive the solution is
to a variation of N, and N,. Instead of chosin
the values given in (22) we shall assume

Il

N,=08N,
a

Nn= 2N, ;
b
N, =60 N, )N,, 59 N, (32

136



B. BOLIN, E. ERIKSSON

We then obtain the values 7n,=10.6% and
n,=10.0 % respectively as compared with n,=
10.3 % previously, using t,_,,=35 years and T,_,,
=500 years. Our solution is quite insensitive to
the exact division of the ocean. However, the
value of the total amount of carbon dioxide in
the sea (~ 61 N,) effects the solution more, but
here we quite accurately know the actual amounts
as just mentioned.

4. The exchange of radio-carbon between the
atmosphere and the sea

REVELLE and SUEss (1957) assume that the ex-
change of radio carbon between the atmosphere
and the sea takes place independantly of changes
in the distribution of inactive CQO,. If this were
the case the decrease of the C4/C!2 ratio in the
atmosphere since 1850, the Siiess effect, would
be a direct measure of the increase of the inactive
CO, during the same time, since fossil fuel
contains no C*. As a matter of fact, they deduce
an exchange coefficient for transfer of CO, from
the atmosphere to the sea on this bases. As was
indicated in the introduction this is not correct.
The change of pH in the sea will shift the dissocia-
tion equilibrium also for the carbon dioxide
containing C14. We may assume an equilibrium
rapidly being established and have

N, _ Np
%M 33
Nm Ny (33)

where » is dependant on the fractionation. If
changes of N,, and N,, occur as discussed in
the previous section, we obtain by wvariation
the following expression for the changes in N
and N},

ny My My Ay
P TN N wN 34
N,, N, N, N, (34)
Making use of (17) we obtain
*/ n,‘n *7 nm !
= N 11.5—N
nm N;n m + 1 5Nm m (35)
= Byt + By,
d . .
E"'ka—m*‘z g _Bzaka—mnm

dt

d
— kg mns+ <—+ Byakg_m+ ﬂkd_m+l> Py —kg_mng= — Byotky - iy,

d
- Bk e+ — m * =
ﬂ d-mlm <d1+kd +Z> nyg 0 J

We see here clearly how a change of the total
amount of CO, in the top layer of the ocean
will influence the amount of radioactive carbon
in the form of CO, and H,CO, and therefore
the partial pressure, which will mean that the
equilibrium with the atmosphere is disturbed.
Actually the amount of C in the form of
undissociated CO, is much more influenced by
changes in the fotal amount of CO, present in
the water than by changes of the amount of
radioactive carbon dioxide.

Corresponding to the system of equations in
(16) we have the following set describing the
transfer of radioactive carbon

dn;,

—t= —ky mhg ko, -

dt

dny,

_m_ k‘_ nt_k‘_ntl—

dr a-m'a m-a'tm s (36)
~ Ko -t + kg g — Aty

dn}y

_d? = km—dn:n—kd~mn2—}*n2

Notice here that the exchange coefficients between
the atmosphere and the sea are different from
those used in equation (16) thereby taking into
consideration the fractionation effect. Following
CrAIG (1957) we have
ke _yfmee_ Mo Mo (a9)
ka -m ka -m N m N, m

where 11=1/1.012=0.988. The deviation of u
from unity will be completely irrelevant in the
following discussion and we will therefore put
p=1 as indicated by the last expression in (37).
We shall also put k;_,,=k,_, and thus neglect
fractionation. For the exchange between the top
layer of the ocean and the deep sea the exchange
is the same as for inactive carbon with the assump-
tion made that it is due to the motion of sea
water only.

Introducing (35) into (36), taking into con-
sideration (15) and (37) and rearranging terms
we obtain

= Byotk g ntim

(38)
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We find thus that the changes of n,, appear as is therefore to find the particular pair of values
“driving forces” for the Cl4-system. Knowing n,,  that are in agreement with observed changes in
as a function of time, we may calculate the the total amount of CO, in the atmosphere and
changes that will occur in the distribution of the changes of the C'4/C'?ratio. Eliminating n},
radio carbon and thus also compute the Siiess and n} from the equations (38) and in doing so
effect. The problem is implicit, however, since taking account of the fact that k,.,,> k;_ . >4
the distribution of »,, dependsonk,_,,andk;_,, we obtain

as shown in the previous section and our problem

d3 d?n M dnz.z *
e o+ 1) kg + (B+ 1) kg ,,,] +(1+ﬂ+Bza)k,, mkd—m = " Mah )=
d?n,, dn
=Baocka_m[d2 +([3+1)kd m(T;"'*‘znm)] (39)

Now |n,'dn,,/df]>A and we shall also assume the decay of C'4 is unimportant for the discussion
that our solution #; satisfies the same relation, of the exchange between the atmosphere and the
which will be verified a posteriori. It means that sea. We thus finally obtain

d3na d®n; dna
L (B + kot (B 1)kt d T (14 B+ B) e
d?n dan,,
=Bs°‘ka—'n[d2 +(1+ Bka_pm dt] (40)

This equation is principally the same as eq. (18) and similar expressions for n;, and »} if we wish
and thus possesses a solution of the character to study their variations. Introducing the ex-
given by (20) where now Aj, A; and A; are pression for n, given by equation (31) and
solutions of an equation similar to (24). From solving for n} we obtain with some simplifications
the three equations (38) and with due regard to  similar to those done previously

the expression for dn,/dt given by eq. (16) we

obtain the initial conditions ”_a. -0, - et —1 — L‘ (@ - 1)) -
Na - }*2
dn; d®n - A
W= —2= =0 41 -0 [eﬂzr—l——f eh‘t—lJ 42
dt dtz ( ) 2 AZ( ) ( )
where
0, = [r+(1+ﬂ)kd—m]H
VrP+ {(Byx+ Dkgom + (1 + Bkgom r + (1 + B+ BooYko— k- m] @3)
43
0, = [(1+B)ka-m+2A] H
2 A+ {(Byo+ VNhkoom+ (1 + B ka_my Ay + (1 + B+ By ko_mka_ )
having introduced the symbol H and A3 according to
H= Batx 70 ka m(r + ka’ m)r (44)

r 24 [(Bie+ Dkgom+ (1 + Dha_p] r+ (1 + f+ Bio) ky_ mk
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Fig. 2. The increase of C in the atmosphere in 1954
by a net transfer from the sea resulting from release of

fossil CO, and a change of the dissociation equilibrium
in the sea.

L (1+.3+Bza)ka—mkd—m
: (1 + By kg m+ (1 + B ka_m

(45)

Figure 2 shows the values of n} in 1954 when
the total output of CO, into the atmosphere is
estimated to have been 13.2 %. A more pronounc-
ed variation with the value of 7,_,,=k,! ,is here
obtained than was the case for n,. This is easily
understandable. The slower the exchange between
the atmosphere and the sea takes place the less
rapid is the response of the sea to changes of
the CO, content of the atmosphere. If 7,_,,=0
and 14_,,= obviously 12.5x <£'5> : (]-Y'—"> =1
ng N,
according to equation (17). Computing #,, from
(31) and inserting we obtain here

n. N 0.77 2 years
12.5.—7.—2=20.73for 7,_,{ S years;(46)
"a Nm  0.69 10 years

which values are almost independant of the value
of t4_,, in the range 200—1,000 years considered
here. The changes of #n,, are the “driving force”
for changes in the C14 system and again the
slower the exchange between the sea and the
atmosphere is, the greater the lag of the Cl4
adjustment in the atmosphere relative to the sea
becomes.

The results obtained from eq. (42) are again
quite independant of the exact division of the
ocean into two reservoirs. Making the computa-
tions with the values of N, and N,, given in (32)
yields values of n only a few tenths of a percent
different from those shown in fig. 2.

By a comparison of the results given by eq.
(31) and (42) we can compute the changes of
the C14/C!2 ratio in the atmosphere, the ‘“Siiess
effect”. The result is shown in fig. 3. It is of
special interest to compare these values with

5 Kgm' 103years'
1

I0100 5(])0 2?0 2([)0 T4.m Years

—2% |
2 To-m?3 Syears

Tg-m = 2 years

/m:s’l

Fig. 3. The expected value of the Siiess effect in 1954
for various rates of exchange between the atmosphere and
the sea and within the sea.

—4% 4

—6% -

—8 % -

actually observed values. Siiess’ measurements
give an average value of —1.7 % which may be
considered representative for about 1946 (RE-
VELLE and SUEss 1957). BROECKER and WALTON
(1959) have found a value of —2.9% for 1938,
and a lower value of — 1.8% for 1954. The latter
sample may, however, already have been influ-
enced by the Castle tests in the Pacific early in
1954. Finally pE VRries (1958) gives a value of
—2.99% for 1954. Summarizing these measure-
ments a value of — 2.5 to — 3 % seems plausible
for the SUess effect in 1954 before any appreciable
amounts of C* had been introduced into the
atmosphere due to atomic bomb tests. More
measurements from all over the world would,
however, be desirable to determine this value
more accurately. It is seen from fig. 3 that the
computed value is somewhat larger particularly
if the exchange between the three reservoirs is
relatively slow.

CrAIG (1958) has given the value 7,_,,=5
years as the most likely value for the exchange
time between the atmosphere and the sea. It is
obtained by studying the difference in the C14/
C2 ratio in the atmosphere and the sea with
due regard taken to fractionation. It is further-
more assumed that the Siiess effect is — 1.25%,
which seems to be an underestimate even if it is
true that some of the values later reported perhaps
are not truely representative. Chosing a value of
—39% would yield a value of about 3 years.
However, due to the fact that a net transfer of
CO, from the atmosphere to the sea occurs at
present (N,+n,) (N,, + n,,)"! is somewhat larger
than would be the case in equilibrium. On the
other hand a net transfer of C!4 takes place
from the sea to the atmosphere and therefore
(N2+n) (N&+ny)! is smaller than in equilibri-
um. The deviations are larger the slower the
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Fig. 4. Model of the CO, exchange between the deep
sea, the mixed layer of the sea, the atmosphere, the bio-
sphere and humus on land.

exchange between the atmosphere and the sea
takes place. Thus the difference of the C!4/C12
ratio in the atmosphere and the sea (corrected for
fractionation) should be larger in the equilibrium
case than in the case where a net transfer occurs
as indicated here.

It should be pointed out at this moment that
simijlar deviations of the C!8/C!2 ratios from
the equilibrium values may occur if the net
transfer of C13 and C!2 are different. This is
important since all C'% measurements are
corrected for fractionation with the aid of the
C13/C12 ratio. Obviously such a procedure
assumes equilibrium conditions. In the case of
exchange between the atmosphere and the sea
this need not be the case as we have shown
above. It so happens, however, that the ratio
C13/C12 is almost the same in fossil fuel as in
the atmosphere, the difference being only about
2 %. Thus no significant errors are therefore
introduced in assuming equilibrium conditions.

With the model presented above one can now
easily compute how large the deviations from
equilibrium are which are due to the fact that
a net transfer of both inactive and radioactive
carbon occurs. The most likely value of the
exchange time again becomes 7,_,,=5 years.

Measurements of C14 in the deep sea BROECKER
(1957) and RAfrTER and FERGUssON (1958) in
many cases indicate an age relative surface

waters of 500 years or more and the interpretation
of these values are not essentially influenced by
considerations of the kind presented here. It is
thus seen from fig. 3 that the computed value of
the Siiess effect should be around — 5 % in
comparison with the observed value of about
—3 %. There may be many explanations for
this discrepancy but first of all the accuracy of
our model is not greater than it could be explained
merely as due to this crudeness. Our assumption
of a well-mixed deep sea is of course an unrealis-
tic one and a more complete formulation of the
problem in this respect seems very desirable. Sec-
ondly, we have completely neglected the effect of
the biosphere on land. In view of the relatively
small buffering effect of the sea the changes of the
CO, (as well as C*0,) content of the atmosphere
are here computed to be quite large. One may
therefore very well expect that the biosphere also
is influenced in some way (cf. ErikssoN and
WELANDER, 1956).

5. Estimates of the effect of CO, exchange
between the atmosphere and the biosphere

The amount of carbon stored in the biosphere
on land N, is not very well known. Different
estimates give values varying between 12 9%,
(CrAIG, 1957) and about 85 % (ErIkssoN and
WELANDER, 1956) of the amount present in the
atmosphere. Estimates of dead organic matter,
humus (Nj), also vary considerably, between
values of 1.1 N,to 1.7 N,. For the following
estimates we shall assume N;=0.5 N, and N,=
=1.5 N,

We may now extend our previous model of
the CO,-exchange in nature to the one depicted
in fig. 4, which in case of equilibrium has been
studied by CraiG (1957). In complete anology
with the previous analysis we obtain in the
equilibrium case

- ka—mNa+km—aN;n - ka—bNa +
+kp_gNp+ kp_,N;,=0
ko v Ng—kp_oNp—ky_yNp =0
—~ky_aNy+kp_yNp =0 (47)
ka~mNa—km—aN;n_km—de +
+kig-mN;j=0
kpi—aNg—ka_mNg =0

Again denoting the deviations from equilibrium
due to fossil fuel combustion by n; we obtain
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dn ,
d_:+ka—mna_km—anm+ka—bna"‘ l
—kp-ahp — kn-atp = (1)
dn '
7:’"ka—b”a+kb-a"b+kb—hnb =0
d
s K- o — Ky o =0y (48)
dt
d 7
"Z_m—ka—mna'l'km-anm +km—d”m"‘
t
—kd_,,,nd=0
dn
Ttd _km—dnm+kd—mnd =0

It is hardly justified to carry through such a com-
plete analysis here as presented previously in
view of the fact that the assumptions made about
the exchange processes between the atmosphere,
biosphere and humus are more doubtful. An
estimate shows, however, that n, ~ +7% if we
assume T,_,,=35 years, Tq_,»=500 years, 7,_p=
=30 years and 1,_;=30 years compared with
10 % in the case of no net increased assimilation
as a result of increased CO, content of the
atmosphere.

Obviously the distribution of C*O, between
the various reservoirs also is influenced by an
exchange with the biosphere and this would be
the case even if no net increase of inactive CO,
in the biosphere and in the humus has occurred.
We can obtain a lower limit for the Siiess effect
if we assume an infinitely rapid adjustment of
the C14 content between the four reservoirs,
the atmosphere, the mixed layer of the sea,
the biosphere and humus, i.e. the Suess effect is
the same in all reservoirs and also considering
that no C* is supplied from the deep sea to
these reservoirs. Since N,,+ N, + N+ N,~4 N,
and since the exchange between the mixed layer
and the deep sea is comparatively slow so that
only a small part (0.02—0.04 N,) of the fossil
CO, released until 1954 (~0.13 N,) has found
its way into the deep sea we estimate that the
Siiess effect should be 2—2.5 %. As pointed out
previously the observed Siiess effect was about
—39% in 1954 which is in very good agreement
with this estimate.

6. Forecast of the CO, changes in the atmos-
phere during the remainder of the 20th

century

Certainly the estimates presented above are
partly quite uncertain but it is of some interest

50 % Output due to combustion

40 %

30 %~

20%~ Likely rangs for

€O, increase in the
atmasphere
10 %

1880 1900 1950 2000 year

Fig. 5. Estimate of likely range for CO, increase in the
atmosphere.as a result of fossil fuel combustion accord-
ing to UN estimates.

to see what they imply with regard to future
changes of the CO,-content of the atmosphere.
An upper limit is obtained if neglecting the
exchange with the biosphere as done in section 4.
A lower limit on the other hand is determined if
an infinitely rapid exchange between the atmos-
phere and the biosphere takes place and ob-
viously this would be equivalent to putting N,
equal to the sum of the CO, found in the at-
mosphere, the biosphere and the humus. Intro-
ducing the values for the various residence
times as given in the previous section yields a
forecast in between these two extremes. Fig. 5
shows the variations to be expected until year
2000 based on an output of CO, into the at-
mosphere as given by table 1. The most likely
value for n, at that time seems to be about
+ 25 %, it may possibly be larger but probably
not exceed 40 %. These values are considerably
larger than those estimated for example by
ReVELLE and SUess (1957). The implications
with regard to the radiational equilibrium
of the earth in such a case may be considerable
but falls outside the scope of this paper.

Fig. 5 also shows that the present increase of
CO, in the atmosphere probably is 0.1—0.3 %
per year. Recent measurements in regions far
away from industrial areas such as Hawaii and
the Antarctica (personal communication from
Rakestraw) show remarkably constant values of
the CO, content in the atmosphere throughout
the year. It should therefore be possible within
a few years to observe whether an increase
occurs with this computed rate or not.
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Salinity and the Residence Time of Subtropical
Oceanic Surface Water'

By R. B. MONTGOMERY2

Chesapeake Bay Institute, Johns Hopkins University, Baltimore 18, Md.

Abstract

The distribution of salinity over the ocean surface shows subtropical maxima of about 36.5

per mille, which exceeds the prevailing deep salinity (about 34.7 per mille) by a factor of 1 in 20.
The thickness of the layer of high salinity is estimated as 200 m. The cause of the maxima is

that evaporation locally exceeds precipitation, by about 1 m/yr. The implication of these values
is that the residence time of the water in each region of high salinity is of the order of 10 years.

1. Qualitative considerations

The Iast few years have seen increased attention
to the time of circulation in various oceanic
circuits, to mixing time, and to the age of water
since aeration at the sea surface. The present
paper points out the fact that a time can be
deduced from the degree to which the salinity
of the subtropical ocean surface is increased by
the local excess of evaporation over precipitation.
WusT (1920, 1954) has analyzed surface salinity
in relation to the difference between evaporation
and precipitation, but the significance of the
observed magnitude of the salinity excess seems
not to have been discussed. Clearly, the salinity
excess reflects not only the evaporation-precipita-
tion excess but also the sluggishness, or time, of
the water movement. The time so obtained may
be called residence time (see section 2).

Charts of surface salinity show a closed sub-
tropical center of high salinity in each of four
oceans—North Pacific, South Pacific, North
Atlantic, South Indian—and a comparable center
touching Brazil in the South Atlantic Ocean.
(The North Indian Ocean is more peculiar and
will not be considered.) Below the surface layer
of high salinity and high temperature all water

1 Contribution No. 37 from Chesapeake Bay Institute.
This study was supported in part by the Office of Naval
Research and by the National Science Foundation.

? Visitor at C.S.I.LR.O. Division of Meteorological
Physics, Melbourne, as Fulbright research scholar, 1958.

has lower salinity, lower temperature, and greater
density. From each of the five separate centers a
layer of high salinity extends equatorward
beneath surface water of lower salinity and lower
density.

The product of salinity excess, of density, and
of depth of the layer of high salinity represents
an excess of salt per unit area. This excess salt
results from the evaporation of a certain thick-
ness of sea water. This thickness would be
achieved in a time that can be obtained from the
rate of evaporation-precipitation difference. The
resulting residence time is a measure of the mean
duration of the water’s residence in the region of
excessive evaporation.

The mechanisms that tend to reduce the resi-
dence time by exchanging water with surrounding
regions might be classified as horizontal and
vertical mixing and horizontal convection. No
attempt is made in the present paper to assess the
relative contributions of these mechanisms. The
actual conditions are complex, and it may be
impossible to arrive at a clear interpretation of
residence time.

It is seen that, regardless of how complex the
circulation may be, and regardless of the precise
interpretation of the result, a residence time can
be computed from the following quantities, for
all of which there are observations or estimates
available: surface salinity, base salinity, thickness
of layer of high salinity, excess of evaporation
over precipitation.
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2. Assumed model

A rigorous formula for residence time can be
derived by assuming a simplified model that
retains some essential features of the natural con-
ditions.

It is assumed that the subtropical oceanic
surface layer behaves like a steady-state rigid
reservoir filled with sea water that is kept homo-
geneous by mixing. The water in the reservoir has
density ¢ and salinity s, and the depth of the
reservoir is A, which is uniform. The rate of
evaporation minus precipitation, dimensions
length per time, is E — P, also uniform over the
Teservoir.

The outside water is assumed to have uniform
salinity s,. The water in the reservoir is renewed
by inflow of outside water, the inflow balancing
the sum of outflow and the much smaller evap-
oration-precipitation difference. The inflow is
expressed in terms of the renewal rate, k, so
defined that to mass M of sea water in the res-
ervoir the mass Mk dt of outside water is added
in the short time d¢, The time 7 is now defined
as the reciprocal of the renewal rate k. It is seen
that the inflow in time v equals, in mass, the
contents of the reservoir. Furthermore, the average
time that the inflowing molecules reside in the
reservoir is 7, which, therefore, is called resi-
dence time.

If attention is focused on the particular mole-
cules in the reservoir at any instant, the time 7
is, as CrAIG (1957) has shown, the time for their
concentration to decrease from unity to 1/e and
is also the average over all these molecules of
the time they will continue to reside in the
reservoir. These molecules have already resided
in the reservoir an equal average time, so their
average total time of residence is 2v. Thus, the
time of residence is twice as great when averaged
over the molecules resident at a given time as
when averaged over the inflowing molecules.

For unit area of reservoir in time 6¢: The mass
of sea water gained by inflow is ghk dt, and the
mass of salt gained is s,0ik 6. The mass of
water lost across the sea surface is o,(E — P)dt,
where g, is the density of pure water. The mass
of sea water lost by outflow is

[ohk ~ o,(E - P)] t,

and the mass of salt lost by outflow is s times
this expression.
The condition of salt balance requires that

soohk = s[ohk — 0(E - P)].
Solution gives the formula for residence time,

s—5, h

s E-FP

T=

P e

1
k
in which the ratio of densities is practically unity.

3. Data and calculated residence time (Table 1)

Unlike the sharply defined conditions of the
model, the natural conditions in the ocean are
diffuse. How best to choose data poses problems;
but precision is not sought, because the results
are unavoidably rough. The present choice is
admittedly arbitrary. Although, for surface
salinity and evaporation-precipitation difference,
mean values over a suitable subtropical area
might be more suitable, maximum values are
used, for simplicity, and this choice is partly
justified because salinity excess and evaporation-
precipitation difference occur as a ratio in the
formula.

Surface salinity (s) is from ScHott’s (1935;
1944) charts. The value used is that of the highest
isohaline on each ocean.

The base salinity (s,) adopted is the modal
salinity for the entire volume of each ocean,

Table 1. Data and Calculated Residence Time

s—sy h
Ocean s So s— S h E—P T T E—p
North Pacific. . ... 35.50 %, 34.65 %, 0.85 %, 100 m | 1.0 m/yr 2yr
South Pacific...... 36.50 34.65 1.85 230 1.0 12
North Atlantic. ... 37.25 3495 2.30 375 1.0 23
South Atlantic. ... 37.25 34.65 2.60 190 1.5 9
South Indian...... 36.00 34.75 1.25 170 1.0 6
averages.......... 36.50 34,73 1.77 213 1.1 10
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from CocHRANE (1958), Porrak (1958), and
MONTGOMERY (1958).

The layer thickness (%), like the base salinity,
is subject to different interpretations depending
on what mode of renewal is envisaged as domi-
nant. One choice would be the depth of the nearly
homogeneous surface layer; DEeFANT’s (1936,
Abb. 64) chart of this depth over the Atlantic
Ocean shows about 100 m at both subtropical
salinity maxima. The values in Table 1, however,
are the depths where, at the positions of the
surface salinity maxima, the salinity has decreased
to the average of s and s,. The depths were
determined from serial stations published in
various sources.

Evaporation-precipitation difference (E — P) is
from DIeTrICH’s (1957, Abb. 73) chart. The value
used is that of the highest isopleth on each
ocean. The chart represents an estimate based on
various indirect sources of information.

4. Discussion

The mean value calculated for the residence time
for all oceans is 10 years. The tentative interpreta-
tion of this result is that the mean time for a
water particle to remain in the subtropical surface
layer, without reaching high latitudes or the
equatorial zone and without sinking to great
depth, is roughly 10 years.

Some water of high salinity crosses the equator
and, presumably, passes without much dilution
from one high-salinity center to the opposite one.
In particular, water of salinity exceeding 36.5
per mille is known to cross from the South
Atlantic into the North Atlantic (DEFANT, 1936;
DieTrICH, 1957, Abb. 197). The interpretation,
therefore, must be relaxed to allow this partial
leak between opposite high-salinity centers.

The variation in residence time computed for
the different oceans represents, to considerable
extent, the uncertainty of the results. It is unlikely,
however, that the differences are due entirely to
random error, and there is no reason to expect

all five oceans to have equally sluggish sub-
tropical water.

The exceptionally large computed time for the
North Atlantic Ocean results from the exception-
ally great layer thickness. This great thickness
of the salty layer presumably results in part from
inflow of salty South Atlantic water as already
mentioned and from inflow of Mediterranean
water. A residence time mentioned by SVERDRUP
et al. (1942, p. 647) for the Mediterranean Sea
is 75 years. The computed North Atlantic resi-
dence time must include some residence in the
South Atlantic and in the Mediterranean. The
residence time for the open North Atlantic itself
can be expected not to differ much from the
average value of 10 years.

The computed residence time of 2 years for the
North Pacific center is so much below the others
as to indicate a significant departure.

GiLerTt and BazaN (1957) obtain times of 5
years, 1 year, and 25 years relating to parts
of the upper layers of the North Atlantic Ocean.
These values are similar in order of magnitude
to the present results.

CrAI1G (1957) finds that the residence time of
carbon in the oceanic mixed layer before transfer
into the deep sea “is about 4 years” (p. 12) and
“is most probably not more than 10 years, and
almost certainly not more than 20 years” (p. 15).
The downward flux of carbon is enhanced by the
sinking of organic matter and may, therefore,
be relatively much greater than the vertical flux
of salt water. On the other hand, horizontal
mixing and horizontal convection may be very
effective in exchanging salt water between sub-
tropics and lower latitudes, while the correspond-
ing exchange of carbon may be negligible. (Ex-
change between subtropics and higher latitudes,
where the deeper waters surface, must be im-
portant for both salt water and carbon.) It is
seen that the mechanisms governing carbon are
significantly different from those governing salin-
ity, so the residence times need not be equal.
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The Circulation of Some Atmospheric
Constituents in the Sea’

By Erix ERIKSSON?
Department of Meteorology, The University of Chicago

Abstract

The meridional circulation of sea water causes corresponding meridional circulations of those
atmospheric gases whose solubility in sea water are temperature dependant. The magnitudes
of these atmospheric meridional circulations can be estimated from the poleward flux of
water vapour and from oceanographic average data using a simple model of the meridional
circulation of sea water. From available data the meridional carbon dioxide flux has been
estimated to 2.5 X 10!® kg X year~! which agrees roughly with the pressure differences sea
water—air that have been measured. For fixed nitrogen available data give as result a net flux
into the sea amounting to roughly 3 kg X ha—' X year—!, i.e. the same magnitude as in rain
water.

It is shown that abrupt changes in the deep sea meridional circulation have but a small
effect on the atmospheric carbon dioxide content and then only because of the gravitational
transport of assimilated or precipitated carbon dioxide from the surface into the deep sea.

L Introduction

Some years ago BucH (1939 a) pointed out that
a general flow of carbon dioxide in the atmos-
phere must take place from equatorial regions
to polar regions. He arrived at this conclusion
from a close study of the physical properties of
carbon dioxide in sea water, the solubility being
rather temperature sensitive. Actually, this circula-
tion if it takes place should not be unique for
carbon dioxide but should be most obvious for
this compound as it is very soluble in water com-
pared to other gases.

One prerequisite for such a meridional trans-
port is, of course, that there be a net transport
of carbon dioxide in the sea from polar to
equatorial regions either by mixing or by advec-
tion or by both. It is evident that either of these
or both must exist, or else it would be impossible
to relate the net evaporation in temperature and
tropical regions to the surface salinity in the way
WUsT (1954) has done. As net evaporation cer-
tainly represents a flow of water vapor from warm
surface water regions to cold surface water
regions and must be balanced by an equal net
transport in the sea in the opposite direction, the
same mechanism that transports the water must
transport any other constituent. It therefore

seems possible to use the net evaporation of the
oceans to compute a transport function for the
sea and then use this function for computing the
atmospheric flux of other gaseous constituents
in the atmosphere. In order to do this a relatively
simple model of the sea will be used.

II. Theoretical approach
1. A general model

A remarkable feature of the sea is that the main
mass of the water has an average temperature of
around +3° C whereas a very thin layer between
latitudes 40° N and 40° S has an average tem-
perature of around -+-23° C. It seems therefore
appropriate to divide the sea into three portions
as outlined in fig. 1, one containing all warm
surface waters, a second the rest of the surface
waters, and a third containing the remaining part
of the sea. The last reservoir is consequently
completely isolated from direct communication

1 This investigation was supported in part by research
grants $-12 (C) and S-12 (C2) from the National Insti-
tutes of Health, PHS.

2 On leave from the International Meteorological In-
stitute in Stockholm, Sweden.
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‘mosphefic "°“sports

Cold surface advective
waters
(CSW) transports

warm surface
waters
(WsSw)

deep water
(DW)

with the atmosphere. Transports to and from this
reservoir of atmospheric constituents can take
place only by mixing and advection and in some
cases by gravitational flow of particulate matter.
As mixing can be regarded as a two-way advec-
tion it can be easily accounted for in the model
as shown in fig. 1.

It is convenient to name the three reservoirs,
the first being called Warm Surface Water, WSW,
the second Cold Surface Water, CSW, and the
third Deep Water, DW.- Deep water is con-
sequently used in a different sense than in
oceanography.

Fig. 2 pictures the transport rates and direc-
tions in this general model. The advective trans-
ports are made proportional to the (factors k;)
amounts present in the reservoirs which, of course,
is a mere definition, though useful as will appear
later. The amounts are given by the symbols
W', C’, and D', used with primes throughout
except for salt amounts where the primes will be
dropped. The significance of this difference lies
in the fact that the bulk sea salt has the simplest
circulation in this model since both the atmos-
pheric and the gravitational transports can be
neglected.

It is seen that the total advective flow from
each reservoir is split into two fractions, « being
the fraction that goes in an anti-clockwise direc-
tion in the figure. '

The atmospheric flux is given by the symbol F,
and for any specified constituent a superscript
will be used like F2: for the atmospheric trans-
port of oxygen. The gravitational fluxes are given
by the symbols BF, and (1 — B); F, where f is
the fraction of the total gravitational flux that

Fig. 1. General model of the cir-
culation of atmospheric consti-
tuents in the sea.

originates in CSW. Superscripts are also to be
employed here for any specific constituent.
Assuming steady state conditions for the cir-
culation in fig. 2 the following equations are
derived:
ok C = (1 — ap)k, D' + BF =
= kD'~ (1 — ag)ksW' = (1 - p)Fp =
=oghkW' — (1 — o))k, C' + F, (1)

By elimination of C’ or D’ two useful expressions
are arrived at:

’

Fa

(1 -o)K,C’

Fig. 2. Transport rates in the general model. W’, C’ and
D’ are amounts present in the reservoirs WSW, CSW and
DW respectively. K;, K, and Kj are rate coefficients and
oy, o, and oy dimensionless constants giving the fractions
of the total fluxes from the reservoirs which go in an
anti-clockwise direction in the figure.
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(o5 + 1 — g}k, W' =
= (a0 + 1 — o))k, D' — Fy+ o, BF, — o, F, (2)

(eqots + 1 — )k, C' =
=(otg0y +1 = Yk, W' — 0, Fy+ (1 - B)Fp+ F,
3)

These two equations will serve as a basis for
further derivations.

2. The flux of salt
In the case of salt F, = F, = 0. Dropping the
primes, one obtains
(g + 1 — ag)k W=
=(o oy + 1 - o))k, D=F 4)

(ag0p + 1 — )k, C=
= (o5 + 1 — atx)kyW=F, (5)

where F;, and F, can be regarded as advective
transport functions.

3. The flux of water and the general case

For water F,=0 and F,=E - P the net evap-
oration from WSW. Equations (2) and (3) give
in this case:

(ayog+ 1 —ag)k W' =
=(oqay+ 1 - o)k,D' -, (E-P) (6)

(g0 + 1 — )k, C’ =
=(otp0t3 + 1 ~ ot )k W' +- E— P ©)

Dividing through by equations (4) and (5) and
rearranging gives the following expressions for
the transport functions F; and F,.

RCEARE
___E-P
RCEANE

the subscript H,O referring to the case when C’,
D', and W' stand for the water amounts in the

’ ’

reservoirs. It is obvious that the ratios —, —,
D W

’

and Yol can be interpreted as ratios of average

mixing ratios of water and salt in the three
reservoirs.

For any constituent A equations (2) and (3)
can be rewritten using equations (4), (5), (8), and
(9) to read '

(10)
F} ~a,Fg+ (1 - p)Fs=(E- P)Q% w (11)

o Fd— o, fF3 + Fi=o,(E- P)03 w

where the symbol Qf  stands for

D w D W
D W)4/\D W/ao

and the symbol Q% ,, stands for

Cl WI CI WI
C W/, C W/uo
These two equations show that in the case of
a constituent that is completely conservative in
DW (F, = 0) the atmospheric flux is simply
related to the net evaporation and is independent
of the values of the a’s. As to the gravitational

transports F2, they can be expressed by eliminat-
ing F4 from equations (10) and (11), and become:

FA= al(E_P)
A

[Ghw-Qcwl (12)

which shows that they are strongly dependent
upon the choice of the «’s.

4. The circulation of oxygen

Oxygen is not conservative in DW as it is slowly
consumed in the decomposition of organic
material, carried down from the surface by gra-
vitational forces. It is, however, possible to
account for this consumption as a negative gra-
vitational flux which obviously is related to the
gravitational flux of carbon dioxide in organic
matter. Assimilation of carbon dioxide takes
place in the surface, with concomitant formation
of molecular oxygen. If the decomposition of this
organic matter took place in the surface, the
amount of oxygen formed during the assimila-
tion would be consumed. If, however, the as-
similated carbon dioxide is separated from the
oxygen formed and is carried down to deep
water by gravitational forces, there will be an

149



E. ERIKSSON

excess of oxygen on the surface. On a steady
state basis there will be one oxygen molecule
left in the surface layer for every oxygen molecule
consumed in the deep water by decomposing
organic matter. Therefore it will appear as if
oxygen were brought from the deep water to the
surface by some other mechanism than ad-
vectional flows. Obviously, this “negative gravita-
tional flux” of oxygen from DW to the surface is
related to the actual gravitational flux of assimi-
lated carbon dioxide by means of the respiratory
coefficient. From the study of the oxygen circula-
tion we are consequently able to estimate the
gravitational flux of carbon dioxide. This is
actually of great advantage because oxygen data
are far more abundant than carbon dioxide data.

The gravitational flux of oxygen is given by
equation (12), and the atmospheric flux obtained
by combining equations (11) and (12) becomes:

F*=(E-P)-
[ 1-o,p Q8:W~“1(1_“2_ﬁ) o, ]

D, W
oyt + 1~ 0ty oo+ 1 -0y

(13)

S. The circulation of carbon dioxide

Carbon dioxide has the most complicated circula-
tion pattern in the present model as well as in
nature. Apart from advectional transports there
are two kinds of gravitational transports to con-
sider. One of these has already been discussed,
namely the downward flux of assimilated carbon
dioxide in organic particulate matter. If R is the
respiratory coefficient this flux is apparently
— RF$: and consequently — BRF?: derives from
CSW and (1 — f) RFJ: from WSW.

The other gravitational flux is due to sinking
particulate matter containing calcium carbonate.
This process takes place from WSW and also
causes a downward flux of alkalinity, when the
calcium carbonate is redissolved in DW. For
every equivalent of calcium released by dis-
solution of calcium carbonate 0.5 moles of carbon
dioxide is set free.

The magnitude of this inorganic gravitational
flux of carbon dioxide can thus be calculated
from the gravitational flux of alkalinity. In the
circulation of alkalinity F&% =0 and g = 0 as
all the gravitational flux is supposed to come from
the WSW. Using equation (10) under these cir-
cumstances gives:

Falk — o (E—- P)Q%%, (14)

and the corresponding flux of carbon dioxide is
therefore 0.5 F&'*

The total gravitational flux to be accounted
for becomes:

a) From CSW: — SRF?
b) From WSW: — (1 — B)RF?: + 0.5 Falk

Equation (10) can be written
o Fi+ BF;+ (1~ )F) - a0, fF) =
= (E-P)Qp w
so in the case of carbon dioxide

o, F3% — BRF* + o, fRFY* — (1 — B)RFO +
+0.5 Fi¥ = (E - P) 05y

or

Fgo = (E- P)OR0i-+ P

(1 _‘xlﬁ)R 0.5 Falk
o g

Finally, using equations (12) and (14)
(1-ap)R )

FSo:— (E- P)| 0%, +
= )[QD'W o0ty + 1 — oty

@-020-0sogs| a9

It should be noted that the effect of the con-
stants o, and «, is limited to the second term in
the brackets. As will appear later there are strong
reasons to believe that «, is small while «, may
be near unity. This will reduce the effect of these
two constants very markedly.

6. Other compounds

Evidently, similar expressions can be set up for
other compounds in the atmosphere that are
known to circulate through the sea. As an
example the flux of heavy water HDO could be
computed if the average concentrations in WSW
and DW were known. The flux of this compound
would be completely independent of the choice of
the «’s. Rare gases very probably show a similar
flux which should be easily computed if informa-
tion existed on their average concentrations in
WSW and DW. Carbon-14 offers an opportunity
to compute the «’s if data existed. In this case
the decay of the isotope in DW could be ac-
counted for by a non-advective flux of carbon-14
from DW to CSW and WSW in the same way
as for oxygen because on a steady state basis one
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carbon-14 must enter the surface from the atmos-
phere for every carbon-14 disappearing in DW.

Another element of interest in atmospheric
chemistry is fixed nitrogen. A computation of its
circulation will be done later from existing data
even though such a computation has only a
tentative value. It has to be based upon the
circulation of phosphorus within the sea and on
certain estimates of the N/P ratio of sea water as
a whole and of plankton, the latter representing
the composition of WSW. The derivations of the
appropriate expression are of no special interest,
however, and will be omitted.

IIL. Calculations

1. Data used

All data used in the computations are assembled
in table 1. Net evaporation is obtained from
WUsT (1954) using his values for 5° zones
between 40° N and 40° S in his table 1. This is
the region where net evaporation is positive with
some exceptions near the equator. From the
same table the average salinity of WSW was
obtained by weighting each 5° zone value ac-
cording to the zonal area, again using the data
between 40° N and 40° S. For CSW salinity the
data in the same table were used with some
modification. Apparently due to melting ice at
very high latitudes—observations are mostly
made during the summer months when melting is

Table 1. Data used in the computations

WSwW DSW DW

Salinity kg - kg..]0.03525 | 0.03405| 0.03465
Oxygen mmol -1-'.| 0.22 0.29 0.17
Total carbon di-

oxide mmol - 1-*,] 2.080 — 12317
Carbonate alka-

linity mval -1-1. .| 2.245 — [2.376
Phosphorus ug-17!| — — 50
NP ............ 7.0 — 16.8
Net evaporation

kg -yearl...... 7.3x 10 — —
Area cm? .......[2.5%x108[1.0x1018] —

=029 o,=01 o,=1.0 R=0.7
C:P in organic matter in WSW = 100:2.4.

When concentration is expressed per litre no
correction has been made for the effect of density
in the computations.

strong—the surface salinities become far too low.
Salinity values from these areas were therefore
estimited by extrapolation from the linear rela-
tion between surface salinity and net evapora-
tion found by Wust for the main area of the sea.
Also in this case the average for CSW was
obtained after proper weighing.

Deep water salinity was estimated from the
horizontal maps of the Atlantic published by
WUsT & DEFANT (1936), from Carnegie data in
the Pacific (SVERDRUP et al.,, 1944) and from
three stations in the Indian Ocean listed by
SVERDRUP et al. (1942, p. 746), properly weighed
according to the volumes of these oceans.

The estimates of the average oxygen are not as
good as those of the salinities, but as the relative
differences are very large the accuracy obtained
in the calculations is perhaps just as good as the
accuracy when using the salinity estimates. For
CSW a value of 6.5 ml. I-* has been chosen.
This is equivalent to 0.29 mmol. 1-*. The average
for DW estimated from a table listed by SVERD-
RUP et al. (1942, p. 746) when weighed becomes
about 0.18 mmol.1-!, Considering, however, that
intermediate waters are generally lower in oxygen
than deep waters, a figure of 0.17 was chosen.
For WSW, three north-south sections in the
Atlantic published by WATTENBERG (1939 b) give
0.217 mmol.l-! for the surface between 40° N
and 40° S. The average for all oceans must there-
fore be close to 0.22 mmol. 1.

Carbon dioxide and alkalinity averages were
obtained entirely from the data® (BRUNEAU et al.
1953) which no doubt represent the most accurate
and extensive modern set of data on the carbon
dioxide system in the sea. The way the total
carbon dioxide was computed from their data is
the standard procedure described by HARVEY
(1955) using tables prepared by BucH (1951) and

listed by Harvey. As the Albatross pH values

were corrected for depth a recorrection to surface
pressure had to be done. Carbonate alkalinity
was obtained from the published total alkalinity
using the corrections for ionized boric acid cal-
culated by BucH (1951) and given by HARVEY
(loc. cit.).

The Albatross data are mainly from equatorial
regions. This fact does not seriously affect the
DW averages but may bias the WSW average
for total carbon dioxide. A way of correcting
this was, however, found by using Wattenberg’s

1 This refers to the Swedish Deep Sea Expedition
with MS Albatross, 1947—48.
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Meteor-data (WATTENBERG, 1933) on temperature
and pH. Assuming a constant specific alkalinity
the total carbon dioxide divided by the carbonate
alkalinity can be expressed as a function of tem-
perature and pH (the salinity influence being
small). Values of this function are tabulated by
Harvey (l.c.) and were used for computing the
total carbon dioxide from the Albatross data. It
was found from Wattenberg’s data that if this
function was plotted against temperature a linear
relation existed between 0° C and 27° C. As the
average temperature for the surface Albatross
data was 27.7° C while that for WSW is 23.3° C
the linear relation mentioned above showed that
the Albatross value had to be corrected by about
129%; the correction being, of course, positive.

As to phosphorus the average for DW used
is close to the average for the North Atlantic
(cf. RiLEY, 1951, p. 86). The N/P ratio for sea
water has been estimated by Coorer (1938) and
that for phytoplankton by FLEMING (1940).

It remains now to discuss some probable
values of «, and «, which appear in the equations
derived. In the model used DW represents
almost entirely deep and bottom waters, the
influence of intermediate waters being small. It
is known that an appreciable part of the deep
water is formed in a small area in the northwest
Atlantic where it has a salinity close to 34.9
per mille, which is fairly high. Judging from the
oxygen concentrations in the deep waters this
North Atlantic deep water seems to move south,
enter the Indian Ocean and then the Pacific,
being gradually mixed with less saline waters
which probably originate as high latitude bottom
water. The apparent age of the North Atlantic
deep water has been estimated to be about 600
years from recent carbon-14 measurements
(BROECKER et al., 1957). This is, as a matter of
fact, the age that could be expected from the
salinity distribution of surface water in the
North Atlantic and the net evaporation between
the equator and 40° N in the Atlantic, assuming
that no intermediate water is formed in the
North Atlantic. If the age of 600 years is accepted
this requires a sinking of about 1.4x10' kg
salt per year. In order to get the proper salinity
in the model only half of this can come from
CSW, the rest must come from WSW. Now,
from the salinity data listed one would expect
the total salinity flux from CSW to be about
7 x 10" kg per year provided «, is around unity,
i.e. neglecting mixing between DW and CSW
(cf. equations 5 and 9). As the requirement

seems to be that only one tenth of this should
go into DW, o, should be close to 0.1. Thus only
one tenth of the total flow from WSW to CSW
returns via DW. The circulation is, in other
words, rather superficial, taking part mainly in
the upper few hundred meters.

In the calculation of the atmospheric fluxes
the constants «, and «, enter in the factor

1-ap

ooyt l-ay
various likely combinations of «, and «, is given
in table 2. It is seen that f on the whole is rather
insensitive to varying values of o«; and o,.

. The value of this factor for

1—of
ooy + 1 —o0y
combinations of o; and o,

Table 2. The factor f = for different

oy
22
0.1 0.2 0.3 0.4
1.0 0.97 0.94 0.91 0.88
0.8 0.99 0.98 0.97 0.96
0.6 1.01 1.02 1.03 1.05
0.4 1.03 1.07 1.11 1.16

2. The atmospheric flux of oxygen

With the data given Q% ,, becomes 2.2 and Q3:,,
— 2.7. Using equation (13) the atmospheric flux
works out to 13.7x10*® mmol. year—l. Con-
verted into volume at STP it becomes 3.1 x 102
m? - year-!, Compared to the total amount in the
atmosphere this is a very small quantity.

It is seen from equation (13) that if o, were
less than unity the flux would be increased. This
can be easily understood; in this case oxygen is
carried into DW from CSW by mixing. The
figure arrived at may therefore represent a
minimum rate.

3. The atmospheric flux of carbon dioxide

Using a respiratory coefficient of 0.7 which is
that to be expected when complete decomposition
of plankton occurs, equation (15) gives for FZ°:

FOO =173 x 1016(16.1 — 3.3 — 4.9) =

= 5.8 x 10" mmol - year— 1.

The maximum uncertainty in the middle term
where «, and «, enters (for the limits given in
table 2) is about 15 per cent. In absolute measure
it is +0.4 x 10" mmol. year-!, and is thus less
than 10 per cent of the calculated flux.
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Table 3. Calculated PCO, in surface sea water from Albatross data

St;t(l,c-m Lat. Long. l;c%* St;t:'m Lat. Long. f(cl(());
Atlantic Pacific (cont)
325 15° 53’ N 25°27''W 3.9 105 7°38'S 152° 53 W 5.3
326 13° 37 N 25° 55 W 54 108 2°01'S 152° 16’ W 6.2
327 11° 12' N 26°24' W 5.3 111 0°02' N[ 153°07 W 7.0
330 7° 53 N 24° 43’ W 32 113 2°06' N | 149°49' W 9.2
332 5°45' N 21°43' W 3.6 115 4°04' N | 149°42' W 8.1
333 3°48' N 20° 32’ W 6.8 116 5°47 N | 149°42' W 5.8
335 2°06' N 20° 07 W 34 119 8°43' N | 148°36'W 5.1
336 0°43' N 18° 52' W 13.0 121 11°25 N | 149°33' W 4.3
337 0°03'S 18° 13’ W 4.7 130 8°40"N | 169°28' W 37
354 0°06' N 34°91' W 4.9 133 5°000 N | 172°02' W 5.7
373 28°05' N 60° 49’ W 4.0
400 43° 04 N 19°40' W 3.2
Pacific Indian Ocean
55 2° 44" S 92°45' W 6.5 200 11°01' S 88°26' E 53
58 1°04' N 93° 200 W 5.7 202 8°26'S 88°16' E 3.9
59 2°10' N 95°30' W 6.6 204 6°26'S 88°53'E 4.4
60 3°18' N 97° 44’ W 5.6 205 4°47'S 88° 18’ E 4.5
62 4°33 N 100° 07’ W 6.8 206 2°33'S 88°19'E 4.8
63 5°42' N 101° 41’ W 3.9 207 0°01'S 88° 18’ E 4.2
65 6°21' N 103°42' W 5.0 208 1°56' N 88°12'E 4.7
67 7°38' N | 106°17 W 3.9
69 8°22' N 108° 00’ W 4.8
70 9°14' N 109° 39’ W 4.5
72 10°35' N 112°05' W 6.3
74 11° 39’ N 114° 15 W 6.9
76 13°20' N 117° 58’ W 6.2
77 14°13' N | 120°25 W 6.4
78 15°40' N 123°21' W 6.4
80 17° 46’ N 126° 51" W 4.6

If converted into grams the atmospheric flux
becomes

FS0:=2.5 x 1016 g- year—1!

It is possible to calculate the pressure head
needed to drive this amount of carbon dioxide
through the surfaces of WSW and CSW using
the residence time (7 years) of atmospheric
carbon dioxide estimated by Craig (1957). As
the carbon dioxide content of the atmosphere is
0.46g-cm~2 the exchange rate with the sea
0.43 x 5.1

7x3.6
the average pressure head for this exchange is
3.2x 10~ atm the rate of exchange becomes 291
g-year'.cm~%.atm-'. The pressure head over

must be =0,0931 g-year'.cm2 If

the WSW surfaces then becomes 0.34 x 10-4 atm
and that over the CSW surfaces 0.85 x 10-4 atm.

There are practically no comparisons made at
low latitudes on the pressure of carbon dioxide
in surface water and in the atmosphere. It is,
however, possible to calculate the carbon dioxide
pressure in the surface water samples from the
Albatross cruise, again using a table prepared
by Bucu (1951) and given by HARvVEY (l.c.).
Table 3 shows the calculated pressures for the
three oceans. If is seen that the values are in
general well above the normal atmospheric value.
There is also a systematic variation revealed in
the eastern Pacific where a minimum seems to
exist around 7° N,

The Atlantic values can be compared to a
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couple of determinations of atmospheric carbon di-
oxide on samples taken along a cruise from South
America to Sweden by a passenger ship in the
early part of 1957.* Surprisingly high values were
encountered west of North Africa. One sample
was taken on the equator on around 28° W and
contained 3.64 x 10~* atm of carbon dioxide. The
position is not far from the Albatross station
354 the data of which give a partial pressure of
carbon dioxide in the surface water of 4.9 x 10—
atm. The second atmospheric value is from about
12° N and 24° W and amounts to 5.07 x 10~ atm,
The nearest Albatross station is 326 with a cal-
culated partial pressure in the surface water of
5.4x10-* atm. Even though the measurements
are widely separated in time they show a pressure
head in the water of the right order of magnitude.

WATTENBERG (1933) has calculated the partial
pressures of carbon dioxide at the Meteor-
stations. His surface values seem to be low when
compared to the Swedish values. Actually, the
atmospheric data mentioned above agree most
excellently with Wattenberg’s values calculated
for 100 metres depth.

For high latitude the excellent work by BucH
(1939 a) in the North Atlantic and adjoining
seas provides valuable information on the
negative pressure head of carbon dioxide in cold
surface waters. On two voyages between Europe
and North America Buch made regular observa-
tions on the atmospheric carbon dioxide pres-
sure and on the partial pressure in the surface
water. The voyages took place along a common
route for ocean liners that follows approximately
an average isotherm of the surface water. Fur-
thermore, it is quite near the 40° N parallel so
one would not expect any spectacular effect. The
average negative pressure head for the trip
between Skagen and Boston in June 1935 is
0.45x10-¢ atm and for the trip New York—
Copenhagen in September 193515 0.21 x 10-4 atm.
From still higher latitudes BucH (1939 b) has data
from a trip between North Norway and North
Spitzbergen. The average pressure deficiency
found on this trip is 0.45x10~* atm. This is,
however, in the branch of the Gulf Stream that
penetrates into the Arctic Basin. He found that
real cold sea water had the expected partial
pressure of around 1.5x10-* atm.

In Antarctic waters no direct comparison
between the partial pressures of air and surface

1] am indebted to MrS. Fonselius, Institute of Meteor-
ology, Stockholm, Sweden, for making these data
available.

water has been made. WATTENBERG’s (1933) data
show fairly high partial pressures in the water
but these data are, as pointed out before, not
quite reliable. DEacoN (1940) summarizes com-
puted data on the partial pressure of carbon
dioxide in Antarctic waters; they are also fairly
high. It would be highly desirable to obtain more
recent data on the carbon dioxide system in the
sea from these latitudes.

4. The nitrogen balance of the sea

The role of the sea in the circulation of fixed
nitrogen in nature is an old problem. The first
investigator who seems to have made a serious
effort to discuss this is probably ScHLOSING
(1875) who made a very attractive picture of the
circulation of fixed nitrogen in nature. Nitrogen
in ammonia and nitrate was brought to the soil
by precipitation where part of it was taken up by
the plants and later returned to the soil and all
was leached out from the soil as nitrate. This
latter was carried by river waters to the sea
where it was converted to ammonia. The physico-
chemical properties of sea water were, however,
such that it could not retain ammonia which
therefore escaped into the air, and was precipi-
tated over land to close the cycle. Losses oc-
curring in the soil due to denitrification were
made up by inorganic fixation of nitrogen in the
atmosphere by lightning discharges. This was a
brave idea at a time when geochemistry was
poorly known, and must have been very stimulat-
ing. His theory was hardly ever accepted as much
evidence existed against it. When more reliable
information was gathered on the nitrogen com-
pounds in the sea it was seriously discredited, and
nobody seems to have made any effort to make
a more satisfactory picture of the circulation of
nitrogen compounds in the sea on a similar basis
as Schlosing’s. Very recently, however, the
question of the nitrogen balance in the sea has
been taken up by EMERY et al. (1955). They have
shown that if fixed nitrogen is added to the sea
in precipitation at a rate of the same order of
magnitude as over land there must be a process
going on in sea water that removes this excess,
keeping a balance in the nitrogen circulation of
the sea. The problem as seen by them is thus
viewed from a different angle; if ammonia is not
given off from the sea denitrification must occur.

It may be of interest to see how the present
model pictures the circulation of fixed nitrogen
in the sea. The data given in table 1 are sufficient
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for such a calculation when the carbon dioxide
circulation is given, and if it is assumed that all,
or, practically all nitrogen and phosphorus in the
WSW is bound in organic living matter. The
way to attack the problem is to calculate the
total phosphorus concentration in WSW, basing
it on a circulation that excludes any atmospheric
flux of phosphorus but includes the gravitational
flux by organic particulate matter. This can also
be expressed as the flux of carbon dioxide in
sinking organic matter times the concentration of
phosphorus in this organic matter.
The FS%: is given by — 0.7 F§* and becomes

COz
F;P =

%

=-0,7(E~-P) (03w - Q8w
1

o0ty + 1 —ox

and that for phosphorus, using equation (10)

o
F§=(E‘P)m . W
1

Now as Ff = Ry FS0: where Ry is the P/CO,
ratio in organic matter
0.7 Re(1 — o, )

134
QD, =
I ooty + 1 =0

(03w — 02 w]

which also shows that the influence of the «’s is

small. From QF , the ratio W in WSW can

P
be calculated. Using the listed data one finds

w' D’
— ) = 10-5g.ke—1 el
( W >P 75 % g - kg~ 1 compared to (D )P

=144 x 10— 5 g.kg—1. Itis thus seen that WSW
is strongly depleted in phosphorus relative to
DW, which, of course, is due to the gravitational
transport and the fact that phosphorus is so

strongly involved in the biological processes in

the sea.

Now using the ratios of N/P given in table 1
the following ratios for fixed nitrogen are ar-
rived at

DI
~ ) —980x10-5g-kg"?
<D>N 0x gre

w’
- .__5 ] . —1
( > =525x10"5g-kg

For computing the atmospheric flux FY equa-
tion (10) can be used, relating F} to FT by the
N/P ratio in sinking organic matter which most
probably consists of zooplankton with a N/P

ratio of 7.4 (FLEMING, 1940). Again it is noticed
that the influence of the o«’s is small. The final
computation gives FY = —7.7x10'® g-year!
which means that this amount has to be added
to WSW in order to keep a steady state. The fact
that it has to be added is simply because the
ratio of N/P used for WSW is larger than that
for DW. If this ratio had been smaller, fixed
nitrogen would have had to leave the WSW and
go to the atmosphere. The only possible way it
could leave the WSW is in the form of ammonia
but the physico-chemical conditions in the sea to-
gether with the low ammonia concentrations ob-
served do not favor such a process. It is actually
much easier physically to account for an ad-
dition of fixed nitrogen to the sea surface by
ammonia and nitrate in precipitation. If the
amount that has to be added is converted into a
different unit it can beexpressed as 3.1 kg-ha-*-
year—* (1 ha equal to 10* m?). This is surprisingly
close to the amount that can be expected to be
delivered by precipitation yearly. Of course, one
should not exclude the possibility that some am-
monia may leave the sea surface but it is probably
quantitatively small compared to that in pre-
cipitation.

The calculations above are tentative in the
sense that the N/P ratios used are far from
accurate. But it is interesting that when used in
this model they lead to the same question as
raised by EMERry et al. (1.c.), namely, how to
dispose of the added nitrogen in the sea. It is
probable that just as much is added to CSW
per unit area, so about 10'* g-year—! has to be
denitrified in the sea. Emery et al. shows that
this denitrification hardly can be done in the
bottom sediments alone so it has apparently to
be done in the water, which being an aerated
medium, is not a favorable location for such a
process. The only possibility is then that there
are organisms that can carry out denitrification
inside their bodies. It may be possible that at
least in some species denitrification occurs as a
by-product in the normal reduction of nitrate to
ammonia which has to be carried out in the as-
similation of nitrate by plants. It has been shown
recently by investigations on argon and nitrogen
in a lake that denitrification must take place
because the nitrogen-argon ratio was greater
than the value one would calculate from the
atmospheric ratio and the solubilities.?

! Personal communication by Prof. S. Oana, Chem.
Institute, Nagoya University, Japan.
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In these experiments the nitrogen was deter-
mined volumetrically so no distinction could be
made between molecular nitrogen and another
possible denitrification product, nitrous oxide,
N,O. Nitrous oxide has been shown to form in
all soils (ARNOLD, 1954) and is present in the
atmosphere in a comparatively high concentra-
tion (cf. Goopy 1954, p. 77). If this gas is formed
in sea water it would be easy to establish whether
or not denitrification takes place. If, however,
molecular nitrogen is formed, it would be ex-
tremely difficult to establish this process.

While speculating, another interesting aspect
of this problem should be discussed. Is the ad-
dition of fixed nitrogen from the atmosphere a
process that has gone on for geologic times and
has this process, coupled with a corresponding
denitrification and the physical circulation of sea
water, determined-——by adaptation—the present
N/P ratio in plankton? Stretching the imagina-
tion further, is it responsible for the present
arrangement of nucleoproteins in plants and
animals? It would not be unreasonable to be-
lieve. After all, fixation of molecular nitrogen in
the atmosphere into chemically active compounds
is a process that has been known for long time
even though quantitative aspects of this process
have been and are still lacking.

IV. Non-steady state conditions

When dealing with circulations in nature it is
common to start with a steady state approach
because of the enormous simplification of the
problem achieved in this way. Of course, the
validity of this approach can always be questioned
but it is a general experience in natural sciences
that it is possible to regard circulations as steady
state phenomena and, if the effect of unsteady
conditions is of interest, to treat these as small
perturbations of the steady state.

In the present model, the data suggest a rather
rapid superficial circulation of the sea between
cold and warm regions and a sluggish deep
water circulation. Fluctuations in the rapid part
of the circulation can hardly have any noticable
time lag effect on the atmospheric transports.
The response of these would be almost mo-
mentary, i.e. their fluxes would follow the flux
of water without any time lag. Consequently,
one would not expect any noticeable variations
in the atmospheric concentrations of carbon
dioxide due to variations in the rate of the upper
water circulation.

As to deep water, changes in its circulation
rate cannot be expected to influence the atmos-
pheric concentrations of gases that show a simple
circulation path, i.e. that are only advectively
transported. In fact, the effect of perturbations
in this case would be even less, since rates of
change of the deep water circulation most likely
would never reach such magnitudes as rates of
change of the upper water circulation. In the
case of gases that can be transported by gravita-
tional forces the effect upon the atmospheric con-
centration would be much more noticeable be-
cause the gravitational transport is at least
formally independent of the advective transports.
As an extreme example one can assume the deep
sea circulation to behave like a square wave
function. This case can be chosen because
WORTHINGTON (1954) has recently postulated a
discontinuous formation of deep water in the
North Atlantic, the main bulk of the present
deep water being formed during a few years of
catastrophic cold in the early 19th century. What
would happen if a short period of rapid circula-
tion of deep water was followed by a long period
of almost no motion? During the latter period
organic particulate matter would sink down at a
more or less constant rate, thereby increasing the
total carbon dioxide content of deep water while
depleting the atmosphere. The atmospheric con-
tent would show a slow decrease. Likewise the
oxygen content of DW would decrease, and the
phosphorus content of the surface water would
be slowly depleted. If now a catastrophic forma-
tion of deep water should take place an equal
volume of water that sinks must come up to the
surface where it would lose its accumulated car-
bon dioxide rapidly, causing a rapid increase in
the atmospheric carbon dioxide. Rapid increases
in the atmospheric carbon dioxide content fol-

. lowed by slow decreases are therefore charac-

teristics of such a mode of formation of deep
water. REVELLE and Suess (1957) have actually
touched the effect of changes in the deep water
circulation when they point out that a change in
the organic matter content of the sea affects the
atmospheric content of carbon dioxide. How-
ever, they do not consider specifically the gravi-
tational transport as a means of increasing the
organic matter content of the sea and think that
it is the rate of decomposition in the sea which is
important. This is highly unlikely to be the case.
Once organic matter is brought to the surface
and into a warmer environment it would rapidly
decompose. It is only the rate at which it is
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brought to the surface either as organic or in-
organic carbon dioxide and the rate at which it is
brought down into deep water in sinking organic
particulate matter that counts,

There are, however, some limits to the accu-
mulation of carbon dioxide in the deep water by
gravitational flux. The limiting factor of greatest
importance is the phosphorus in the surface water.
When this becomes depleted no further gravita-
tional transport of organic carbon dioxide into
the deep water can take place. At present there
seems to be around 25 micrograms per litre of
phosphorus in WSW as calculated from the
oxygen distribution and the deep water phos-
phorus concentration. If this was carried into DW
in assimilated organic matter it would decrease
the carbon dioxide content in WSW by only
0.09 mmol -1-. This is only about 4 per cent of
the carbon dioxide concentration in WSW.,
Further, as the amount of carbon dioxide in the
surface above the thermocline is about equal to

that in the atmosphere (cf. Craig, 1957), the
total effect of decreasing the deep sea circulation
to nil (including mixing) would be a decrease in
the atmospheric carbon dioxide content of about
3.5 per cent. It is seen that even such a drastic
change in the deep sea circulation would not
have any pronounced effect upon the atmos-
pheric carbon dioxide content. It is therefore
highly unlikely that the relatively rapid increase
in the atmospheric carbon dioxide during the
last fifty years can be attributed to changes in the
deep sea circulation.

The discussion above may seem to be highly
speculative, but it can be concluded that fluctua-
tions in the deep water circulation can affect the
atmospheric carbon dioxide concentration only
because of the gravitational transport of as-
similated carbon dioxide from the surface to the
deep water, and then only to a very limited
extent.
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Meteorological Aspects of Oxidation Type
Air Pollution

By M. NEIBURGER

Department of Meteorology, University of California, Los Angeles

Abstract

The replacement of coal by petroleum products as an energy source, instead of eliminating air
pollution, has led to a new type of air pollution characterized by the presence of oxidizing
substances, chiefly ozone, and the occurrence of eye irritation, damage to vegetation, and
reduction to visibility. It has been shown that photochemical reactions involving hydrocarbons
and nitrogen dioxide in concentrations of a few parts per million can produce all these mani-
festations.

The photochemical reactions require the combination of (1) sources of the reagents, (2) condi-
tions which prevent their dispersal, and (3) adequate solar radiation. The tremendous concentra-
tions of automobile traffic, the exhaust from which is estimated to contain seven per cent of
the hydrocarbons put into the fuel tank, in all metropolitan centers in the U.S. constitute
sources which are at least as large as industrial sources (refineries). However, only on the sub-
tropical west coasts of continents do the meteorological conditions for accumulation of pollu-
tants, namely persistent light winds and temperature inversions, occur consistently together
with adequate solar radiation. The outstanding example of this combination is Los Angeles,
California.

Studies of the relationship of air trajectories to the smog manifestations in Los Angeles
are presented. These studies demonstrate the contribution of automobile exhaust as a princi-

pal source.

The traditional problems of air pollution have
been concerned principally with the products of
coal combustion, namely carbon soot and sulfur
dioxide, and also the effluents from smelters and
other industrial operations, which usually involve
the same contaminants. In the United States, and
to a lesser extent in the world as a whole, pe-
troleum products have been playing an in-
creasing role as the source of energy. In the
United States (Figure 1) the use of petroleum
products and natural gas has increased rapidly
and they now exceed coal as an energy source,
although not on a tonnage basis (Figure 2).
Together with the more efficient use of coal, this
might be expected to decrease the amount of
air pollution, but in fact, air pollution problems
have been increasing, or at least they have been
receiving increased attention throughout the
world.

The fact that pollution is not uniquely associat-
ed with coal burning economies is stressed by
the fact that Los Angeles, California, where coal
has not been used for many years, has replaced

Pittsburgh, Pennsylvania, as the pollution capital
of the United States, and is competing with
London, England for the world title. It is now
recognized that this new type of pollution, as-
sociated with a petroleum economy, is closely
related to the consumption of gasoline by the
tremendous number of automobiles in Los
Angeles county—now over 2,700,000—and is
coming to be felt in other cities where motor
traffic reaches high enough levels.

Figure 3 shows the consumption of motor fuel
in the United States during the past 25 years.
The increase since World War II has been at a
much higher rate than previously, with the present
consumption almost three times the pre-war level.
About 10 per cent of the country’s total is con-
sumed in California, and over one-half of that
in Los Angeles county. The current consumption
in Los Angeles is about 6,000,000 gallons a day.

The burning of gasoline in internal combustion
motors is carried out at relatively low air-fuel
ratios, in contrast to the burning of natural gas
and fuel oil, the fuels used in the Los Angeles
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Basin for heat and power, in which an excess from gas-burning boilers the amount is com-
of air is normally present. The gasoline consump-  pletely negligible. Sulfur dioxide, on the other
tion in the Los Angeles Basin is roughly twice hand, is given off in almost as large quantities

the amount of fuel oil burned. from petroleum burning as from the burning
That the use of petroleum and natural gas of coal.
instead of coal as a fuel for heat and power When eye irritation and plant damage first

should be expected to result in a decrease in the manifested themselves in Los Angeles sulfur diox-
amount of pollution may be seen from Table 1. ide was immediately suspected as the responsible
The particulates from boilers using oil totalabout  agent, in spite of the fact that measured con-
one-tenth of those from boilers using coal, while centrations generally were much lower than the
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thresholds for irritation and damage. The first
step taken in control of atmospheric pollutants
was the requirement that chemical plants and
refineries reduce their emission of sulfur dioxide
into the air. This resulted in a reduction by more

Table 1. Comparison of Contaminants from Combustion

of Coal, Oil, and Natural Gas (Industrial Boilers)
(in 1bs/10” BTU)
Coal* oil? Gas?
Particulates
Carbon smoke ..... 10.6 1.26
Fly ash (minerals) . . 3.5 0.31
Sulfuric anhydride .| — 0.34 0.14
Phosphoric an-
hydride.......... — 0.02
Gaseous Contam-
inants
Sulfur dioxide ..... 244 | 175 0.02
Sulfur trioxide ..... — 0.02 0
Nitrogen oxides ....| — 8.5 4.7
Aldehydes ........ — 0.3 0.5
Organic acids ..... — 0.2 0.02
Hydrocarbons. ..... — 0.1 —
Chlorides ......... 24 — —
! Data for coal from A. R. MEeTHAM (1952).
2 Data for oil and gas from C. V. KANTER, R,
G. LuNcHE, and A. P. FupuricH (1957).

1950 1930—1953. (See Figure 1 for
source of data.)

than 50 per cent of the total sulfur dioxide
emission in the Basin, but no noticeable reduc-
tion in the smog manifestations took place.

Table 2 shows the measured concentrations of
aerosol and vapor phase pollutants in the Los
Angeles atmosphere, as measured in downtown
Los Angeles in 1954, together with the intensities
of smog manifestations. Since the meteorological
conditions on smoggy days are unfavorable for
dispersion of pollutants, the concentrations of all
the contaminants are higher than on clear days.
However, the maximum values of neither the
oxides of sulfur nor the aldehydes were high
enough to explain the eye irritation and plant
damage.

Most striking is the concentration of oxidant.
This name is given to the totality of oxidizing
substances which are measured by the normal
chemical means for testing for ozone (such as
release of free iodine from a buffered solution of
potassium iodide). It has been shown by other
analytical procedures that a large proportion of
the oxidant is ozone, but other oxidizing sub-
stances are present also. The presence of ozone
in concentrations of almost one-half part per
million was indeed surprising, since all previous
reported values near the earth’s surface were
about one-twentieth part per million or less.

The explanation of eye irritation and plant
damage came when HAAGEN-SMIT (1952) showed
that these effects could be reproduced in the
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Table 2. Pollutants and Smog Manifestations in Down-
town, Los Angeles, 1954! :

A. Gaseous pollutants pphm, August—November, 1954

Pollutant Average Maximum
Aldehydes........ 22 70
Carbon Monoxide.| 960 4,300
Hydrocarbon. . . .. 36 160
Oxidant.......... 13 42
Oxides of Nitrogen 16 30
Sulfur Dioxide. . .. 10 23

1 Data from: Renzertl, N. A., Ep. (1955).

B. Particulate pollutants ng/m® October, 1954

Pollutant Average Range
Arsenic.......... 0.01 0—0.03
Beryllium........ 0.0002| < 0.0001—0.0007
Chloride (C1-) ....| 1.92 0.21-3.10
Copper.......... 0.50 0.22—1.18
Fluoride (F-)..... 0.72
Iron............. 5.0 24—8.4
Lead............ 7.5 3.1—13.8
Magnesium......, 6.9 0.6—13.6
Manganese....... 0.21 0.09—0.40
Nitrate (NO;-) ...|22.9 2.7—96.0
Organic Matter

(Benzol extract-

able) .......... 80.0 22.4—165.0
Phosphate (PO,)| 1.43 0—4.23
Polycyclic Hydro-

carbon......... 71 2.5—17.8
Potassium. ....... 37 1.5—6.6
Silver. ........... < 0.001 0—0.0014
Sodium.......... 52 1.5—8.5
Strontium........ 0.10 0—0.28
Sulfate (8O,~) ..|38.9 1.0—154.5
Tin.............. 0.01 <0.01—0.05
Titanium......... 0.23 0.06—0.55
Vanadium........ 0.034 0.022—0.060
pH of water extract| 4.8 3.7—6.5

C. Smog Manifestations August—November, 1954

Percent-
Average Maximum age of
. Days
Eye Irritation..... 19 38 27

(Scale of 0—55)

Damage to Vegetation 0.72 3.6 88"
(Scale of 0—10)
1 Percentage of days with Eye Irritation index greater

than 25.
? Percentage of days with plant damage.

laboratory by the interaction of ozone with
hydrocarbons occurring in gasoline. The presence
of ozone was explained by his demonstration
{(HAAGEN-SMmIT, 1953) that irradiation of mixtures
of nitrogen dioxide and hydrocarbons produced
ozone and plant damage. Subsequent tests have
confirmed that irradiation of hydrocarbons and
nitrogen dioxide in concentrations observed in the
Los Angeles atmosphere result in the production
of ozone, eye irritation, plant damage, and re-
duction of visibility.

The mechanisms of the photochemical reaction
have not yet been identified precisely. Various
szts of reactions have been proposed, one of
which by H. S. JounsTtoN (1956) is as follows:
Nitrogen dioxide, which forms rapidly by the
oxidation of the nitric oxide formed during high
temperature combustion either in stacks or in
automobile engines, is dissociated by the absorp-
tion of sunlight, releasing oxygen atoms. Some
of these oxygen atoms react with oxygen mole-
cules to form ozone, while others react with
hydrocarbons and water vapor to form OH ions
and free radicals. The OH ions further react
with other hydrocarbon molecules to form other
free radicals and water. Interaction of the free
radicals with oxygen and with hydrocarbons
result in formation of organic peroxides and
ozone, as well as other free radicals. The free
radical chains continue to be propagated until
there is a collision of two free radicals. The
ozone reacts with the nitric oxide to form
nitrogen dioxide once more.

The irradiation also produces a reduction of vis-
ibility. In Haagen-Smit’s experiments using ozone
and high hydrocarbon concentrations a visible
cloud is produced in the flask. This matter has
been studied in the Air Pollution Foundation’s
500 cubic foot irradiation chamber at the Southern
California laboratories of the Stanford Research
Institute. Doyre and ReNzerTr (1957), using a
photo-clectric photometer and particle counter,
found that the transmissivity is greatly reduced
during radiation, with an increase in the number
of particles less than 0.4 microns in equivalent
diameter. Goerz (1958), using a centrifugal
aerosol spectrometer which separates particles
down to 0.1 micron, showed that this increase of
particles between 0.3 and 0.4 microns may be
largely due to growth of pre-existing smaller ones,
possibly by condensation of products of the
photochemical reaction.

Thus all of the smog manifestations: eye ir-
ritation, reduced visibility, and plant damage can
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be attributed to the photochemical reaction
products of nitrogen dioxide and hydrocarbons.

Initially the main source of the hydrocarbons
was thought to be losses at the refineries during
the production and storage of gasoline, while
oxides of nitrogen are produced in all high
temperature combustion, as we have seen in
Table 1. The refineries in Los Angeles county
have been required to install control measures
which have reduced their hydrocarbon losses to
the atmosphere from about 800 tons per day to
150 tons per day.

While these installations were in progress, it
became increasingly recognized that an equal or
larger source of hydrocarbons in the atmosphere
is the automobile traffic, which uses internal
combustion engines operating at air-fuel ratios
which insure incomplete combustion. Table 3,
taken from Farra (1957), shows the constituents
of auto exhaust under various operating condi-
tions. During the deceleration phase of operation,
which occurs as much as 20 per cent of the time
in city stop-and-go driving, up to 60 per cent of
the supplied fuel comes out of the exhaust in
the form of unburned hydrocarbons. Averaged
for all phases of city driving, about 7 per cent
of the hydrocarbons in the fuel finds its way
into the atmosphere. At the same time, an
adequate supply of nitric oxide is put into the
air during the acceleration and cruising phases to
insure the availability of the reagents for the
smog reaction.

That the oxidant is a result of photochemical
reaction is confirmed by its diurnal variation.
Figure 4 shows the diurnal variation on a typical
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Fig. 4. Diurnal variation of oxidant on a typical smoggy
day and average diurnal variation for July 15—November
15, 1955. (From ReNZETTI and RoMANOvVsKY, 1956.)

smoggy day (August 30, 1955) as measured by
release of iodine from a buffered solution of
potassium iodide. The oxidant has a low value
until sunrise, after which it increases rapidly to
a maximum shortly before noon. In the afternoon
it decreases rapidly but with some variation in
rate, apparently due to advection of pollution.
For comparison, the dotted curve in Figure 4
shows the average diurnal variation for the period
July 15—November 15, 1955. Although the
average for the entire period has a maximum of
25 parts per hundred million instead of the ap-
proximately SO parts per hundred million on a
day of intense smog, the general characteristics of
the diurnal variation are the same.

The diurnal variation of the oxides of nitrogen
shows quite a different behavior. Except for a
peak at about 8 a.m., apparently due to the
morning rush hour automobile traffic, the values
are low during the day and high during thenight.

Table 3. Effect of Engine Operating Conditions on Composition of Auto Exhaust

Idle Acceleration Cruising Deceleration

Air-fuel ratio................ 11:1—12.5:1; 11:1—13:1 13:1—15:1 | 11:1—12.5:1
Engine speed (rpm).......... 400—500 400—3,000 1,000—3,000 | 3,000—400
Air flow (cfm)............... 6—8 30—35 15—35 6—8
Cylinder vacuum (in. Hg) . ... 16—20 0—7 7—19 20—25
Exhaust analysis:

CO(%) oo 4—6 0—6 1—4 2—4

NO(@pm).......coovvnn. 10—50 1,000—4,000 1,000—3,000 10—50

Hydrocarbons (ppm)....... 500—1,000 50—500 200—300 4,000—12,000
Unburned fuel............... 4—6 2—4 2—4 20—60

(per cent of supplied fuel)

1 The concentrations of carbon-monoxide have been revised on the basis of later information provided by

Dr. Faith.
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We now turn to the more specifically meteoro-
logical aspects of this type of smog. Itis clear
that for smog which is produced by a photo-
chemical reaction to occur in high concentra-
tions it is necessary that the meteorological con-
ditions favoring slow dispersion should occur
together with intense sunshine. The conditions
which deter the diffusion and advection of pollu-
tants are (1) light winds and (2) temperature
inversions. These occur generally under anti-
cyclonic conditions at night and in winter. Thus
most of the serious smog incidents of the tradi-
tional type have occurred during the winter.
However, at least in high latitudes, solar radia-
tion is reduced during the winter because of the
low angle of the sun, and thus the other essential
ingredient for oxidation type smog, namely in-
tense sunshine, is absent. During the warm
months of the year when the sun is sufficiently
high to provide the necessary radiation, inversions
are infrequent in most regions.

The exception is the subtropical west coasts
of continents, where the inversions associated
with the subtropical high pressure areas are
present. These inversions are present both day
and night throughout the warm season, and oc-
casionally during the rest of the year. As an
indication of the characteristics of the one over
the North Pacific Ocean, Figure 5 shows a cross-
section of average temperature conditions at
various levels from San Francisco to Honolulu.
The inversion is lowest at the coast, and slopes

upward, first rapidly then more slowly, from
about 400 meters at San Francisco to about
2,000 meters at Honolulu. Its thickness is not far
from constant, but the temperature increase
through the inversion is largest just off the coast,
where it exceeds 8° C, and drops to about 2° C
over Honolulu. Thus, all along the California
coast, there is an intense inversion which acts
as a lid on upward dispersion, with an average
height of about 400 meters. When the inversion
is below its average height smog is likely to be
intense in areas of concentrated human activities,
such as Los Angeles and San Francisco.

The presence of the inversion as a deterrent
to the dispersion of contaminants is reinforced
by characteristic light winds in the area. These
winds may be characterized as a weak monsoon,
i.e., seasonal flow from the cool ocean to the
heated continent, on which a moderate land-sea
breeze is superposed. Figure 6 shows the flow
pattern in Los Angeles at the time of maximum
sea breeze on a typical day. The streamlines show
the flow of air eastward across the basin from
the coast, with speeds ranging from 8 to 16 mph.
Figure 7 shows the flow pattern at sunrise the
following morning. This pattern is representative
of the flow prevailing throughout the night, with
velocities below 2 mph over most of the basin,
and the flow generally down the mountains,
across the basin and out over the coast. As a
result of this diurnal variation, the trajectories
followed by any air parcel consists of alternate

HEIGHT 1N METERS

1
MONOLULL

20%c oc 6°c

239N 155.0°w 27.0°N 1300w 29.9°N 43 0°W

32)°N 400w 34N 1350w 35.9°% 1300w 37.*N125.0°W SAN FRANCISCO

Averege summer cross-section, Son Froncisce - Honolulu.

Fig. 5. Cross-section showing average temperature (°C) at various levels from San Francisco to Honolulu in summer.
The inversion layer is outlined with heavy lines and shaded. This figure was prepared as part of a project sponsored by
the United States Office of Naval Research at the University of California, Los Angeles.
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Fig. 7. Flow pattern in Los Angeles at 0630 September 22, 1954. (From NEIBURGER et al., 1956.)
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large displacements landward during the day,
followed by small displacements seaward at night.
Figure 8 shows a trajectory of air arriving at
Pasadena at noon September 23, 1954, with high
values of oxidant and eye irritation. The air cros-
sed the coast at about 9.30 a.m. the previous day,
possibly after having moved offshore with the land
breeze the night before. It moved inland to the
vicinity east of Pasadena by nightfall, and then
stagnated or drifted slowly back towards the
ocean until the following morning, when it moved
inland toward Pasadena again. During the after-
noon it ascended the mountains north of Pasa-
dena. It is during the period of stagnation or
slow movement that the high concentrations of
pollutants are assumed to have accumulated.

The background of Figures 6 and 7 shows the
distribution of the principal industrial sources of
pollution in Los Angeles county, and the iso-
pleths of traffic density. These isopleths are ex-
pressed in per cent of the county total. By as-
suming that the unburned hydrocarbons escaping
through the exhaust into the atmosphere is 7%
of the total of 6 million gallons per day consumed
in Los Angeles, it is found that the 0.1 per cent
isopleth corresponds to about 1 ton per square
mile per day of hydrocarbons, and if this diffuses
rapidly up to an average inversion height of 400
meters, it represents an increase in concentration
of 0.6 pphm per hour. Using this conversion it
is possible to compute the amount of hydro-
carbon which is added to the air parcel as it
moves along its trajectory, assuming that the
traffic density is uniform throughout the day and
night. Figure 9 shows the results of such a com-
putation for the trajectory on Figure 8. At the
time the parcel reached Pasadena, when the
hydrocarbon content was measured to be 31
pphm, the accumulated increase was computed
to be 21 pphm. The discrepancy could be due to
hydrocarbons present in the air when it crossed
the coast, presumably because it had been over
the Basin previously, or it could be due to the
accumulation of hydrocarbons from other sources
such as the Standard Oil Refinery at El Segundo
(north of Redondo Beach) near which the tra-
jectory passed. It also could be due to deviations
from one or another of the assumptions. However
the discrepancy is small enough to indicate auto
traffic is a major source of the measured hydro-
carbons,

Similar computations can be made for other
components of the exhaust. For instance, the
assumption that the exhaust averages 3% carbon

TRAJECTORY OF AIR REACHING PASADENA
1200 PST 23 SEPTEMBER 1954
MEASURED VALUES AT PASADENA — Eye irritation: 28 {on scale 0-55)

Oxidont: 30 pphm

Hydrocarbons: 3) pphm

Carbon Monoxids: 620 pphm

Aldahydes: 29 pphm

Fig. 8. Trajectory of air arriving at Pasadena at noon
September 23, 1954 with high values of oxidant and eye
irritation.

monoxide results in an accumulation represented
by the same curve referred to the scale on the
right hand side of Figure 9. At noon, September
23, the accumulation totals about 700 pphm,
compared with a measured value of 620 pphm.
The discrepancy again may be due to errors in
the computation, or to oxidation of some of the
carbon monoxide.

The values of the oxidant along the trajectory
were obtained by drawing hourly maps of oxidant
concentration on the basis of measurements made
at 10 stations throughout the basin. The result is
shown by the heavy line in Figure 9. It will be
noted that the oxidant maximum on September
22 occurs at about 4 p.m. The reason it occurs
so long after the maximum solar intensity is
doubtless due to the fact that the hydrocarbons
and oxides of nitrogen in the air parcel are
increasing through this period. On the 23rd ap-
parently the reagents are present in large enough
quantities for the available radiation to be the
limiting factor.
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The question of the accuracy of trajectories
computed from surface winds as representative
of the path of pollutants through the basin was
investigated (NEIBURGER, 1955) using fluorescent
particles as tracers. Figure 10 shows the result of
one such test. The closed curve represents the

Compton
Airport

! 8,1l
| W53t
N f12,3/
l‘ \\\ //
09 . 7
R, ]
\O\ \./_//7
AN P
L

Fig. 10. Movement and spreading of fluorescent cloud
in tracer test. (From NEIBURGER, 1955.)

o0 density is uniform through the
day and night. Oxidant obtained
from hourly maps of measured
concentrations.

estimated location of the cloud of fluorescent
particles which was emitted from the Compton
Airport between 5 and 6 a.m., based on particle
counts by samplers at the points indicated by
small dots. The area of the fluorescent cloud in-
creased approximately tenfold in the 7 hours
during which it remained within the sampling
network. Figure 11 shows a comparison of the
movement of the centroid of the fluorescent
cloud with the trajectories computed by several
meteorologists. While there are considerable
differences among the computed trajectories and
between the computed trajectories and the ob-
served ones, the general pattern of movement is
represented fairly well in the sense that for the
most part the computed positions fell within the
fluorescent cloud even though not necessarily
close to its centroid.

With these limitations on the accuracy of com-
puted trajectories in mind the question whether
eye irritation and other smog manifestations
could be attributed entirely to industrial sources
was examined (NEIBURGER et al., 1956). Trajec-
tories were computed for the air reaching sam-
pling stations at times of high measured values
of pollutants and smog effects. Table 4 shows
the frequency with which trajectories arriving
with peak values of eye irritation (rated by
panels on a scale of 0—50) passed near refineries
of various capacities. It will be noted for instance
that while all three cases in which eye irritation
greater than 30 was reported in Pasadena passed
near refineries, of the 11 with eye irritation
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between 20 and 29 only three passed within five
miles of refineries. All of them passed over
regions of high traffic density. Similar studies
with respect to hydrocarbons, etc., lead to the
conclusion that smog manifestations must at
least in some cases be attributed to other sources
than refineries, and confirm the implication of the
automobile as a principal source.

As a final item of interest Figure 12 shows the
average concentration of oxidant at three-hour
intervals during the day in September 1954. The
0530 chart shows the representative distribution
through the night, with values of about 2 pphm
over most of the basin. Shortly after sunrise the
amount increases, particularly in the central part
of the coastal plain and in the San Gabriel Valley.
The pattern during the morning, with highest
values in the central part of the coastal plain and
the San Gabriel Valley, is probably a reflection
of the combined effects of (1) the distribution of
residual pollutants from the previous day, when
the sea breeze had cleared the western and
southern portions of the basin and carried the
pollutants north-eastward, (2) the distribution
of insolation, with less in the coastal strip than
farther inland, due to stratus cloud, and (3) the

Complor_i:
Airport;

Fig. 11. Comparison of movement of centroid of fluo-
rescent cloud with trajectories computed from surface
winds. (From NEIBURGER, 1955.)

Table 4. Frequency with which Trajectories Arriving with Peak Values of Eye Irritation Passed Near Refineries!

Number passing within 5 miles of refineries
having capacity of
Station Peak value Iiugbeers
ot Las > 50,000 | 10,000—50,000 | < 10,000
bbls/day bbls/day bbls/day
Downtown

Los Angeles............ = 30 5 3 0 0
20—29 14 4 2 7
< 20 6 1 1 4
Pasadena................ = 30 3 1 1 1
20—29 11 2 1 0
< 20 13 0 2 2
Burbank................. = 30 8 2 3 2
20—29 11 4 0 6
< 20 1 0 0 0
Artesia.................. 20—29 7 6 0 1
< 20 7 2 5 0

! Data from NEIBURGER, M., RenzeTTI, N. A., and Ticg, R. (1956).
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Fig. 13. Average concentration of oxidant at three-hour intervals in November, 1955.

contribution of new pollution due to the auto-
mobile traffic, which is concentrated in central
Los Angeles.

As the afternoon progresses, the effect of
advection due to the sea breeze becomes evident.
The center of maximum concentration has moved
eastward between 1130 and 1430, and continues
moving eastward during the rest of the day. The
highest concentration at the center occurs at
about 1430, after which the effect of the decreas-
ing insolation overcompensates the addition of
pollutants.

As the fall season progresses the summer
monsoon is gradually replaced by the winter one,
in which the average effect is a drift of air sea-
ward on which the land-sea breeze is super-
posed. November is a month during which there
is alternation between periods when the sea
breeze is stronger than the land breeze, and
periods when the reverse is true. The average
hourly oxidant concentration in November
(Figure 13) reflects this by the splitting of the
oxidant maximum into two centers, showing the
effect in the average of the two types of days.
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The magnitude of the maximum average concen-
tration is somewhat smaller in November than in
September. This may be due in part to the
decrease in insolation and in part to the occur-
rence of days on which there was no inversion.

In the foregoing we have seen some of the
manifestations and meteorological aspects of
oxidation type smog. Because of the requirement
for solar radiation to produce the photochemical
reactions involved, it is primarily a warm season
and lower latitude phenomenon. However, there
have been already evidences that occasionally
daytime inversions of sufficient persistence and
strength occur in such cities as New York and

Detroit for long enough periods to produce the
characteristic eye irritation. To the extent that
these conditions, i.e. daytime inversions and light
winds, occur, oxidation type smog may be ex-
pected wherever automobile traffic is sufficiently
concentrated, as long as automobile engines are
operated at low air-fuel ratios without provision
for control of their exhaust gases by completion
of the oxidation or other measures. Work is
proceeding on control devices, and it is to be
hoped that we will not have to wait until the
exhaustion of our petroleum resources to be rid
of oxidation type smog.
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THE GENERAL CIRCULATION OF THE ATMOSPHERE

A Method for Calculation of Infrared Flux for Use in
Numerical Models of Atmospheric Motion'

By Lewis D. KAPLAN

Department of Meteorology, Massachusetts Institute of Technology,
Cambridge, Massachusetts

Abstract

The pressure-scaling method to determine the flux of infrared radiation in the atmosphere is
reviewed, and the assumptions inherent in the method are discussed from the point of view of

use in studies of atmospheric motions.

A more accurate method, which enables the temperature dependence of the absorption co-
efficient and the exact line shape to be taken into account, is then outlined. A matrix can be
constructed from which the infrared heating terms in the equations of motion can be introduced
into numerical models of the atmosphere with a machine computation time equal to or less
than the time required to make the hydrodynamic computations.

Introduction

This paper is in a large sense the culmination of
work on a problem suggested to the author by
Professor Rossby ten years ago. Professor Rossby
had even then been interested in the effect of
increased atmospheric carbon dioxide content on
the secular change in surface temperature, and
proposed that the author examine, among other
things, the means then available for calculating
radiative flux.

Professor Rossby’s interest in atmospheric
radiation was not new. It was at his suggestion
and with his encouragement that PEKERIs (1932)
wrote his summary of the early work in this
field; and he had many discussions with Elsasser
during the course of the work leading to the
preparation of ELSASSER’s (1942) famous mono-
graph. Professor Rossby had also been instru-
mental in the introduction of the study of radia-
tion into meteorological curricula in the United
States.

1 This paper represents in part results of research
carried out at the Department of Meteorology, Imperial
College, under an Institute for Advanced Study (Prince-
ton) contract with the Office of Naval Research. The
results were presented in a seminar at the International
Meteorological Institute in Stockholm on July 30, 1957.

The suggested carbon dioxide study has not yet
been completed, because it soon became evident
that the existing models were not realistic enough
to describe many of the features of molecular
spectra that are of fundamental importance for
atmospheric radiation. For application to circula-
tion studies there are even greater requirements of
precision. This is because two differentiations of
the transmission are required to obtain cooling
rates, three differentiations to obtain radiatively
induced stability changes, and four differentia-
tions to obtain the three-dimensional changes in
the field of available potential energy.

The standard methods of determining radiative
flux divergence greatly simplify the calculation
by scaling the absorbing gas concentration with
some power of the pressure. Before presenting a
more accurate method, the assumptions involved
in pressure-scaling will be reviewed. The method
of ELsasser (1942) will be chosen as the proto-
type.

Pressure-Scaling

When the radiation transfer equation is inte-
grated over mass of absorbing material 7 in the
vertical, over solid angle, and over frequency »,
the following result is obtained for the net up-
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ward flux of radiation through a surface designat-
ed by the subscript r:
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where B, is the black-body radiation per unit
area normal to the beam, per unit solid angle,
per unit frequency interval, at the temperature
T(m); and
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is the transmission of diffuse radiation in a plane-
stratified atmosphere containing several gases,
each having separate mass absorption coefficients
k,;. The subscript G refers to ground level, or
cloud top if there is an undercast; the subscript
oo refers to some arbitrary level, from above
which practically no radiation reaches the level
m,. If there is an overcast, the subscript oo should
refer to the cloud base and the second integral
on the right hand side of equation (1) should
be removed.

The difficulty in performing the integration in
equation (1) lies in the very rapid fluctuation of
the absorption coefficient k,; with frequency,
since each band spectrum in the infrared consists
of hundreds of lines. ELsASSER (1942), faced with
the problem of developing a simple graphical
integration method, simplified the integral by
making the following assumptions:

1) Each individual spectral line has the Lorentz
shape

=S Vi
a (-2 -+

(3)

vij

+ 00

where Sj;= f kyd(y - vy} is the line intensity

- 00
of the line centered at »; and p; its half-
width at half height.

2) Only water vapor contributes to radiative flux
divergence in the atmosphere; so the subscript
i can be dropped.

3) The total absorption coefficient at a given
frequency can be represented by the sum of

absorption coefficients from an infinite series
of equally spaced lines with equal intensities
and half-widths of magnitude equal to the
mean value for the strongest lines:

B + 00 § y
ky = Zmn (v — nD)? + y*
_ S(») sinh B(») B
D(») [cosh B (¥) —cos ;—7;:)]

4)

where D(») is the mean line-spacing and

2ny (v)
D(v) ~

p@)= (%)

This replaces the subscript j with a smooth
variation with frequency.

4) The major part of the transfer occurs in the
wings of lines, where (v — v;) > ».

5) § and y are independent of temperature.

There were several other approximations, but
they were unnecessary for the purpose.

The important approximations are the last two,
as they permit a drastic reduction in the number
of independent variables. The half-width 9 is
directly proportional to the collision frequency
and therefore to the pressure. Approximations
(4) and (5) thus result in a direct pressure de-
pendence of the absorption coefficient? and its
independence from temperature. Since k, and m
only enter the transfer equation as a mutual
product, the pressure dependence of the absorp-
tion coefficient can be taken into account by
using transmission determined for some standard
pressure p,, and replacing the mixing-ratio with

a scaled mixing-ratio through dm* =p£ dm.

5
The interior integral in equation (1) is then a
function only of the reduced mass m* and the
temperature and can be evaluated once and for
all, and used for a graphical evaluation of the
net flux from the distribution with height of
m* and T.

If the pressure-scaling method is used, it is not
necessary to calculate transmission at the stand-
ard pressure. Instead, laboratory measurements
can be used, and have been used in the pressure-

2 Due to a misinterpretation of some experimental
results, Elsasser and others erroneously introduced a
square-root pressure dependence (see KAPLAN (1952)).
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scaling techniques of PrAss (1952) and others.
In the actual construction of his radiation dia-
gram Elsasser had also adjusted his originally
calculated transmission to agree with emissivity
measurements.

Unfortunately, the pressure-scaling method is
inadequate for use in precisely those studies of
atmospheric motion for which radiative heat
transfer is most important. It has been shown
(KAPLAN, 1954) that heating of the upper tropo-
sphere and lower stratosphere by the ground and
warm lower-level air is most efficiently gained by
the central portions of moderately weak lines.
Most of these lines were omitted from Elsasser’s
schematic spectrum. Even if they had been in-
cluded, however, their effective pressure-depend-
ence would have been greatly exaggerated by
pressure-scaling, since it is their central portions
which are important, and assumption (4) is
invalid. Moreover, their intensities are strongly
temperature dependent, through the Maxwell-
Boltzmann distribution:

_1.4388»" _Lla3sgy
Le T (1 ~e T )

SH.0= 6
H,0 TS/ZQV(T) ( )
and
1.4388 »” 1.4388 »
S = Le T ( 1-e T ) )
CO:: TQV (T)

where L is a constant proportional to the line-
strength, @, the vibrational partition function,
v the line frequency, and »" the frequency cor-
responding to the energy level of the lower state.
For the moderately weak lines of importance for
heat transfer from below, the intensity at tro-
popause height is smaller, on the average, than
that near the ground by about a factor of four
for the mean tropospheric lapse-rate.® Thus, to
calculate radiative flux accurately enough to
determine perhaps even the order of magnitude
of changes in stability, the exact line shape, the
actual line distribution, and the temperature
variation of the line intensities should be taken

3 Since the pressure also varies by about a factor of
four from ground to tropopause, one might be tempted
to propose that pressure-scaling automatically takes into
account the temperature variation of the weak lines, for
which the pressure variations are less important. The
errors, however, would be a monotonic function of the
stability and must at least be estimated from accurate
calculations before use of scaling methods in determina-
tion of stability changes.

into account. A more realistic radiation model
than one involving pressure-scaling is therefore
desirable.

The Statistical Model

A straightforward integration of equation (1) is
out of the question, even with the use of high-
speed computers. On the other hand, major
features of infrared band spectra, such as line-
shapes and intensities and the pressure and tem-
perature dependence of the absorption coeffi-
cients must be taken into account. Goopy (1952)
noticed the apparent randomness of the line-
position in the water vapor spectrum and showed
that an assumption of complete randomness
greatly simplifies the expression for the trans-
mission. The author (KApLAN, 1953 b) found
that an assumption of randomness of line-posi-
tions gives a remarkable simplification of the
transmission even if the actual lines in a given
spectral interval are taken into account. In this
case the transmission is, for a homogeneous path
of mass per unit area m:

! +fr[1_e“k”"’]d(v_v,)

== , (8)

where the summation is over all the lines in the
interval D. For Lorentz lines, equation (8) be-
comes

B yxe” TInGe) + Lo

; )

where I, and I, are Bessel functions of imaginary
argument and

T=e€

(10)

The function xe*[Iy(x)+I,(x)] is
(KaprLAN and EGGErs, 1956).

This model has been used to calculate ozone
absorption in the central region of the 9.6 micron
band. The results were used to determine band
intensity and line-width, assuming no variation
of the latter from line to line, by comparison with
WALsHAW’s (1957) measured values. In Fig. 1
the final calculated integrated absorption, ob-
tained by adjusting the two unknowns to obtain
best fit, is plotted against observed integrated
absorption for which the ultraviolet absorption
at 3021 A was used to determine the mass. It is
seen that the model gives an excellent fit to a
forty-five degree straight line for a seven-fold

tabulated
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Fig. 1. Comparison of calculated integrated absorption
by the central portion of 9.6 micron ozone band with
Walshaw’s measurements

variation in mass and a fourteen-fold variation
in pressure. This is despite the regularities that
occur in the ozone spectrum (KAPLAN, MIGEOTTE,
and NEVEN, 1956). Since the water vapor spectrum
is much more random in character, there is little
doubt that the method is applicable to water
vapor absorption.

The regularities in the carbon dioxide spectrum,
however, are too marked to be neglected; and
the appropriate model is a series of randomly
overlapping Elsasser bands, for which the total
transmission is represented by the product of in-
dividual sub-band transmissions (KAPLAN, 1953b).
If the lines have the Lorentz shape, each
sub-band has an absorption coefficient given by
equation (4). For a homogeneous path:

D j2
Sim sinh 8;
‘Z'=H—1' e D; cosh 8, - coszm
j Dj‘ d?’
~D /2
=11 —smhﬂj ot (ydr], (1)
i
where
S;m
yj= (12)
/ D sinh ‘Bj

The author (KAPLAN, 1953 a) has given a very
rapidly convergent series for evaluating the right-
hand term in the bracket of equation (11), and
a partial tabulation. This model has been used
successfully in an intensity analysis of the low-
frequency wing of the 15 micron carbon dioxide
band (Kostkowsk1 and KApPLAN, 1957).

When bands of several gases overlap, the trans-
mission is equal to the product of the trans-
missions of the individual gases (KAPLAN,
1953 b):

(13)

7= TH,0TCO, TO;

The Curtis-Godson Approximation

Equations (9) and (11) are valid, for water vapor
and carbon dioxide, respectively, only over
spectral intervals of the order of ten wave-
numbers, and only for homogeneous paths. The
analogous expressions for non-homogeneous
paths are more complicated. Fortunately, homo-
geneous path transmission can be used to repre-
sent atmospheric transmission providing one
carefully chooses a mean half-width. This was
first proposed by Curtis (1952) and later gener-
alized and tested by Gobson (1955). The method
of selecting the appropriate mean half-width is
quite general, but will be illustrated here only for
the case of an isolated Lorentz line.

Since the use of any value for the mean half-
width in the denominator of equation (3) will
give correct results for large absorption, a value
y will be chosen that gives the correct result to
first order for small absorption:

ydmdy

+ 00 +00
sy [s
a(v—v)?+y® 7w (v —vy) + 9%
i (14)

where the inner integrals represent the exponent
in the monochromatic transmission and therefore
the first term in the Taylor expansion of the ab-
sorption. Equation (14) can be rewritten

lfSydm/ ,
/Sd fx2+1 7T x4+ (14)

The appropriate mean half-width is therefore

(15)
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or the half-width averaged with respect to
frequency-integrated optical path. The inner
integral on the right-hand side of equation (14)
now becomes

/'§ ydm Yy S Sdm
7 (v—v0)2+§2_7z (v = v+ 92

(16)

which is exactly equivalent to the expression for
the homogeneous path exponent with y replaced
by ¥ and Sm replaced by fSdm; and equations
(9) and (11) can be used for water vapor and
carbon dioxide, respectively, with the following
new definitions:

5= 4.5 (10")
T 2my;
_ [ Sam (12
< D;sinh g/
and
— 27'['}_)1 ’
B=222 (5)
J Dj

where ; is given by equation (15).
Maximum errors due to the Curtis-Godson
approximation can be specified within useful

limits for heat transfer in the troposphere. For
this purpose, we will examine the integrated
absorption due to a single Lorentz line by the
layer between the ground and a level at p
atmospheres. We will assume, for simplicity,
that p(p) = y,p. The transmission then becomes
(KarLAN, 1954)

14

2npdp
[
T,=e , (17
where
Ay
= 18
Ul vyt (18)
and
Y — ¥,
= . 19
” (19)

a is the fraction by volume of absorbing gas, g
the air density at the ground, g the acceleration
of gravity, and », the line-center frequency. We
will consider only the case of constant 7, since
the errors are greatly reduced if n decreases with
height, as it normally does in the troposphere.

The maximum error in optical path occurs at
the line-center, and is compensated by errors of
opposite sign in the wings. In the transmission,
however, the errors compensate only to first

Table 1. Line-center transmission and integrated absorption between surfaces at ome and p atmospheres, for single
Lorentz line with 7 = 1.

» T, (¥ atyt f A,dv
(atm.) Exact Curtis %% error Exact Div. Curtis Div. % error
0 .0000 .0183 o 1.0000 1.0476
.0100 0262 162
1 0100 .0379 279 9900 1.0214
.0300 .0418 118
2 .0400 L0695 74 9600 9796
.0500 L0591 18
3 .0900 .1160 28 .9100 9205
.0700 0744 6.3
4 .1600 .1801 13 .8400 .8461
.0900 .0933 3.7
5 2500 .2336 54 .7500 7528
1100 1117 1.5
.6 .3600 .3679 2.2 .6400 6411
1300 1307 0.5
g .4900 4937 0.8 .5100 5104
.1500 1504 0.3
.8 .6400 6412 0.2 .3600 .3600
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order. For n = 1, the transmission at the line-
center is

7, () = D%, (20)
while the Curtis-Godson approximation gives

1-p
1+p.

T (v) =€ (207)
These are compared in Table I. It is seen that
radiative transfer over a wide variation in pres-
sure can be quite accurately represented by the
Curtis-Godson approximation even at the line-
center. As the ratio of the end pressures becomes
greater than two or three, however, the accuracy
rapidly deteriorates. Table I also compares the
integrated absorption, again with = 1. The
exact integrated absorption is

fA,dv=]°€1 ) (v —vg) =

=7Z‘}/5(1 _pz)a (21)

while the Curtis-Godson approximation gives

_ l_p ’

f(x) = xe=* [Iy(x) + I; ()] (22)

The integrated absorption in Table I is apart
from the common factor my,. The differences for
the various 100 mb layers are also listed, as it is
the flux-divergence in which we are particularly
interested.

Table II gives the integrated absorption by the
entire atmosphere for various values of % as
determined by

1
[Ady 2 P(’“E)

where

— 23
mys o I'(@) @)

for the exact case, and
LA ) (23)

5

with the Curtis-Godson approximation. It is
seen that the error has a sharp maximum for lines
with 7 close to unity.

The magnitude of the errors in flux-divergence
indicate, therefore, that the Curtis-Godson ap-

Table II. Integrated absorption between surfaces at one
and zero atmospheres, for single Lorentz line, as func-

tion of 7.
atyt f A,dv
7
Exact ‘ Curtis % error

.05 .0937 .0952 1.6
.1 1766 1818 2.9
2 3190 3337 4.6
5 6366 6737 5.8
1.0 1.0000 1.0476 4.8
1.5 1.2732 1.3195 3.6
2 1.5000 1.5430 2.9
5 2.4609 2.4910 1.2
10 3.5239 3.5457 0.6
20 5.0148 5.0304 0.3

proximation is adequate for determination of
infrared heating of the troposphere, at least in
middle and high latitudes. Above the 200 mb
level, some other method may have to be used
for determination of heating from the ground
and lower troposphere.

The Atmospheric Model

Since the statistical model involves breaking the
spectrum up into intervals of the order of 10
cm! the value By of B, at the center of each
Av Ay

interval v, — > to v+ - can be used for the
entire interval with negligible loss in accuracy.
For computation purposes, equations (1) and (2)
then become:

0 (mr) fZ T (my, m)A dan(T) Zg dp

(1)

7 (m,, moo)ﬂBk(Too)
k

and

Th(my, m)= erk, <x [ Sdu, y> -3dx, (2')

m

where the product is over the absorbing gases.

For a given sounding, the integration with
respect to pressure can be performed by standard
numerical methods once the summation is ob-
tained. The summation, however, involves
hundreds of computations of the integrals
S8dm and fSydm; and it is desirable to have an
efficient routine for their integration.
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To obtain such a routine, we will assume that
the sounding can be divided into layers in each
of which the temperature is a linear function of
height and the water vapor mixing-ratio an ex-
ponential function of pressure. Thus,

p F. 4
T=T,—
0<Po>
2
an=(5),5.)
dp /o \Py

where the subscript zero denotes a value at some
level in the layer. We will further assume that
the carbon dioxide concentration is constant
(i.e. 2 = 0), and that the half-widths vary ac-
cording to the kinetic theory variation of colli-
sion frequency.

(24)
and

(24)

2T
PV, \ T (26)

where the subscript s represents conditions for
which y; has been determined. For water vapor,

o0(T)=1; 27

and for the 15 micron carbon dioxide band,

e .
e =1-2e T -¢ T
Q,(7)
_960
~1-3e T, (28)

From equations (6) and (7), and (24) to (28),
the required integrals then become,
for I{z():

My

2h—n+2
dem=—I4:1_F<—l—2—’{—, 1.4388, 1) (29)
:I})

%

ny
and

) —x+2
fSydm=A2F<l—%+ , 1.4388, 1>, (30)
X

my

and, for CO,:

mo

f Sdm = A,F <1, 960, 3)
X

niy

@1

and

My

— (4-
fsydm=A2vToF<—27”, 960, 3), (32)

my

where
dm\ p
A, =L} 2o
! <dP>o xT, (33)
A _AVTypy (34)
2 Ds To ’
and
1. ”n
F(n,a, b)=E, <M>
T,

1.4388)" +a T,\""!
) ()
0 0

" [1.4388y" 1.43881" +a
N E (22 - bE, (222 T2
(= (57) o (M) e

Ey(x) = fe—xrt—nm (36)

is the generalized exponential integral. It is
tabulated* by Praczex (1954) for positive
integral n and by Kotant (1955) for negative
integral n; and a general routine for evaluating
it for any n is now being prepared for the
IBM 704, and will be described elsewhere.

The basic spectral data for carbon dioxide are
available (KApLAN and EGGERS, 1956; Kost-
Kowskl and KAPLAN, 1957; MADDEN, 1956);
and those for water vapor are now being nor-
malized and prepared for publication.

The mathematical difficulties remaining for an
accurate calculation of infrared flux are minor,
the most serious one being the order of the in-
tegration and product in equation (2'). Clearly
much computation time would be saved if the
order could be reversed. Although this would
lead to a systematic error, the effect on cooling
rates would probably be small, since the only
serious overlapping under tropospheric condi-
tions is in a narrow spectral region on the low
frequency side of the 15 micron carbon dioxide
band. A further simplification can be made by
scaling the concentration with a transmission-
dependent factor to obtain the diffuse radiation

4 A very useful tabulation by G. F. Miller is now in
press as N.P.L. Mathematical Tables, Volume 3.
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(see GopDsoN, 1953); but a routine that avoids
this approximation would probably require less
than double the computation time, and should
at least be used in enough cases to check the
accuracy of approximations.

Application to Numerical Models

The method described above for calculation of
infrared flux makes possible, for the first time,
the computation of radiative cooling rates of suf-
ficient ascertainable accuracy for use in the cal-
culation of radiatively-induced stability changes.
It also can be used to determine the adequacy of
simplifying approximations for which maximum
errors cannot be specified within useful limits.

The method as described is obviously much
too cumbersome for direct use in numerical
atmospheric models. It is possible, however,
to use it to form a matrix whose elements are
radiative flux or cooling rates, and which only
needs to be determined once for use in a specific
model. In any model for which the flux at a
constant-pressure surface can be represented
by that due to a lapse-rate independent of height
and an exponential variation of mixing-ratio
with pressure, a four dimensional matrix can be
available for each cloud distribution. The inde-

pendent variables would be, for example, two
temperatures and two mixing-ratios. For each
calculation of cooling rate only a small part of
the matrix need be taken into the permanent
memory for interpolation.

A choice of +1/,, 42/, and 43/, for xand
integers for 4 would make the order n of E,
integral or half-integral. It is then either tabulated
or can be obtained by standard methods from
tables of the error function and incomplete
gamma function. Since the flux for » = 0 is
easily calculated, a seven-point interpolation can
be used.

It is not necessary, however, to restrict n to
integral or half-integral values, If the matrix is

fine enough for linear interpolation, the com-

putation time required to make a radiative flux
calculation at a grid point will be of the same
order of magnitude as that required for the hydro-
dynamic calculation. The average time would be
reduced if, as is most likely the case, radiative
calculations need be made less frequently than
hydrodynamic calculations.

Details of the preparation of the matrix and
examples of the calculation of radiative flux for
specific meteorological problems will appear in
forthcoming papers.
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On the General Circulation
of the Atmosphere

By JuLe CHARNEY!
Massachusetts Institute of Technology, Cambridge, Mass.

Abstract

A model of the general circulation of the atmosphere is constructed in the following manner:
The energy sources are determined on the assumption that the atmosphere is isothermal,
transparent to solar radiation and ‘““‘grey” to terrestrial radiation, and that the earth has zero
heat capacity. Energy dissipation is provided for by a correspondingly simplified frictional
mechanism. On the basis of these assumptions the steady, zonally symmetric circulation is
calculated for a simple geometry. This circulation is found to be unstable with respect to
asymmetric wave perturbations, and the form of the most unstable perturbation is calculated
by solving numerically the small amplitude perturbation equations for a coarse grid. It is
next assumed that the perturbation grows in amplitude while retaining its shape, modifying
the zonal flow by the action of eddy stresses and eddy conduction of heat, until the rate at
which it receives potential energy from the zonal flow just balances the rate at which it loses
potential energy by radiative equalization of temperature and the rate at which it loses kinetic
energy by the work of the Reynolds stresses on the zonal flow and by frictional dissipation.
The mean zonal velocity and temperature profiles for this new equilibrium state are calculated
from the momentum and heat equations as functions of the amplitude of the wave pertur-
bation. The amplitude is then determined from the energy balance condition, and both the
perturbation and the mean zonal flow are calculated. The resultant circulation is found to be
similar to that obtained by Phillips (1956) in his well-known numerical experiment and to have
about the same degree of verisimilitude. It is pointed out, however, that the fluctuating motion
in the actual atmosphere is better described by a system consisting of two or more perturbation
modes and a zonal flow in mutual interaction. The results of a barotropic numerical inte-
gration made some years ago in Princeton are presented as an example of the type of interaction
that might be expected to occur.

1. Introduction

The outlines of a self-consistent theory of the
general circulation of the atmosphere have been
gradually emerging from the extensive work of
recent years on the planetary motions of the
atmosphere. The mechanisms of the formation
of the large-scale migratory waves and vortices
in the zonal flow and their roles in transferring
momentum and heat have been greatly clarified,
the dynamical necessity and importance of
mean meridional circulations has been demon-
strated, and attempts to model atmospheric
circulations in the laboratory have met with
considerable success. It is now the task of the
dynamic meteorologist to combine the physical

1 This research was sponsored by the Office of
Naval Research under contract Nonr — 1841 (18) with
added support from the Geophysics Research Directo-
rate, Air Force Cambridge Research Center.

principles revealed by this work into a com-
prehensive mathematical theory from which the
particular behavior of the earth’s atmosphere
may be deduced. The task is a formidable one
and no simple solution can be foreseen. In this
article a possible method of attack is set forth
and is applied to a highly simplified physical
situation.

The argument is based on the following set of
principles, which may now be accepted with a
certain degree of confidence: (i) The axially-
symmetric convective circulation set up by
solar heating on a uniform, rotating earth is
unstable for asymmetric wave-like perturbations
traveling in the zonal direction (CHARNEY, 1947;
Eapy, 1949; Figrtorr 1950). (2) These pertur-
bations act as eddy elements distorting the
mean zonal flow through the action of Reynolds
stresses and eddy conduction of heat (JEFFRIES,
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1926; STARR et al, 1954, 1957; J. BJERKNES et al,
1955, 1957). (3) The zonal flow is ordinarily
stable with respect to horizontal energy exchange
processes so that the perturbations tend to
transfer kinetic energy to the zonal flow through
the work of the Reynolds stresses (Kuo, 1951:
CHARNEY, 1951). (4) The large-scale components
of the flow are quasi-geostrophic except near
the equator; hence one may use the geostrophic
equations in their analysis (CHARNEY, 1948;
EL1ASSEN, 1949). These equations provide a simple
means to compute mean zonal flow once the
sources of momentum and heat are known
(EL1ASSEN, 1952). The method of computation
is based on the principle that the changes in
zonal momentum and density brought about by
the real and eddy sources of momentum and
heat must be such as to maintain a condition of
geostrophic and hydrostatic balance. Since these
changes are not usually compensating, meridional
circulations are required to restore the balance.

The underlying problem of this article may
be stated in purely hydrodynamical terms as
follows: A distributed heat source decreasing in
intensity from equator to pole produces a slow,
axially-symmetric, convective circulation with a
poleward temperature gradient and a zonal wind
field increasing in westerly intensity with height.
This flow is unstable for small-amplitude wave-
like perturbations, which therefore grow to
finite amplitude. It is required to calculate the
mean properties of the final state of motion and
also, if possible, the nature of the perturbations.

One may distinguish two possible classes of
motion: (1) The secondary wave disturbances may
themselves be stable and approach a constant-
amplitude equilibrium state. (2) Several different
disturbance modes may be excited by instability
of the primary flow, by instability of the second-
ary disturbances, or by self-interaction of the
secondary disturbances; these modes will appear
as a regularly fluctuating state of motion or as
a state approaching fully developed turbulence.
Whereas the atmospheric circulation is better
described by a fluctuating state of motion
it may resemble the equilibrium state in im-
portant aspects. Both states have been produced
in the laboratory, the equilibrium state by HyYDE
(1953) in a fluid confined to a rotating cylindrical
annulus heated at the outer rim and cooled at
the inner, and the fluctuating state by FuLtz
(1951) in a rotating cylindrical pan of water
heated at the rim. Apparently the constraint im-
posed by the inner boundary of the annulus

prevents the occurrence of the multiple modes.
In this article no attempt will be made to deal
directly with the regularly fluctuating or tur-
bulent regimes. However, some results which
may have a bearing on the fluctuating state will
be presented at its conclusion.

By confining attention to the steady-amplitude
regime it becomes possible to introduce a number
of simplifying approximations which greatly
facilitate the mathematical analysis. We shall take
into account only the non-linear interaction
between the disturbance and the mean flow, dis-
regarding self-interaction of the disturbance and
the subsequent cascade of interactions. By the
same token we shall permit changes in amplitude
but no changes in the shape of the disturbance.

Within the limitations imposed by these ap-
proximations, one may envisage the process by
which the finite-amplitude regime is established
in the following way: Imagine a small wave
disturbance superimposed on the steady sym-
metric flow produced by the symmetric heating.
In the initial stages its interaction with the mean
motion may be ignored. But as its amplitude
grows, at first exponentially, it begins to distort
the main flow, directly through the action of
the Reynolds stresses and eddy conduction of
heat, and indirectly through the action of the
forced meridional circulations. At length the
mean flow becomes so modified that the rate at
which the perturbation receives energy from the
mean flow is just balanced by the rate at which
it loses potential energy through radiative tempe-
rature equalization and Kkinetic energy through
the action of the Reynolds stresses and through
frictional dissipation. The form of the distur-
bance is first calculated from the first-order
instability theory; the modification of the mean
flow as a function of an undetermined amplitude
is then calculated by means of the quasi-geo-
strophic equations; and finally the amplitude is
determined by making use of energy balance
relationships.

The above second-order perturbation technique
has been applied with good result by STUART
(1958) to the calculation of two-dimensional,
finite-amplitude disturbances of Poiseuille flow
and of flow between rotating cylinders. W.
Markus and VEronis (1958) have applied a
similar technique to the study of finite amplitude
convection. A qualitative analysis of the general
circulation of the atmosphere from much the
same point of view as is adopted here has been
given by EApy (1950).
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2. Construction of the model

Most of the fluid dynamical elements that are
deemed to be of importance are contained
implicitly in a simplified mathematical model of
the atmosphere developed by the writer and
N. PaiLLips (1953) as part of a numerical weather
prediction program. The results of a numerical
experiment involving fixed heat sources and a
dissipation mechanism have been presented by
PriLrips (1956). The success of this experiment
in predicting several important features of the
general circulation may be attributed, at least
in part, to the inclusion of these elements, Hence,
in the present treatment, the same model will
be adopted, but with different mechanisms of
heating and frictional dissipation.

The motion is referred to the Rossby plane,
in which the kinematical effects of the earth’s
curvature are ignored but the dynamical effects
are retained through the inclusion of the varia-
bility of the Coriolis parameter. The flow is
assumed to be periodic in the zonal direction
and to be bounded at the north and south by
latitudinal vertical walls whose distance apart is
the same as that between pole and equator. To
have in mind a concrete physical picture one
might think of the flow as occupying the annular
region between two rotating concentric circular
cylinders whose radii are so large compared to
their distance apart that curvature effects may be
ignored, except that this model would lack the
stabilizing effect of the variable vertical compo-
nent of the earth’s vorticity (Coriolis parameter)
on the zonal flow. The model is thus neither an
accurate representation of atmospheric flow nor
of flow in a cylindrical annulus, but as has been
made abundantly clear by RossBy’s work (cf.
1939) it is capable of shedding much light on
natural planetary motions and on their labor-
atory analogues.

The continuously varying atmosphere is repla-
ced by an atmosphere consisting essentially of
two layers in each of which the horizontal
velocities and pressure forces are independent of
height. This is the simplest kind of model in which
meteorologically relevant potential-to-kinetic en-
ergy conversions can take place. It is the natural
extension of RossBY’s barotropic model (1939)
to a baroclinic atmosphere.

For easy reference Phillips’ notation will be
adopted:

cartesian distance coordinate to east
cartesian distance coordinate to north

x
y

p = pressure
t = time
@ = latitude

(u, v, w) = time rates of change of (x, y, p) fol-
lowing the motion

= horizontal velocity vector

= acceleration of gravity

= geopotential (= gz where z is height)

angular speed of earth’s rotation

= vertical unit vector

= vertical vorticity component

= Coriolis parameter = 22 sin @

= 2 Q sin @, (D, a mean latitude)

(dfidy)y = 2 2 cos Dyla

= radius of earth

ntaf2 = distance between walls = distance

between pole and equator

lateral kinematic eddy-viscosity coeffi-

cient

frictional stress acting at a horizontal

surface

= potential temperature

= temperature

a = specific volume

dQ|dt = non-adiabatic rate of heating per unit
mass

V = horizontal gradient operator on an iso-
baric surface

¢p, ¢, = specific heats of air at constant pressure

SH Y R IR <
I

« NN T
A
I Il il I

HQD

and volume
R =c¢,—c,
v = ¢/fy = geostrophic stream function

Pressure is the vertical coordinate and quantities
at the isobaric levels 0, 250, 500, 750, and 1,000
mb are denoted by the subscripts 0, 1, 2, 3, and
4, respectively. The boundary conditions are
w =0 at p = 0 and, approximately, w = 0 at
D = Dy

The simplified equations of motion consist of
the geostrophic vorticity equation at the levels
1 and 3, the continuity equations at the levels 1
and 3, and the geostrophic first law of thermo-
dynamics at the level 2, in all of which equations
vertical derivatives are expressed as centered finite
differences. One obtains (cf. PHILLIPS, 1956) the
vorticity equations,

(9]9t+ V- v)(Cy + By) = fowy/py =

= AV, — gv x 15 - Kk/p,, (2.1)
(99t + V4= ) (L3 + By) + fowa/py =
= AV +ev x(t,~ 1) - k/p,, (2.2)
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the continuity equations,

Wolpy =V -Vy= —-v-V,, 2,3)
and the first law of thermodynamics,
Saalpa =210t + V- 9)(py - v) -
~ (RIfycp)dQ, dt], (2.4)
where
w8 @.5)

RTZ(HI - Hs)/dz ’

and the velocity V and vorticity { appearing in
egs. 2.1, 2.2, and 2.4 are evaluated geostrophi-
cally from
V=vyxk (2.6)
and
{=VxV:k=V¥k @7
The quantity y; —v; in eq. 2.4 may be taken as
proportional to the temperature at the level 2.
This follows from the hydrostatic equation

e () Bt
P/ Dy
and the equation of state
RT; =pyoy =p, <:¢1—Pjﬁ> =fo(yr — va)- (2.9)
2

It is thereby seen that, while egs. 2.1, 2.2, and 2.4
govern the velocity components at the levels 1
and 3, they govern the temperature at only the
level 2. The model does not permit the calcula-
tion of temperature variations in the vertical,
and the numerical value of the stability param-
eter A2 defined by 2.5 must be prescribed as an
empirical constant. A more sophisticated treat-
ment would eliminate this empirical element from
the theory by dealing with models containing
three or more degrees of freedom in the vertical.

Phillips postulated a linearly-varying, geogra-
phically-fixed heat source

dQ,/dt = — 2H(y|W) (2.10)

where H was determined from estimates of actual
mean heat transports in the atmosphere, the
origin of the y-coordinate being placed midway
between the walls. In reality, of course, the
atmosphere determined its own heat sources as a
function primarily of its temperature distribu-

tion. We shall therefore replace the fixed heat
source of Phillips’ model by a very simple
radiative transfer mechanism according to which
the atmosphere is assumed to be isothermal,
transparent to solar radiation and ‘“grey” to
terrestrial radiation, and the ground is assumed
to have negligible heat capacity. For additional
verisimilitude the albedo of the earth ¢ will be
prescribed. Because of the extensive covering of
the earth’s surface by ocean it would be more
realistic to assume zero heat capacity for the
solid earth and infinite heat capacity (fixed surface
temperatures) for the oceans. However, such an
assumption would introduce complexities which
should be avoided in a first treatment.

Let us assume that the sun is at equinox,
then the flux of solar radiation at the outer
limit of the atmosphere is approximately

S
S="Ccos D,
7

where S, is-the solar constant. Since the ground
is assumed to have no heat capacity, the net
radiative flux at the ground is zero. Hence by
Kirchoff’s Law

(1-¢e)S+voTs—0Ti=0,

where o is Boltzmann's black-body constant and
v is the absorptivity of the atmosphere for long-
wave radiation. The net heating of a column is
therefore

voTs— 2v0Ta=v[(1 —)S— (2 - v)oT4,

and the heating per unit mass is

“%J”(_;z‘i) [(;_:DS— aTg]. (2.11)

This expression for dQ,/dt is linearized asfollows:
Let T.* be the radiative equilibrium temperature,

\ 1-¢\ STt IT* dd
o[ e (5 5),
n(-2)

where Tr = T,*(0). Setting ¢ = 0.4 and »=0.8
we get Tr = 238° C which is sufficiently close
to T,, the observed mean value of 7, to permit
one to equate the two. Eq. 2.11 therefore becomes

(2.12)
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dg, _gv(2 - . _
P (IR PR

_48v(2-v)oTo (T3 - Ty)
o 2 ~

y Sy - 1/"3)](213)

which may be interpreted to state that the air
is heated or cooled according as its temperature
Solpr—w3)/R is below or above the radiative
equilibrium temperature T,* = T,,(1 —y/4a).

In Phillips’ model frictional dissipation was
assumed to take place by lateral diffusion of
momentum by small-scale eddies and by surface
friction. For simplicity he took the surface stress
to be proportional to the first power of the surface
wind; thus in egs. 2.1 and 2.2 he set

v x17y-k=0, }
vxt,-k= —p.kl,/e,

v)o

2p,

4gv(2 -9)eT? )
4a RT,

(2.14)

in which £, was obtained by extrapolation down-
ward from levels 1 and 3:

54: 3 Cs - i Cr
The constant k was given the value 4 x 10~6 sec™!
corresponding to a mean anemometer-level wind
of about 10 m sec™.

While there is good evidence for the surface
dissipation mechanism postulated by Phillips, the
data do not support even an order of magnitude
choice of the eddy coefficient for lateral momen-
tum diffusion. What evidence there is favors
vertical diffusion of momentum by small-scale
eddies as the primary dissipation mechanism in
the free atmosphere. RieHL (1951) and PALMEN
(1955 a, b) have obtained values which agree
at least in order of magnitude. We shall there-
fore retain the surface friction postulated in
Phillips’ model but shall replace the horizontal
small-scale eddy transport of momentum in the
free atmosphere by a vertical transport. This
is accomplished by setting A4 equal to zero in
egs. 2.1 and 2.2 and writing

BN CAAN S CAARN
e=8\%Z ), T\ /)"

14
=2 k(V, - V,) (2.15)
g
where k; = ug?/o,p3. Accepting the value p =
= 225 gm cm™! given by PALMEN (1954 a)
we obtain k; = 1 x 1078 sec™, Finally, we shall

assume that [, is approximately equal to 1{,
rather than to 30,-1(,.

Phillips also postulates a lateral diffusion of
heat by small-scale eddies, but since this effect,
in addition to being quite hypothetical, can be
shown to have negligible influence on the sym-
metric motion it will not be considered here.

3. Calculation of the mean zonal momentum

Let L be the spatial period of the motion and
define the zonally averaged mean value of the
quantity G (x, y, t) by

— 1z
G(y,t)=ifG(x,y, t)dx, 3.1)
0
and its perturbation value by
G'(x, 3,0 =Glx,y,D-Gy,1n (3.2

The momentum equations are then obtained by
averaging egs. 2.1 — 2.4 and utilizing 2.6 together
with the boundary conditions v (+ W) =
After an integration by parts one gets

?u &32

P _ o, 0

o g, T g T Ry (e,
(3.3)
Py _f Wy Pug  I*M;
vt T°p, T pR
J Ju,
+k’Zv(_1 u3) - k(?— (3.4)
Wy _ vy v,
Le_3_ TN 3.5
Py Iy Jy (3-5)
B _ R dO,
fO Ds I:at @1 ’Ps) fC dt :I (3 6)
where
M=W, B=YG{Z¢d. (7

Integration of egs. 3.3 and 3.4 with respect to y
and use of 3.5 then gives

9u 9 u, IM, -

=t —for = (7 21 - 9—; —ki(uy — us), (3.8)
9u (7 2u, M,

=2 f[) 3= (7 23 9y3+k(u1—u3) k”4’

(3.9)
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in which the terms —JM,;/dy and —JMy/dy
represent the forces due to the Reynolds stresses
M, and M;. We note that the non-linear terms
v,0uy/dy and vadug/dy are absent from the left
sides of the above equations. This is because
they are absent in the geostrophic approxima-
tion.

When the quantities M;, My, and B are known,
onemay utilize egs. 3.5, 3.6, 3.8, and 3.9to calculate
the mean zonal flow and the mean meridional
circulation in the steady state (J/dt = 0). The
axially — symmetric circulation in Phillips’ mo-
del is readily found to be

- U 1 y2 ﬁ ) i
=3 we) 12 wa)
_ u 4U »2
"3=§“§5£<1‘W2>+

8 U cosh dy/W
35

cosh &
AU »?
W= v3=f0W2 I—W_z 3

where U = Z2RHW?3|fyc,A and & =3kW?Z]2A.
Phillips adopted the following values for the
physical parameters:

fo = 107%sec?

R = 287 kj ton! deg?
¢, = 1004 kj ton~! deg™!

A = 105 m? sec™?!

k = 4x10"% sec!

H = 2x1073 kj ton"1sec!
A2 =1.5%x10"12 m2

From these one gets U = 10,760 m sec! and
&% = 1,500, which give max u; = 5U/12 =
= 4,480 m sec! and max u; = max %,/3 = 1,490
m sec!, These extremely large values were never
attained in Phillips’ experiment because the sym-
metric flow became unstable long before the
steady state was reached. One asks, however,
whether the symmetric flow is as unstable as is
implied by Phillips’ assumptions. This is un-
likely, for the large values of #; and u, can be
attributed both to the choice of an artificial lateral
eddy-viscosity and to the fixing of the heat
sources. The latter assumption implies that the
heat transport across a latitude circle is the same
before and after the appearance of eddy motions.

Obviously this cannot be so, for the develop-
ment of eddies through instability of the sym-
metric circulation increases the rate of depletion
of the potential energy of the mean flow and
hence increases the meridional heat transport.
The heat transport across a latitude circle must
therefore be smaller in the symmetric regime than
in the eddying regime. The present model per-
mits such changes in heat flow and has, moreover,
a stronger internal frictional dissipation mecha-
nism. Thus one finds that the steady state flow
in the symmetric case is far weaker than is
implied by Phillips’ assumptions and is conse-
quently less unstable.

In the case of steady state symmetric motion
egs. 2.13, 3.5 and 3.6 combine to give

fodVI*fo [1—1—-](——0(1#1 1/)3)] sz—B
a

4 RT, dy’
(3.10)
where
A=42Rgv(2 - v)oT5/fic,py =
=3.06 x 10~ 8sec™ 1, (3.11)
and egs. 3.8 and 3.9 become
—fovy = —dM|dy — k;(u, —uy), (3.12)

_.f0§3 =

Addition of the latter two gives

— dMy/dy + ki(a, — uy) — kity[2. (3.13)

0= —d(M, + M,)/dy — kuy[2, (3.14)
which states that the convergence of momentum
into a unit vertical column is exactly balanced
by its flux through the ground due to surface
friction. Internal friction leads merely to a
redistribution of momentum, and the net trans-
port of the earth’s momentum vanishes because
the net mass transport »; + v, vanishes,

Elimination of »; between egs. 3.10 and 3.12
gives the following equation for p; —y,

93

" RT,
L 4B d*M, daz .  _
= —-— = ki— - 3.15
dy dy2 + ’dyg (WI 1/’3)’ ( )

fA

subject to the boundary conditions

d"’l( L W)= ”’3(iW) 0. (3.16)
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From the way in which the eq. 3.15 was derived
it is possible to give a physical interpretation of
its individual terms. The left-hand side represents
the radiative heating due to the deviation of
the temperature from its value at radiative
equilibrium. The first term on the righthand
side is the convergence of the eddy heat transport,
and the second and third terms are the conver-
gence of the heat transport due to the meridional
motion produced by the eddy momentum flux.
An increase in the eddy convergence of heat
will tend to raise the temperature so that the
radiative heat loss to space can compensate for
the gain. The effect of the eddy momentum flux is
more complex: An increase in the convergence
of the eddy momentum flux must be accompanied
by a southward meridional flow at high levels
and a northward flow at low levels to compensate
for the momentum change (eq. 3.12). Since
entropy increases upward there is a correspond-
ing southward heat transport. The second term
in eq. 3.15 therefore represents the heating due
to the meridional circulation produced by the
large-scale eddy stresses. The last term is again
an indirect heating effect due to the influence of
internal friction on the meridional circulation.

The velocity ug is given immediately by eq.
3.14, and u, — uy is determined by solving eq. 3.15
for i, — s, or else by solving

dz fia _
k; Mdyz (y — ug) - RT,,,_ (4, — u3) =
d’B  d3M, Af,
- —'pd_yz—"W—E{’ (3.17)

which is obtained by differentiating eq. 3.15 with
respect to y. The meridional velocity is then
found by substitution in eq. 3.12,

The symmetric circulation is found by setting
M, = M; = B =0 in egs. 3.14, 3.17 and 3.12.
One obtains

uy; =0,

- RT,, cosh yy

“= 4af, <1 _coshyW>’ (3.18)
vy =ku,,

where
vt =f3A/RT,, k;=90 x 10~ 14m=2, (3.19)

The velocities u; and v; calculated from the above
formulae are shown in Figs. 1 and 2 respectively.
For comparison the corresponding curves for a

-~

rol—

ki = O |
ki=_l

ki=|

. 1 |
0 10 20 30 40

ulm/sec)

Fig. 1. The zonal velocity at level 1 mb in the steady sym-
metric regime for different values of the internal fric-
tional coefficient k;.

" I T

\
/

\
Krk. =10

y O
| J
—5W
-6
M~ k; = LZ XIO-6
—w | |
o} 10 20 30 40
v, {cm/sec)

Fig. 2. The meridional velocity at level 1 in the steady
symmetric regime for different values of the internal
frictional coefficient k;.
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value of k; twice as great as that computed
from PALMEN’s (1955 a) data, and corresponding
more to RieaL’s (loc. cit.), are also shown. It
will be seen that the zonal velocities change
little, We may therefore accept these velocities
with greater confidence than is warranted by
the accuracy k; itself,

The case of vanishingly small friction is that
of radiative equilibrium. From eq. 3.18 one
obtaines v, = 0 and u, = RT,,/4af, = 26.8 m
sec™1 which is shown as a vertical line in Fig. 1.

The symmetric flow consists of a broad band
of upper westerlies decreasing rapidly to zero at
the northern and southern walls and a slow,
thermally direct meridional circulation. This
circulation is not very efficient in transporting
heat: the pole-to-equator temperature difference
at radiative equilibrium is W7,,/2a or 93 °Cand
is reduced an amount WT,/2ay orl9 °C by the
circulation,

4. The eddy meotion

We shall now demonstrate that the symmetric
flow which has just been established is unstable
and shall calculate the form of the most uns-
table wave disturbance. Substituting

p=p+y, V=V4v, {=0+0, o-w+o

in egs. 2.1, 2.2, 2.4, 2.13, 2.14 and 2.15, and
recalling that 4 = 0 and ,=1Z; we obtain

(I [It) + V- v+ V- v+
+ Vi v, — fowslpy = = ki - G3)
v2(Iys/dt) + V- 3+ Vg 985 +v5 -
- 8s + fowalpy = kiG] - £5) - kT3|2
fowa[py =22 [2(ypy — y3)[dt + Vi -
V(P - pa) + ¥y V(- 9s) + Vi
- V(py =y )+ (ASYRTA)(yp; — y3)]

(4.1)

If second order terms are ignored, and the
heating and frictional terms are also ignored, in
anticipation of the result that the time constants
for heating and friction will be found to be large
in comparison with the amplification time of an
unstable disturbance, the following pair of equa-
tion are obtained by setting

¥ =P explin(x - cHl:

(uy ~ ) [@*P,[dy* — p*¥, ~
= 2V, = VI + [ - d¥uy[dy* +

+ 2(uy, — u,)]¥, =0
B (4.2)
(u3 — €) [d2W,/dy? - leps +

+ (P, - V)] + [B - dPugldy? —
- 22(&1 - ‘73)] Ta =0

As it has not been possible to solve these equa-
tions exactly, we shall resort to finite-difference
approximations. Noting first that u is sym-
metric about y = 0, we look for a symmetric
solution for ¥. The interval —W<=ys W is
divided into four equal sub-intervals at y = — W,
-iW, 0, LW, W, and the second derivatives
appearing in eqs. 4.2 are expressed as centered
finite incremental ratios at the points y = 0 and
y = LW, thus

&2y PLGW) - 29,(0) + (- 1W)

1 —~
a0 Wy
8
P, g L) =BG + 91 0)
dy2 20T (w)y

4
- WL (0) - 2%, W)L,

and similarly for ¥,. In deriving the above equa-
tions we have made use of the conditions that
¥ (4+ W) = 0, which follow from the condition
that the normal velocity v’ = Jy, /Jx vanishes at
each wall. Substitution in eqs. 4.2 gives four linear
homogeneous equations in the four unknown
quantities ¥,(0), VL(1W), V40, Y w). If
these equations are to possess a non-zero solution,
the determinant of their coefficients must vanish.
This gives a biquadratic equadratic equation in
¢. The solutions with a positive imaginary part
¢; lie on two distinct branches, C; () and
Cy(u),, of the function ¢, corresponding to
two distinct unstable modes of motion. It may
be seen from Table 1 that both modes have
nearly the same maximum value of the ampli-
fication rate uc;. It therefore appears likely
that both will exist simultaneously. Since, how-
ever, the present method of analysis applies only
to a single mode, a choice must be made, but it
must be borne in mind that the necessity for
such a choice places a definite limitation on
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Table I

Mm™) ¢, (m sec™) cy(m/sec™) e, we)s
2.005 x 106 8.636 --4.832 10.094 +5.695 — —
1.563x 106 7.429 +3.062i 8.323 +0.440 4.79 —
1.444 x 10 6.787 +4.129i 7.871 +3.142i 5.96 4.54
1.337x 108 6.048 - 4.898i 7.394 +4.305i 6.55 5.76
1.228 x 106 5.130 +5.498i 6.814 +5.246i 6.75 6.44
1.114x 10-8 3.949 1 5.848i 6.095 +5.929i 6.50 6.61
1.010 x 10-8 2.566 +5.765i 5322 £6.364i 5.82 6.42
0.891 x 10 0.54 +4.67 i 430 +6.51 i 4.16 5.80
0.668 x 10 —~6.00 +9.30 1.76 +6.08 i — 4.05
0 —84.1 +90.2 —57 194 — —

the present analysis and that a more general
analysis would provide at least for the simul-
taneous interaction of both modes with the mean
flow. We shall choose the branch ¢;(u) with

¢ = c+ie, = 5.130+5498im sec (4.3)

giving the maximum amplification rate uc;. The
corresponding wave length L=2n/u is 5,116 km.
The e-folding time for a disturbance is thus 1/uc;
= 1.7 days, which is small compared to the
internal dissipation time 1/k; = 23 days, and,
to a lesser extent, small compared to the surface
dissipation time 2/k = 5.8 days. From the third
of egs. 4.1 the relaxation time for radiational
heating is found to be RT,, A2Af% = 38.8 days.
Thus the neglect of internal friction and heating
in the perturbation equations is amply justified
but the neglect of surface friction is only approxi-
mately so.

Inserting the value for ¢ into the four linear
homogeneous equations for the ¥’s, we obtain
the following relations

W (LW) = 1.437 353 1P (0),
W, (0)=0.699¢~624° i W (0),
Y (W) =0.869¢ 179 i, (0).

(4.4)

It may be seen that the wave in the streamlines
at level 1 precedes the wave in the streamlines
at level 3 by a phase angle which varies from
624°aty = 0t035.3° - (-17.9°)=53.2%aty =
= + 1 W and that at each level there is a south-
west to north-east tilt of the troughs and ridges
south of y=0 and a north-west to south-east
tilt north of y = 0. From the quantities in 4.4

one may calculate the eddy momentum flux M
and the eddy heat flux B defined by egs. 3.7. A
sample calculation will suffice to show how this
is done. At any fixed time we may write

y1 (x, 0) = I7 sin ux, yi(x, 1W)=
=1.437 IT sin (ux + 35.3°),
y5(x, 0)=0.699 IT sin (ux — 64.3°),
where I7= ¥, (0).

Then, if y-derivatives are expressed as centered
differences, we have, for example,

(4.5)

M, (W) =u (x, L) v (x, G W)
L

_ _lz/ [wi(x, W)V;wi(x, 0)]_

0

. !7_1/11 (x, IW)dx
Ix #

= —0.719 (sin 35.3°) - (u/W)II2 =
= —0.416(u/W)II2.
Altogether we obtain
M0) = M(W)=M,y(x) = My(W)=0,
M, (W)= - 0416 (uIW)HII2,
M;(LWw) = ~ 0.213 (u/w)I12,
B(0) = 0310 ul1?,
B(iw) = 0.499 112, B(W) = 0.

(4.6)

For comparison the values ¥ calculated from ¢
= 6.095 + 59291, u = 1.114 x 10%m L, L =
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5,640 km, corresponding to the maximum uc;
for the second mode, are given below together
with the calculated fluxes.
Y, (A W)=0.356¢133.0°1 W(0)
Y, (0 =0.687 e —350" i (0),
Y, GW)=0.199 871", (0),
M, (A W)= —0.1303 (u/ W) II2,
M, (W)= — 0.0420 (u/W) I1,,
B(0) =0.2815ull?,
BQ W) =0.0255ull2.

(4.7)

We note that although the tilts of the troughs
and ridges have the same sense the relative
amplitudes and the eddy transports are very
different from those previously calculated.

It now becomes possible to evaluate the new
zonal velocity distribution produced by the
Reynolds stresses and eddy conduction of heat.
This is done by writing egs. 3.14 and 3.17 in
finite central difference form and solving for
u(0) and ‘u(1W), making use of the symmetry
properties of M and B, and the fact that dM/dy

=0aty = + W. We obtain
1;(0) =1 (0)+0.069 u211*
izl AW) =ui GW)- 02212112, (4.8)
us (0 = 0.022 u2l1?,
ﬂ:41 (% W)=

where the asterisks denote the symmetric solu-
tion 3.18.

These expressions reduce to those for the undis-
turbed symmetric flow when I7 is set equal to
zero.

5. Determination of the amplitude

By hypothesis the disturbance will grow and
modify the mean flow until the rate at which
it receives potential energy from the mean flow
just balances the rate at which it dissipates poten-
tial energy by radiative temperature equalization,
does work on the mean flow by means of the
Reynolds stresses and dissipates kinetic energy
by friction.

The energy equations are obtained by eli-
minating the w, term from the first two of egs.
4.1 by means of the third, multiplying the first
by vy, the second by s, adding, and integrating
over the rectangle 0 < x <L, —W <y < W.
This gives.

S [owor+ vimanay

Ly f f (9}~ yh sy =
=,12ff3@-743)dxdy+
e85

ll3 d
- w2 f (y1 — ys)?dxdy —
- Igf (vys)?dxdy -

K f [V - yi)Edxdy,  (5.1)

where x = Af%RT,A%. This equation may be
given the following interpretation: The first term
on the lefthand side represents the rate of change
of perturbation kinetic energy and the second
term the rate of change of perturbation poten-
tial energy; the first term on the right-hand
side represents the rate of conversion of mean
flow potential energy to perturbation potential
energy, the second term the rate of conversion
of mean flow kinetic energy to perturbation
kinetic energy, the third term the rate of de-
struction of perturbation potential energy by
radiative temperature equalization, the fourth
the loss of perturbation Kinetic energy through
surface friction, and the fifth the loss of perturba-
tion kinetic energy through internal friction.
In Phillips’ notation this equation may be written

di’t(x'+P')={ﬁ.P'}-{K'.k}_

(PR - (KK - K-k}, (52)
where the terms are self-explanatory. The first
two integrals on the right-hand side are evaluated
by substituting the expressions 4.8 and approxi-
mating by finite sums, and the last three by proce-
eding first, as with the calculation of M and
B, to obtain

0.40/12aty=0,

(ys - yo)* —{066]72 aty = w/2;

_ 0.24p2ll*aty =0,
(vys)® = .
(0.24/W2 + 0.38 u?)II? at y= W/2;
0.422l12 at y =0,
[v () — wa)]2 = 1(0.42/ W2 + 0.66 u2) I12

at y= WJ/2.
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and then approximating the integrals by finite
sums. We find

Lwe
16.0 2 IT2 —
W (16.0 2 IT

{P-P}=
—0.103 u41T%),

KBy =2L 541 po11 +
uw .
+0.0166 ptlTy,p G3)
(P’ R} =ML W (0.86 IT),

{K'-k}=3%k LW (0.51 u2II?),

{K, . k,} =k,LW(0.88 quﬂz).

In accordance with our hypothesis that the flow
approaches a constant amplitude state the above
expressions are substituted in eq. 5.2 and the
left-hand side is set equal to zero. Dividing
through by the factor L we get the following
equation for y =u2[1%:
{P-P} {K'-K}
96.93 x —0.624 x* —1.75y +0.005 x> —

{P’"-R} {K'-k} {K' -k}
1297 — 510y - 220 = 0. (5.49)
v I T T
L )
2
y O ]

| I |
-10 0 10 20 30 40

-W

-20

u(m/sec)

Fig. 3. The zonal velocities at levels 1 and 3 in the steady
asymmetric regime.

Its solution, y = 137.7 m?® sec-? enables to
to calculate the perturbation stream functions
(4.6) and the mean flow velocities (4.8).

Before discussing the results, some of the
implications of eq. 5.4 are worth noting. The
first and second order terms of the {P - P'}
conversion dominate the remaining first and
second order terms respectively. This means that
the energy equilibrium occurs primarily because
the mean flow becomes so modified through eddy
processes that its potential energy is no longer
converted into perturbation potential energy;
frictional and radiative dissipation and, sur-
prisingly, the {K' - K} conversion play very little
role in bringing about the equilibrium. This is
not to say that in the final equilibrium the various
conversions are not of comparable magnitude.
Thus, if the soliton of eq. 5.4 is substituted
back in 5.4, the five energy conversions, in the
order in which they appear, are found to be in
the ratios (1.52) : (0.34) : (0.18) : 0.70) : 0.30).

It also follows that in the initial stages of
the disturbance, when its amplitude is small, its
growth is determined by the { P - P’} conversion
almost entirely, and, as anticipated, the frictional
dissipations are small, amounting altogether to
less than 10 per cent of the { P - P’} conversion.
However, before applying these results to the
atmosphere one must take into account the con-
siderable geometrical distortions and artificial
constraints in the model. These may be expected
to influence the ratio of {p - P’} and {K'-K}
since this ratio depends directly upon the factor
A2W?2 and 2W is unrealistically large for the
north-south scale of a typical disturbance.

6. Discussion of results

The u, and u4 profiles are shown in Fig. 3. By
comparison with Fig. 1 we see that the eddy
exchange process drastically modifies the sym-
metric profiles. In place of a broad band of
westerlies at level 1 there is now a westerly jet
in middle latitudes and weaker easterly jets near
the walls; and at level 3, where before the zonal
velocity was zero, there is now a band of wester-
lies at middle latitudes and easterlies to the north
and south. The corresponding temperature pro-
file is changed from one in which the tem-
perature decreases uniformly from wall to wall
to one in which the variation is concentrated in
narrow bands at middle latitudes and near the
walls. The total pole-to-equator temperature
contrast is considerably reduced by the eddies:
the temperature contrast under conditions of
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purely radiative equilibrium, is first reduced
from 93° C to 74° C by the symmetric con-
vective circulation, and then to 26° C by the
eddy processes.

A comparison of Figs. 2 and 4 shows that the
eddy motion decreases the intensity of the ther-
mally direct meridional circulation slightly in
middle latitudes and greatly near the walls.
It may be seen from egs. 3.12 and 3.17 that
these effects are due both to the changes in u;—u;
brought about by the eddy heat transports and
the convergence of the eddy flux of momentum.
Much depends upon the fact that the computed
eddy heat flux has a minimum at y=0.

The streamlines at the level 3 (750 mb) and
the temperature at the level 2 (500 mb) are
shown in Fig. 5. The patterns are seen to cor-
respond to an extra-tropical cyclone in the early
stages of development. They resemble the patterns
computed by PHiLLIPS (1956) at a relatively early
stage after the onset of instability. In view,
however, of the artificial geometrical constraints
and the crude character of the approximations
used, one can expect no more than a crude cor-
respondence to actual atmospheric or laboratory
situations. The most valid comparison would
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Fig. 4. The meridional velocity level 1 at in the steady
asymmetric regime.

Fig. 5. Height contours (solid lines) at level 3 and
isotherms at level 2. The height is measured in feet
and the temperature in degrees centigrade.

be with the results of a machine computation
made for the same model. Such a test is planned
for the future.

7. Critique and conclusion
The analysis in this article is subject to criticism
on several points:

(1) It has been assumed that the symmetric
circulation permits of only one unstable mode,
which then grows to a finite steady amplitude.
Such flows can be realized in the laboratory
where the energy inputs may be controlled, but
may not be realized in nature where the energy
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Fig. 6. The zonal velocities at levels 1 and 3 calculated
for the second eigenmode.

inputs are unique. Indeed, the physical param-
eters in the atmosphere are such that the sym-
metric flow is probably unstable for more than
one eigenmode. The meridional temperature
gradient and the vertical shear of the zonal wind
in the symmetric case are not very different
from those obtained under conditions of radiative
equilibrium where the zonal winds are uniform
at each level. The stability problem in this case
can easily be solved (cf. PHiLLiPS 1951). The
eigenfunctions are of the form

w~exp [ix(x—ct)] cos (umy2W). (7.1)

where n is an odd integer, and the criterion for
instability is

I
2'2\/1 P -wp R

na? \/ 132
———<2+2 1.
APV 750, — uy)?

Substituting the radiative equilibrium value of
u; — uz we find that these inequalities are satisfied
for n = 3 and 5 as well as for n = 1. In the case
under discussion, a horizontal shear in the zonal

winds acts to stabilize the motion, but does not
prevent the occurrence of at least a second
unstable eigenmode. Thus all four roots of the
biquadratic equation described in section 4 are
complex for a finite range of u, and since these
roots occur in conjugate pairs, there are at
least two unstable modes. The simultaneous
occurrence of several unstable modes gives rise
to a fluctuating or aperiodic regime which
cannot be treated by the methods developed in
this paper. To overcome this difficulty a principle
of selection has been used according to which
the most unstable of the eigenmodes eventually
dominates, but it is doubtful whether this prin-
ciple can be rigorously justified.

The zonal and meridional velocity profiles
based on the assumption that the second eigen-
mode, given by eqs. 4.7, predominates have
been calculated and are shown in Figs. 6 and 7.
It will be seen that these velocities are very
different from those shown in Figs. 3 and 4.
The difference is due primarily to the fact that
the maximum eddy flux of heat now takes place
at y = 0. As a consequence there is an eddy
convergence of heat to the north of this latitude
and a divergence to the south, with a rise in
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Fig. 7. The meridional velocity at level 1 calculated
for the second eigenmode.
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Fig. 8. The ratio of the perturbation kinetic energy.
to the mean kinetic energy.

temperature to the north and a fall to the south
to allow for radiative compensation. This
produces a diminished thermal wind at middle
latitudes and therefore a diminished zonal wind
at upper levels. The actual zonal flow observed
in the atmosphere, and, under certain circum-
stances, in laboratory models, can be described
as a vacillation (to use the term employed by
Hide. loc. cit.) between two extremes similar
to the ones represented by Figs. 3 and 6. This
suggests that the motion is more suitably describ-
ed as a shuttling of energy between these modes
and the mean flow. The logical extension of
the present analysis should therefore include
means for dealing with several disturbance
modes.

Several years ago the author observed an
analogous phenomenon in the interaction between
a finite-amplitude wave disturbance and the
zonal motion in two-dimensional barotropic
flow. The initial mean flow was described by
the stream function

7 U/ cos® mydy
or
u=U cos® my
where m = II)2W, W=2775 km, U=50 m
sec™!, The initial perturbation had the form
VY'=(Uj2D)sin 1 x cos my

where /=2I1/L and L=7070 km was chosen
to give an initially large rate of amplification.
The evolution of the flow was calculated numer-
ically on the Institute for Advanced Study
electronic computer by solving the following
vorticity equation, governing two-dimensional,
incompressible, viscous flow on the §-plane:

an an Mmoo, o,
> uax+v9y—vv 7, n=v:¥+fy,
or

t 2xy

A small coefficient of viscosity v=2x10* m?
sec'! was introduced to prevent the occurence
of large truncation errors associated with extreme
gradients of vorticity. The flow was calculated
for 16.5 days. The fluctuation in the ratio of
the perturbation kinetic energy K’ to the zonal

kinetic energy K is shown in Fig. 8. It will be
seen that this quantity executes a very regular
damped oscillation with a period of between
6 and 6.5 days. During the 16.5 days the total
kinetic energy decreased at the constant rate
of 1.62 9% of its initial value per day. However,
calculations made with zero viscosity indicated
that the damping of the oscillation was not a
viscous effect. An examination of the actual
form of the perturbation and of the zonal flow
showed that the perturbation tended to vary
between two extreme forms, associated with
two extreme forms of the zonal velocity profile.
It is not known whether the two perturbation
modes can actually be approximated by eigen-
modes of a suitably defined mean flow.

(2) The exaggeration of area in polar regions,
the failure to provide for the rapid diminution
of the Coriolis parameter towards the equator,
and the artificial constraint of walls make com-
parison with the atmosphere in the vicinity of the
walls almost meaningless. The geometric dis-
tortions are not difficult to overcome; one need
only deal with motion on a sphere. But to extend
the analysis to equatorial regions it may be
necessary to replace the geostrophic approxima-
tion equations by the primitive equations or the
balance equations. These equations would also
enable one to take into account the transfer of
relative momentum by the meridional circula-
tions (vid. egs. 3.8 and 3.9).

(3) Fixing the static stability, as in the present
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model, produces a bias in favor of development,
for a release of potential energy, i.e., a sinking of
cold air and a rising of warm, implies an upward
flow of heat which in turn increases the static
stability and inhibits the development. A model
which permits the static stability to vary is also
necessary on general principles, for no theory
of the general circulation of the atmosphere
can be complete unless it accounts for the vertical
temperature structure. A two-level, four-para-
meter model devised by Lorenz (1958), in
which both the velocities and the temperatures
are permitted to vary at each of two levels,
seems particularly well suited for this purpose.
The vertical temperature structure must be
calculated as a combined effect of heat transport
by radiation and heat transport by small- and
large-scale convection.

(4) The radiative mechanism in the present
model is effectively Newtonian conduction. This
mechanism may be criticized as being too highly
simplified for realistic application to the atmos-
phere. SiMpsoN (1928) pointed out that an in-
crease in surface temperature need not necessarily
lead to an increase in back radiation to space,
for the back radiation comes primarily from the
tops of clouds and from high levels where
the temperatures do not appear to respond
readily to surface changes. Moreover, the effect
of condensation and cloud have been excluded
altogether in this paper although these effects
are important in the actual atmosphere. For
example, about one half of the heat transported
in middle latitudes is in the form of latent heat
of water vapor.

(5) While there is some justification for the
frictional mechanism used in the model, one
should, in principle, avoid wherever possible the
use of obscure and unphysical austausch hy-
potheses. The physical importance of internal
friction in the free atmosphere is in any case
questionable. It is therefore desirable to calculate
the circulation in the absence of internal friction.
The symmetric circulation for zero internal
friction is exactly the state of radiative-geo-
strophic equilibrium, with u; = 0 and »; = 26.8
m sec™* (see Fig. 2). Since there is no horizontal
shear of the zonal currents in this case the
unstable streamline perturbations will be sym-

metric about the trough and ridge axes and the
eddy stresses wy’ will vanish. The stream field
will have the form 7.1, and the eddy flux of heat
will be proportional to cos? (nzy/2W). Taking
n = 1 one finds from eq. 3.17 that the effect of
the eddy heat transport will be to decrease
u—uz at y = 0 and to increaseitat y = + JW.
The zonal velocity at level 3 will remain zero, as
follows from eq. 3.14. These zonal velocity
profiles do not correspond well to observed
profiles, but one should bear in mind that there
are other effects which might well modify this
picture, The meridional temperature gradient
at radiative equilibrium on a spherical earth
would not be uniform but would increase toward
the poles. The thermal wind would not be
constant, and there would be a tilt in the stream-
line trough and ridge axes and consequently
a non-zero Reynolds stress, which would also
contribute towards changes in the zonal velocities.

It is clear from the foregoing remarks that the
theory presented in this article is but a crude
first step towards the synthesis of a general
circulation model. The approach, however, gives
an insight into the nature of the processes at
work and with suitable refinement and generaliza-
tion should provide a means for analyzing more
precise and realistic models.

8. Acknowledgment

I had the opportunity to discuss the contents
of this paper with Professor Rossby shortly
before his death. He was critical of the heat
transfer mechanism in my model. But it was
characteristic of him that his criticism was positive
and enthusiastic. He had become convinced
that the earth as a whole was capable of storing
heat over long periods of time, and it was in
his role as an innovator and proponent, not as
an opponent, that he urged consideration
for non Newtonian-conductive mechanisms
which tend to preserve temperature anomalies.
Ishould like to acknowledge my indebtedness to
him, not merely for these discussions, but for
all our other discussions to which he gave
himself so unstintingly. Their influence will
be found in this, as well as in almost all the
others of my papers.

192



J. CHARNEY

REFERENCES

BJERKNES, J., et al., 1955: Investigations of the general
circulation of the atmosphere. Final Report Gen.
Circ. Proj., No. AF 19 (122)—48, U.C.L.A., Dept.
of Meteorology.

— 1957: Large scale synoptic processes. Final Report
Gen. Circ. Proj., No. AF (604)—1286, U.C.L.A.,
Dept. of Meteorology.

CHARNEY, J. G., 1947: The dynamics of long waves in a
baroclinic westerly current. J. Meteor., 4, pp. 135—
162.

— 1948: On the scale of atmospheric motions. Geof.
Publ., 17, pp. 1—17.

— 1951: On baroclinic instability and the maintenance
of the kinetic energy of the westerlies. Procés-Verbaux

Séances de I'Assoc. de Méteor., Bruxelles, U.G.G.L,
pp. 47—63.

— and PHrmes, N., 1953: Numerical integration of
the quasi-geostrophic equations for barotropic and
simple baroclinic flows. J. Meteor., 10, pp. 71—99.

Eapy, E. T., 1949: Long waves and cyclone waves.
Tellus, 1, pp. 33—52.

— 1950: The cause of the general circulation of the
atmosphere. Cent. Proc. R. Met. Soc., London,
pp. 156—172.

ELIASSEN, A., 1949: The quasi-static equations of motion
with pressure as independent variable. Geof. Publ.,
17, pp. 1—44.

— 1952: Slow thermally or frictionally controlled meri-
dional circulation in a circular vortex. Astrophys.
Norv., 5, pp. 19—60.

FiorTOFT, R., 1950: Application of integral theorems in
deriving criteria of stability for laminar flows and for
the baroclinic circular vortex. Geof. Publ., 17,
pp. 1—52.

FuLrrz, D., 1951: Experimental analogies to atmospheric
motions. Am. Meteor. Soc. Compendium of Meteorol-
ogy, Boston, A. Meteor. Soc., pp. 1235—1248.

Hipe, R., 1953: Fluid motion in the earth’s core and
some experiments on thermal convection in a rotating
liquid. Fluid Models in Geophysics. Proc. First Sympo-
sium on Use of Models in Geophysics, Johns Hopkins
University, pp. 101—116.

JEFFRIES, H., 1926: On the dynamics of geostrophic winds.
Quart. J. Roy. Met. Soc., 52, pp. 85—104.

Kuo, H.-L., 1951: Dynamical aspects of the general
circulation and the stability of zonal flow. Tellus, 3,
pp. 268—284.

Lorenz, E. N., 1957: Static stability and atmospheric
energy. Scientific Report No. 9, Gen. Circ. Proj.,
No. AF 19(604)—1000, M.I.T., Dept. of Meteoro-
logy, pp. 450—490.

MarLkus, W. V. R., and VEeronis, G., 1958: Finite
amplitude cellular convection. J. Fluid Mech., 4,
pp. 225—260.

PaLMEN, E., 1955 a: On the mean meridional circulation
in low latitudes of the northern hemisphere in winter
and the associated meridional and vertical flux of
angular momentum. Societas Scientiarum Fennica.
Commentationes Physico-Mathematicae, XVII, pp.
1—33.

~— 1955 b: On the mean meridional drift of air in the
frictional layer of the west-wind belts. Quart. J. Roy.
Met. Soc., 81, pp. 459—461.

PuiLLips, N., 1951: A simple three-dimensional model for
the study of large-scale extratropical flow patterns.
J. Meteor., 8, pp. 381—394.

— 1956: The general circulation of the atmosphere:
a numerical expériment. Quart. J. Roy. Met. Soc.,
82, pp. 123—164.

RiesL, H., et al., 1951: The north-east trade of the
Pacific Ocean. Quart. J. Roy. Met. Soc., 77, pp. 598
—626.

RossBy, C.-G., 1939: Relation between variations in
the intensity of the zonal circulation of the atmos-
phere and the displacements of the semi-permanent
centers of action. J. Marine Res., 2, pp. 38—55.

SmmpsoN, G. C., 1928: Further studies in terrestrial
radiation. Mem. Roy. Met. Soc., 3, p. 23.

STARR, V. P., et al., 1954: Studies of the atmospheric
general circulation, Part 1. Final Report Gen. Circ.
Proj., AF 19(122)—153, M.L.T., Dept. of Meteoro-
logy, 535 pp.

— 1957: Studies of the atmospheric general circulation,
Part II. Final Report Gen. Circ. Proj., AF 19(604)—
1000, M.L.T., Dept. of Meteorology, 672 pp.

STUART, J. T., 1958: On the non-linear mechanics of
hydro-dynamic stability. J. Fluid Mech., 4, pp. 1—21.

(Manuscript received August 29, 1958)

193



Some Results Concerning the Distribution and Total
Amount of Kinetic Energy in the Atmosphere as a Func-
tion of External Heat Sources and Ground Friction

By R. FigrtOoFT
Norwegian Meteorological Institute, Oslo

Abstract

In a long-term steady state of the atmosphere there is necessarily a positive correlation between
potential temperature and vertical velocity whereby the work of gravity can balance frictional
dissipation of kinetic energy. (By the phrase »work of gravity» it is meant only a certain com-
ponent part of the total work of gravity, the latter of course being zero in a steady state.
In this paper it is essentially the work exerted by gravity if only those components of ver-
tical velocity are considered which are compensated in each horizontal plane.) The correspon-
ding stabilization in the vertical is offset by a cooling in high levels relative to the lower
levels. In a vertically stable atmosphere this will tend to decrease total variance of potential
temperature. To keep this constant it is therefore necessary, in a gravitationally stable atmos-
phere, to have a horizontal distribution of heating whereby relatively warm regions are
heated and cold regions cooled. We might formulate this in other words by introducing the
total variance of the deviation of potential temperature from its horizontal mean. This variance
is steadily decreased in a vertically stable atmosphere because of the warming by downward
currents in the cold region and cooling by ascending currents in the warm region. The balance
is maintained by the forementioned horizontal distribution of heating (LoreNTZ 1955).

For motions satisfying approximately the thermal wind balance equation it is possible to
eliminate vertical velocities in the integral expressing the work of gravity. It follows that this
work, save for a positive proportionality factor, essentially equals the change which by advec-
tion alone would be caused in the square of the horizontal temperature gradients integrated
over the total atmosphere. Since on the other hand the total square of potential temperature is
unaffected by advection, it is necessary to have an advective flow of temperature amplitude, or
variance, from horizontally larger to smaller scales. Since the large-scale temperature field, on which
the smaller scale fields ultimately feed, essentially is a zonal one, we let this be represented by
zonally averaged temperatures, while the corresponding eddy temperatures are used for the
small-scale field. The total horizontal temperature variance is a sum of the pure large- and
small scale parts. The advectively conditioned change in one of them, equals, with opposite
sign, the corresponding change in the other, and is proportional to the meridional gradient of
mean potential temperature and the eddy flux of potential temperature. The rate at which the
eddy variance is increased by this large-scale turbulent mixing process determines also, when
it is multiplied by the difference between the inverse of the squares of two wavelengths charac-
terizing the typical scales of the mean and eddy field, the rate at which the integrated horizontal
gradient squared is increased advectively,and thereby also the long-term effect of gravity forces.This
is essentially used to balance dissipation in the eddy motion which is put proportional to surface
eddy kinetic energy. Besides this balance condition we have two others. The one expresses
that the advectively conditioned increase in eddy temperature variance is balanced, both by
a damping due to heating, and the temperature effects of vertical motions. The other expresses
that differential heating in meridional direction balances the drop, by advection, in amplitude
of the mean temperature field.

Of these three balance conditions, the two first ones determine a relation between the meridional
gradient of mean temperature, vertical stability, and the typical wavelengths of the mean and
eddy temperature fields. It is concluded that (1) a lower limit for the meridional temperature
gradient exists below which no eddy motion is possible in a long-term steady state, and (2)
that an upper and lower limit for the characteristic wavelength of the eddy temperature field
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exist beyond which the meridional temperature gradient becomes so large that the third balance
condition is violated, whereby instead the equatorial regions are cooled and the polar regions
warmed. For wavelengths between these critical limits eddy solutions are possible with varying
amounts of surface eddy and ‘“mean” kinetic energy. and eddy and ‘‘mean” temperature variance,
depending, essentially on the typical wavelength used, and on the numerical value of the para-
meters determining the intensity of the external heat sources. As a basic principle for picking
out the solution which is considered most likely we take the wavelength for which the effect
of gravity forces becomes a maximum in the eddy motion. In finding this wavelength it is at
first assumed that vertical stability might be considered a quasi-constant. Next stability is con-
sidered to increase with increasing effect of the gravity forces which has the forementioned
stabilizing influence in the vertical. It is shown that particular solutions exist for which the effect
of gravity will increase with increasing meridional differential heating due to external sources.
The corresponding increase in vertical stability will cause a shift of the typical wavelength
towards higher values because of the way in which the critical wavelengths depend upon vertical
stability. It is pointed out that this is an agreement with the results of rotating fluid experi-

ments. Finally the theory is tested to some extent on atmospheric conditions.

Introduction

It is possible to define long-term steady states of
the atmosphere. They constitute averages over
periods long enough to make frictional dissipa-
tion of kinetic energy large as compared with the
observed changes in energy, and further long
enough to make the averages quasi-constant. A
long-term steady state of a certain kind is solely
a product of certain invariable properties of
atmospheric air on the one hand, and on the
other hand of certain external conditions, which
may vary. It is clear that a long-term steady state
of one kind cannot change to one of a different
kind under constant external conditions. In this
article we plan to discuss how the external
parameters determine total kinetic energy to-
gether with its distribution between a surface
and a thermal wind field, and between a zonally
averaged field and the corresponding eddies, in-
cluding the typical horizontal wavelength of the
latter.

1. Derivation of some general integral rela-
tionships

For the meteorologically significant motions we
may adopt a set of simplified equations:

vV-@v=20 M
dv .
‘—1;+2.va—F—@v<p= laminar* (2)
v 6
:17=—Cﬁ-q:H. (3)

1 In this form the equation of motion applies suffi-
ciently well to the lower, say, nine tenths of the mass
of the atmosphere.

As boundary conditions we assume for vertical

velocity:
} 4

The symbols above have the following mean-
ings:

w = 0 at the ground;

Ow = 0 at the top of the atmosphere.

= standard density depending upon z only
= geopotential

= frictional force

= potential temperature divided by a con-
stant average potential temperature in the
atmosphere?

supply of heat per unit time and mass3
= temperature

velocity

the earth’s angular velocity

oEe R
I

O« NS
I

From egs. (1)—(4) are obtained the following
integral relationships:

A / % vidm= f gOwds — f S (5)
Af(%vz—w@)dm= —f(pde—fédx ©)
A/@dm=fde a

Af—% @de=f@de

2 @ will be denoted potential temperature.
3 H defined in (3) will be denoted as heating.
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Here [dm = [QdV where V is the volume of
14
the atmosphere, /dx =[/dmd: where t is the

¢
length of the integration period, A indicates the
corresponding increase of the quantity inquest-
ion, and & is the dissipation.

If ¢ is sufficiently long, then [dds will become
increasingly large as compared to the left sides
of eqs. (5) and (6), provided v2 is not identically
zero, and A [}vidm, A [p@dm keep bounded.
Therefore, noting that [wdy =0, the mechanical
energy equation (5) expresses the well known
fact that in a long-term steady state a positive
correlation must exist between vertical velocity
and potential temperature to balance by gravity
effects the frictional dissipation. The steady
stabilization in the vertical which follows from
this is offset on the other hand by a correspond-
ing negative correlation between geopotential
and heating as revealed by egs. (6), (7) provided
also Af@dm keeps bounded.

We now introduce averages 6, H, over
complete horizontal surfaces of ® and H and
the corresponding deviations ¢ and k. We have

’ﬁo = ho =0. (9)

We might then write eq. (3) as

60 CR ,
—3—t' = — \ ’l?‘ —-WwW d_ + H. (3)
We note that:

/ﬁ—dz Af102dm
fHﬁdx=fh0d%
/ﬁv- v ddie=10

fﬁwd@"d —f@wd@"

Accordingly, by multiplying (3)’ with ¢ and
integrating, we get:

Af%ﬁzdm=f'ﬁhdn—f‘—i%’@wdx (10)

Defining an average value S of Ed@— by

and

(11)

f@_o Owdy = Sf@wdx,
dz

we get by a substitution for [@wds from eq. (5):

A/(%ﬁz+s—ﬁ> dm= _3 6dx+[ﬁhd%.
2g g
(10y’

Again, for sufficiently long periods, the left side
becomes small in comparison with the r.h.s.-term -
with the dissipation. Therefore, in a gravita-
tionally stable atmosphere a positive correlation
between ¢ and “differential’ heating % is necessary
to have a long-term balance (LORENTZ, 1955).

2. Energy balance conditions when gravity and
rotational forces are in quasi-equilibrium

To simplify notation throughout the rest of this
paper let now V/ be the horizontal nabla operator
and v a horizontal nondivergent velocity:

v=-vVyxk (122)

v is further specified to give the whole rotational
part of the horizontal velocity v,:

Vp=V+ V. (12b)

The balance between gravity and Coriolis forces
can be expressed by the thermal wind relationship

(7v gvﬁ x k
9z £

(13)

having for simplicity taken a constant average
value f, for the Coriolis parameter. Actually, the
approximate validity of (13) also guarantees
that

a4

As one governing equation for v we have the
equation for the vertical component of vorticity.
Above the “friction layer” this can be written
approximately as

) e J: 20w
5tV21/) -V v(v21p+f)+ EP (15)

V&V,

We assume that &, w, , and Q take the values
J©, wo, ) and O at the top of the “friction
layer”. The frictional inflow and outflow in the
“friction layer” in areas with surface cyclonic
and anticyclonic vorticities respectively, give rise
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to vertical velocities w® which may be put
proportional to relative vorticity at the top of
the “friction layer”. This might be stated as:

100w

o — =iy (16)
éf Qdz v =a quasi-constant > 0
¢ = height of “friction layer”

Eq. (15) implies that friction is neglected all-
together in the “free’” atmosphere, while eq. (16)
implies that it is taken account of in the “friction
layer” in the particular way outlined by CHARNEY
and ELIASSEN (1949). As a particular consequence
of their method we have approximately

f Odn =y / v2(Ody,

We assume now a two-parametric representa-
tion of v in the vertical:

(17)

G—F—(zl;i(z)-gvﬁ*xk (18a)

where ~ and * are defined by

i’z‘/‘dez dez; o* Ef’(?‘QdZ /de,
& & 0 0

(18b)

and F is a function of z which makes the model
most applicable to the actual atmosphere.

As an approximation ¢ will in the following
be replaced by ©* in all equations where ¢} occurs.
It then becomes unnecessary to distinguish in
notation between ¢ and 9*, i.e. we let

P =9, (18¢)

We now write eq. (3)’ as:

20 20
Fri -J(yp, - va vﬁ—w5+H, (19)

where J denotes the ordinary Jacobian on a
sphere. It is understood that — J(y, &) represents
the change in 9 per unit time caused by advection
of 4 in the nondivergent field v. We shall denote

this by:
21_9
ot adv

i

~J(p, 9. (20)

In view of (18) we might take for o the stream
function in an arbitrary level.

Averaging eq. (15) vertically from z = ¢ to
z = o, using (18b) together with the lower
boundary condition (16) and the upper one
Ow = 0, we get:

25
Db I 1) I (9, 98) — vy
(21a)
2(F A' )2 2d2
gF-F)} g

A multiplication of eq. (21 a) with —Qgp to-
gether with a subsequent integration gives

A/%i'zdm=nfv2ﬁl(1p, P +

Je

9 2Oy — y / v2Ody.  (22a)

I=F-F(z=¢). (22b)

To get this we have utilized the relationships

f P (@, V2P +f)dw = 0.
and

f DI (B, v29)do = f V2 (y, 9 dee.

By a comparison of egs. (5) and (22), noting (17),
we obtain in the long-term steady state:

gfﬂwdx=n/v219](¢,q9-)dx+‘ifl:_)fﬁ v2p©dy
(23)

What in fact has been accomplished by the
particular use of the balance condition (18) -
leading to eq. (22) is therefore an elimination of
vertical velocity in the mechanical energy equa-
tion.

Of the two r.h.s. integrals in (23) the second
one is easy to understand physically: It expresses
how the frictional inflow in surface cyclones and
frictional outflow in surface anticyclones will
effect [g¥wdx depending upon whether cyclones
are warm and anticyclones cold, in which case
JgOwde will get a positive contribution, or
whether cyclones are cold and anticyclones warm,
in which case [g¥wdx will get a negative con-
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tribution. In the atmosphere, however, an under-
taken examination of observations seems to
show that no definite correlation between
and surface vorticity exists. At least it is certain

that
g_flf0 v21p<°)dx<fv2(°)dx.

Using (20), we get:

vaﬂJ(zp, P = —ffvzﬁ

1(vd)2dm.

(24)

= Aadv

Eq. (22) might therefore be written:
Af% vidm = nAadvf% (vd)2dm +
I
+‘§}—vfﬁ V2O — vaz(")dx. (22)

In view of (24) it is therefore clear that in the
long-term balanced atmosphere the dissipative
loss of kinetic energy cannot be balanced without
having A,q,f % (v#)2dm=>0. Since on the
other hand

Auay [ 1 92dm =0, (25)

an advective flow of temperature amplitude must
therefore take place from large to small horizontal
scales (FigrRTOFT, 1955). Consequently, to keep
the atmosphere in a long-term steady state it
is necessary to have a non-advective large-scale
source and a small-scale sink for [{?dsx.
Naturally, the above remarks lead us to con-
sider the balance on different horizontal scales
separately. In recognition of the fact that the
large-scale component of the temperature field on
which the smaller scale components feed, es-
sentially is a zonal one, we are led to consider

components ¢ and 9" as representing the large-
and small-scale fields, respectively, ¢ denoting a

zonal average and ¢ the corresponding devia-
tion, or eddy field. We have

¥ =v=H=0. (26)

We might now derive an expression for nd.4, -
/3 (v9)? dm in terms of the zonally averaged
motion and the eddies. We then first note that
eq. (25) might be written as

Aagy %z_?zdm+Aadvf% ¥2dm=0. (25)

Noting further that

dtadv‘/v%ﬁ dm = f0 adv

we get by substitution for

=—— and integration:
ot adv

Aose %52dm=f5( v vB)du=

f b V' do. 27
We may write
f(v5)2dxsa2f52dx (28)
and
f (v )2de=a, f §2dx (29)

where the quantities @, and a, defined herefrom
are inversely proportional to the squares of some
lengths which are characteristic in the above
sense for some average horizontal scales of the
two fields.

If as a theoretical case § and ¢}’ are represented
each by a spherical harmonic, then a; and q, are -
the corresponding “eigen” values defined from

vig =
v =

-a,9
—-agd.

The subscript 2 is chosen to indicate that in the
atmosphere the second zonal harmonic, except
in midsummer, is a good approximation to the
zonally averaged temperature field.

In view of egs. (25), (27), (28), and (29) we
now get

nlos, f 3 (v0)2dm =

= —n(a;— ag)f%? v'd dx, (30)
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and by a substitution of this into eq. (22)’

i a0
Af%vzdm= —n(aq—az)f—#vﬁdx+
dy
+iﬁfﬁ V2O — vaz(o)dz. (31)
[4

Noting that - _/@92 V2pdy = A/%i'zdm

J
and ~f@pa—v2wdz Angde the corre-
sponding equations for the mean and eddy mo-

. . I d_,.
tions are obtained by a substitution for; viy

from eq. (21a). We then obtain
Af%?gdm=gj£—1)fq—9v2;—u(°)dx—v VO dy 1 B
c
(32a)

. di
Af%v’zdm= —n(azq—a2)‘/<—19 V') dx +
!
+&7 f & vy Ods — v f 20)dy — B (32b)

where

B=n f YIS, V2 ) doe + f P, v )
(320

We shall now also derive separately for the
mean and eddy motion the equations correspond-
ing to eq. (10)". Since

fﬁ— di= Af%azdm and
f’ﬁ' 2an—d‘/‘%ﬁ'zdm,

0
we get by a substitution for ¥ from eq. (19)

A/‘%q_ﬁ\zdm= —‘/‘51(1/), Ndx -
—f&w@dx+f5hdx
2z

Af%é”a’m: —fﬁ'J(w, Fdx -

(33a)

(33b)

- f ﬁ'w?g dn + / & hdx.
Jz

The terms fdvo - vddx and [f& vo- vidx
drop out because of (1), (4), (12) and (18¢).

We assume further that as an approximation
the overall stability S defined in (11) can be
substituted as follows:

f@w(@dx=s I (342a)
dz

fﬁ'w 92—? dr = Sfﬁ'w'dx (34b)

Here we can substitute for the r.h.s. the ex-
pressions which can be found from the me-
chanical energy equations valid for the mean
and zonal motion, respectively. Using egs. (12),
(13), (15), and the equation corresponding to (15)

and

in the “friction layer”, we get
Af v2dm = fgﬁwdu f‘s d"+{kv’k }
(35a)
Af% v’zdm= ‘[gﬁ’w’dx —_ fav’d% - {k;, kv,}
(359)

where {ky, ky}, the partition term due to the
particular “Reynolds stresses” related to the
non-linear interaction between the zonally mean
flow and the eddy motion, is given by

{ku v} = [I (', v2y)du,  (36)
and where, corresponding to eq. (17),
S Oydn =y [v2Ody (37a)
and
S Oydi=v [v2Odx. (37b)

By an elimination of Jfgdwdx and [g®'w'dx
between egs. (33) and (35) we now get

Af%@ +_>dm fﬁhdx+
+fd19 'S s ___[ f§2(°)dx—{kv: kv}]

(38a)
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A/ (1‘}2+-———)dm fﬁh’dx
- f LN -;—f[v f V20 + {k, kv,}]

(38b)

Finally, we shall now write down the expres-

sions for fg;?de and [gd'w'dx which are ob-
tained by an elimination of [§ydx and [0,dx
between egs. (32) and (35):

_ b~
fgﬂﬁdz:é}—vfﬁvzw“’)dx+
(4

+B—{kpky}+4 / 1(@-P)am  (392)

and

f gdwdn= —n(ag— ay) f fid% V¥ die +

I
+ é}_” _[ ¥ V2’ Ody — B+ {ky, ky'} +

+Af12~ V2 - ¥2) dm. (39b)

3. On some further simplifications of the problem

Confining ourselves to a study of the long-term
steady state of the atmosphere, we may put
the left hand sides of eqs. (32) and (38) equal
to zero. In the resulting equations we shall now
introduce some simplifications by suppressing
certain terms which are small under atmospheric
conditions due to the observed existence of the
following relations between order of magnitudes
of certain terms:

{ks, ky'} and B=(10-1 to 10-2) x

X n/vﬁ?](zp, PNdr=(10"1t0 10-2).

-nla, — a,) f -Z—;? viddx (402a)

and
& [ o2 O

[
. dd , .
= negligible compared to n(a, — a,) " & de.
(40b)

In this paper we shall abstain from a thorough
discussion of the reasons why these relationships
are satisfied. Instead we shall mainly just take
them as observational facts, This procedure is
similar to that by which the thermal wind equa-
tion was introduced.

As we also intend to discuss how the solutions
will depend upon a hypothetical variation of the
scale characteristics and some external param-
eters, as for instance the intensity of external
heat sources, we shall further assume that the
balance equation (13) together with the relations
(40) above remain true under these variations.
In this connection it would of course be important
to know what the conditions are for having the
thermal wind equation and the relations (40)
satisfied. With respect to the former one it is
known from independent investigations that
when the Richardson number

9 /()
S dz ?

then this is a necessary and sufficient condition
for a quasibalance between gravity and Coriolis
forces. If now by applying among others the
thermal wind equation, results could be derived
which would show that (41) was violated when
the external parameters where passing some
critical values, we would then have arrived at
an inconsistency. This result, however, would
also have been a very valuable one since it would
have determined conditions for a total change in
the character of the motion.

With respect to the assumptions made in (40)
we shall confine ourselves to a few general
remarks. We then first note that while {ky, ky}
and B must be exactly zero if each of the eddy
fields 9" and ¢’ is represented by just a single
spherical harmonic, this on the other hand does
not necessarily nullify the term n(a;-—a,)-

(41)

f 49 v'®'dx. That {ks, k,/} and B vanish in this

case is seen by substituting v%' = — ap’ and
vy = — b§ in the expressions (36) and
(32¢) for {ky,ky} and B. To obtain {ky, k,}
and B different from zero, at least two spherical
harmonics with different “eigen’-values must
therefore be used to represent v’, §', and 9.
Suppose now that ¢’ =y} + vi, 9'= 9, + 9, and
¥ =0+ F; with V2yr= —ay;, Viyi= —ayj,
and the similar relations for ¢’ and &', we obtain
for instance for {ky, ky'}:
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dllﬁ r oy
- {kV’ kv’} = (ar - as)le; ersd” (42)

If this expression shall not vanish identically it is
necessary that 1) a,#a, and 2) that ¢, and
w; have the same wavelengths in zonal direction.
These conditions together imply that v, and vy
must have different wavenumbers in meridional

y/iJEV$wé

to become small because of interference, provided
1 is a more slowly varying function with latitude
_ than v, and ; are. This interference is not nec-

direction. This gives a tendency for

. . . dﬁ ’ ’ .
essarily present in the integral f av ¥ dx which
tends to get a maximum value when v and
have similar meridional scales. It is believed that
what has been mentioned above together with the
conditions making ¥ and \nd ¢’ and \Vn’ of
the same order of magnitude are essentially the
reasons why the assumption (40 a) holds in the
atmosphere.

With respect to (40b) we note that in order to

9 0 d,
dy

large, then the zonal phases of 4'® and ' must
be essentially different, while on the other hand
a marked tendency for coinciding zonal phases of
'@ and ¢ is necessary to make [ v2y'©Odyx
large. Because of this it is justified to some extent
to study the effects from these terms as separate

cases such that besides (40b) we could also
have looked into the theoretical case, in which

d;
make ‘—g v'&'dx, which equals

/f
—n(a, - az)/—v'ﬁd <gfv & v2yp' Oy,
c

We shall, however, abstain from this in the
present article. For reasons which will appear
clearly later we shall confine ourselves to scales
such that
Sn(a, — a,) <1
4

Using this, it follows from (40 a):

S SB i

—{ks, ky}and— < (10-1to 102 f— "9

g{ v} an - <.( 01072) x dyvﬁdx
(43)

Using (43) in eq. (38 b) and (40) ineq. (32 b)
these equations are simplified to:

/ — V' dx + f Fh'dy = % f v20dy (44)

—n(ag— ay) f g vi¥de=yv f v20)dy. (45)

We shall now eliminate »[v2©dx in eq. (38a)
by means of eq. (32 a). We then first write

£ IOy = ——fvﬁ vyOdy =

—g—h’a\/f vf} 2 e - fv2(°)dx,

where ¢ is the correlation coefficient between
v# and vyp®. Substituting this in (32) we get:

v/?z(o)dx+gllf \/ (v@)zdw
Je
. \/f?rm)dx— B=0

Correspondingly, two solutions are always pos-
sible for »[v2(®dy, one of which is

» f v2Ody = Oy,

where O,p is a term whose order of magnitude
is at most equal to B, and the second is

a 2[2 2 —
v f V2O B =& f:a f (v9)’dx + Ozp, (46b)
c

where 0,5 is a term of order of magnitude equal
to B.

It is now seen by comparing eq. (46 a) with
eq. (45) in connection with (40a) that the solu-
tion (46a) corresponds to a case where the
dissipation in the zonal mean motion is negligible
in comparison with the dissipation in the eddy
motion, while the second solution in (46b) is
one where the dissipation in the zonal mean
motion might be considerable. Substituting from
(46a) or (46b) in eq. (38a), using (43), we ob-

tain
fﬂhdx+/ v dr -

S 12 2 —_
. gf20' vf(vﬁ)zdu; x=0o0r 1, (47)
c

4

(46a)
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where

¢ =0 corresponds to f v2O)dy =

=(10"1 to 10—2)-fv'2(°)dx. (48)

4. Adoption of a simplified law of heating

To advance further in a theoretical discussion
it is now necessary to fix the laws of heating. It
is outside the scope of this article to enter into
a general discussion of all the processes by which
the atmosphere is heated. Instead only a few
general remarks will be offered. First of all it
should be noted that having used the thermal
wind equation we have restricted ourselves to
consider components of motion with wavelengths
larger than, say, approximately 2,000—3,000 km.
In the preceding equations v and & must there-
fore be considered as correspondingly smoothed
quantities. If v/’ and "’ denote the corresponding
“turbulent” quantities we have to include a

. . 1 7
“turbulent” diffusion term - 0 V3 Q91 In

accordance with this we may write
1 "_n
H=Hd+Hc—§v3~Qﬁ v

having also distinguished between heating due
to latent heat (H.) and heating due to radiation
and molecular diffusion (H;). It will be assumed
as a first approximation that all condensed water
is falling out as precipitation so that H, may be
taken as positive.

We are interested in heating only in so far as it
influences the total horizontal variance of % as
expressed by the integral [$hdx of eq. (10).
More particularly we are interested in how it
influences the large-scale part of the variance
(assumed as zonal) as expressed by the integral
_rghdu of eq. (382a), and on the other hand the
eddy variance [§'%dx as expressed by the integral
W dx of eq. (38b). Thereafter we are also
interested in the vertical distribution of H as it
enters in the integral fpHydx of eq. (6). Having

1 For the same reason the dissipation term [ ddx
oceurring in earlier equations must be written as

Odx=~ | v- lva Qv + | (Ov)madx
S [v

where a “turbulent” dissipation term has been added to
the molecular dissipation in the smoothed motion.

considered as a first approximation 4} as a vertical
average with respect to mass, it follows that &
might be considered as such an average, as well.

. 1 n_n 1 9 7 ”
Assuming that 0 vy Q9" wé > Q9"w", and

noting that Q9 'w"” =0 at the ground and at
the top of the atmosphere, it is clear that tur-
bulent diffusion can only redistribute heat in the
vertical, thus having zero contribution to the
heating of complete vertical columns. Indirectly,
however, the vertical eddy diffusion is of great
importance for the other processes by which
vertical columns of air are heated or cooled.

The external source of horizontal differential
heating of the atmosphere + the earth is the
radiation coming in from the sun and absorbed
in the atmosphere and the earth. Averaged over
all seasons this radiation warms the equatorial
regions more than it warms the polar regions.
Only a minor part of this differential heating
is balanced by transport processes in the oceans
and a much smaller part in the crust of the
earth. By reemission from the earth to the at-
mosphere and by release of latent heat by
condensation this differential heating is mainly
used for a differential heating of the atmosphere.
Actually, however, the differential heating is less
than it would be with only the external sources
acting, the main reason for this being that the
equatorial regions with their higher temperature
radiate more energy than the polar regions. In

the atmosphere f@ﬁdx > 0. However, due to the
way- the outgoing radiation depends upon 9 we

must assume that fﬁhdx will ultimately become
negative if the temperature contrasts between
equatorial and polar regions surpass some critical
values assuming that, simultaneously, other
factors of importance for the differential heating
undergo a comparatively small change.

An additional reason for focussing the atten-
tion upon the dependence of the differential heat-
ing upon temperature rather than upon amounts
of clouds, water vapour and so on is the clearcut
dependence of  upon the motion, for which we
have the equation (3). For we are interested not
so much in differential heating itself as in the
interaction between motion and differential
heating. The large-scale horizontal mixing as

rqf

v o
expressed by Ty smooths the meridional tem-

perature contrasts and is thereby influencing the
conditions for horizontal differential heating.
Indeed, the heating of equatorial regions and
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the cooling of polar regions might be looked
upon as a result of this mixing which keeps the
meridional temperature contrasts sufficiently low
to allow for a residual differential heating due to
external sources.

We might state more explicitly what has now
been said by assuming for the vertical average of
heating, H*, a functional relationship:

H*=F (O, - 0% (49)
Here ) represents a vertical average of an
equilibrium potential temperature such that

H* = 0 when 6* = @]

Besides, Fis a monotonically increasing function
of @ — O+, Expanding F in powers of @, — @*
and taking as a first approximation just the
linear term we obtain
H* = r(@;-0%;

r = const >0

For h we get correspondingly

h=r(d. - 4) 0
(9.=6:-62) o
In terms of this relationship we have
SOhde=r f(@??e—az)dz (51)
and
SO¥Hde=r [, - %)dx. (52)

To the extent to which it is permissible to use
(50) as the heating law, we might now by means
of (51) formulate quantitatively, what was stated
qualitatively earlier. Introducing the correla-

tion ¢; between ® and 9, we get

I AR L))
(s1y

Hence, for positive oy,
[ S hdx = 0accordingas / §dx = affq_ﬁ dn. (53)

We shall see that this result, namely that suffi-
ciently large values of fﬂzdn lead to a reversal of
the sign of fﬁhd%, is in a specifiic way of im-
portance for the theoretical discussion later on.

Of importance in a different way is what the
heating law (49), or more approximately the law
(52), implies with respect to [0'4'dx. We then

first note that because of the distribution of
oceans and continents the field 9, cannot pos-
sibly have an exact zonal character. Taking
account of this we could conveniently define
eddies 9O and AO) relative to mean quantities
which are taken along the isolines of 4, instead
of zonal circles. By definition we would then
have ¥ = 0, and using (50) we would then ob-
tain [§OROde= —r [$2dx. When we idealize
by taking instead means along zonal circles we
must at the same time assume that , = 0 to
be sure that we maintain this damping influence
from differential heating on the eddy variance
J9"%dx. We then get
SR de= —r [0 (52
The application to the atmosphere of a heating
law as (49) might be an oversimplification. This
is particularly so because of the role of condensa-
tion in large-scale phenomena. The individual
cooling leading to condensation in saturated air
is mainly brought about by ascending motions
such that

H, = (w+w"y when w+w" >0
and
H, =0 when w+w" <0,

Here y is the moistadiabatic lapserate in terms
of @, and w+w" is the vertical velocity written
as the sum of the large-scale vertical velocity w,
and a “turbulent” vertical velocity w'’ represent-
ing all scales less than 2,000—3,000 km. If now
further w is written as w = w+w' we obtain
as an expression for the contribution from con-
densation heat to the changes in the variances

J&dw and [
[OH de= [y3(w+w + w)d
1

and
SYHde= [y (w+w +w)dex.
i

Here [ indicates that the integration is carried
1
out where w -+ w’ + w'' > 0 and the air saturated

at the same time.

Obviously, the relative magnitudes of w, w',
and w” must now be important for the precise
way in which condensation heat effects the
large-scale variances of 4. In the atmosphere
we certainly have |w'|> [w]| and |w"|> |w/.
Therefore, if the mesoscale- and convection
phenomena connected with the vertical veloc-
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ities w"’ are correlated with for instance ' this
might overshadow the large-scale influence of
condensation due to the correlation (positive)
between & and w'. In the atmosphere condensa-
tion in convective currents mainly occurs where
9 < 0. This is due to the destabilizing influence
from the generally warmer ground. It is therefore
difficult to anticipate without closer examina-
tions the influence of H, on [§'%dx.In a theoretical
atmosphere, however, the overall stability might
conceivably be so large that convective phenom-
ena are sufficiently suppressed to guarantee
that |w'|> |w"|. In such an atmosphere we would
have [ H.dx = [$hdr = [y®wdx which,
1

from continuity reasons mainly, approximately
1
equals 5 Jyd'w'ds.

Substituting A=A, + k. in eq. (33b) we there-
fore get for such a theoretical atmosphere:

4 / 3 &%dm= — f &1y, 9)dn -

d@ V4 rr r gt
—f<E_E>ﬁde+‘/‘hdﬁd%‘

Writing here

d@ '}) o _ o
f(E —E)ﬁwd%— <S—%yconst>f w'd,

where Yconst 1S some average value of p, it is
seen that derivations like the ones that led to eq.
(38b) now instead will give

d1—9‘ I qf ry?
~f—v19dx+f19hddx=
dy

_S—4Vcons [,, f V2O — {ky, kv’}] (54)

g

Here, in the second Lh.s. integral we could for
hy; which does not depend upon condensation,
more safely use the temperature dependence law
(49), or its approximate form (50). Simultane-
ously, however, condensation would imply an
effective reduction in the overall vertical stability,
from S to approximately S — 3¥const- As long as

— L yconst keeps a positive sign this would,
however, not change the quality of the results
which are going to be derived. In the actual
atmosphere where condensation, besides reducing

S, also damps the large-scale eddy variance
[9"2dx as a result of small-scale convective cur-
rents, it is probably wisest, for lack of better
knowledge, not to take condensation into ac-
count at all in its possible influence upon the
eddy variance [9'%dx.

Postponing the discussion of the vertical dis-
tribution of H until section 6, we shall now
proceed witha discussion of egs. (44), (45), and (47).

5. Discussion of eqs. (44), (45), and (47)
We first note that it is possible to write

~
| oy
dy

=0, \//_(_V[‘d—i)gl{' \//fv'z(O)dx-fﬁ'zdu,
(55)

where o, is a proportionality factor which is a
function of the “kinematics”, but not of the
integral quantities under the square root signs.
In particular ¢, might be a function of the scale
characteristic a, of the #'-field. However, it is
important to note that g, is bounded, i.e.

[oa] < |0g)max < 1.

(56)

If we next substitute for _f(v 5)2dx from (28) we
might also write (55) as

ad — fazd%
— | =V OF dse = - .
fdy VO d = 3.\ a, \/ T

V [v20d [32dx 7

We shall now introduce some new notations
defined from:

fazdx E_'éifdx
S Ode =02, [dx

fv’z(O)dx = vﬁ(o)/—dx = xzfdz
and
f,ﬁ,’zdx = ﬁ:,ffd% =y dx.

Using (52)’, (57) and the notations above, then
eqs. (44), (45) might after a division by [dx, be
written as:

(58)

—— Syx?
O'2\/‘12 Paxy —ry? = 7
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— = Syx?
uaz\/az ﬁAxy = ‘g—.

(59)

Here u is a dimensionless number given by

Sn(a, ~a,) gSd>

u g f2 (aq - a2)

i

(60)
having substituted the expression defining » in
(21 b). It will be assumed that

S>0 (3]
Eq. (47) might now with a substitution £rom eq.
(51) for [$hdx and from (59) for f 3—'3 vV do,

be written as

va2 — .
? =ru(alﬁeAﬁA - ﬁi) -
S 12 2 —_
—ﬂf’;"—”z"ﬁf,; x=0or1, (62)
[4

where ¢ and ¢, are the correlation coefficients
defined on pp. 201 and 203, respectively.
From (59) we get

_ Swx
g0\ a9 4u

(63)
which by substitution in (57) gives:

Syxt /1 Sry
— = —_9 - 1 = O-
g \u ga,oiutty

Consequently, to obtain solutions for x and y
which are not both zero, the following relation

between u and 9% must exist:

1 Sry

u  gaolutdy

-1=0,
or

=9 rvS

P4 =g———a26§(1 - uﬁ' (64)

Since now u(1 — u)max =%, we obtain now as a

lower limit to the values of $ 4 for which an eddy
motion is possible:

4ryS

2
202 max

4ryS

gay

(0% min = (65)

This result is similar to Rayleighs result for
ordinary convection. It is understood that the

existence of a lower limit to the values of 4
compatible with the existence of eddy motion is
a consequence of dissipation (v > 0) and of the
damping of eddy variance of 4’ (r > 0), as well.

A further result which is immediately clear
from (64) and (61) is that one and zero are
absolute limits to #. Actually, these limits will
be closer together since # cannot assume values

arbitrarily close to 1 or 0 without making 793\
increasingly large, and thereby violating the
condition that 0?4 in consequence of (62) and (61)
is bounded upwards to the value above which

fq_ﬁz dx becomes negative. Using (60) we therefore
get

fgumin .
28d?’

S g Umax

+_—.
% 25d>?

>a,>a,+

Upax < 1 and up;, > 0. (66)
Quite generally we might find how x? depends
upon u and the other parameters by substituting
in eq. (62) for ¢4 the expression in (64). This
gives

ru
2y _ &

v 20 ="—.
S

rvS S
' (Ulﬁ“ \/ ga,0fu(l —u)  gayoiu(l - u)> -

ogrvESetl® %=0 or 1
o3fi(l—-w) = '

(67)

For given ¢},4 there is accordingly a whole set
of non-zero eddy solutions depending upon
which value of u is taken between the permitted
limits, and depending upon whether the value
zero or one is taken for o. Some principle is
therefore needed if we want to pick out just the
solution which we think is most likely to exist.
By hypothesis we shall assume this principle to
be equivatent with a maximiration of the total
effect of the driving forces that maintain the
eddy motion against dissipation. It should be
stressed that we are not maximizing the effect of
the forces which are maintaining the fotal motion
against dissipation, but only the eddy part of it.
The underlying reason for this is that we are
considering, as the very essential thing in our
problem, the dynamic processes according to
which an axialsymmetric motion under quite
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general conditions is breaking up, due to a
fundamental instability, into a non-symmetric
eddy motion. The adoption of the above maximi-
zation principle should then analogously imply
that any non-symmetric solution of the long-term
steady state problem cannot possibly exist as a
stable motion except when the effect of the
driving forces has a maximum. It should be
mentioned that nothing has been proved theo-
retically to show that such a principle exists, even
approximately. As possible supporting evidence
for its correctness we can therefore at this stage
only use the conclusions which might be drawn
from it. For a satisfactory discussion of this prob-
lem it will be necessary to consider the con-
ditions for long-term balance on each of a num-
ber of eddy spectral components, which exist
simultaneously, and not only one at a time.
(A maximization principle similar to the one
above has earlier been used by MaLkus (1954)
and Kuo (1957).

The effect of the driving forces in the eddy
motion equals the effect of the dissipative forces
in the eddy motion, and is therefore given by the
expression on the right hand side of eq. (67).
To maximize this it is first of all clear that the
zero value must be taken for o, In view of (48)
this is the case in which the surface kinetic
energy of the zonal mean motion is negligible in
comparison with the one of the eddy motion
which agrees with the actual conditions in the
atmosphere.

With & = 0 in (67) this becomes:

aru
»y A’z(o) = ? .

rvS rvS

(O'lﬁm \/gazcﬁu(l —u) —gazo'ﬁu(l - u)) (68)

From this is now obtained the upper and lower
limits for u beyond which no eddy motion is
possible. These values are:

4ryS
=141 - = _
Unax=3% T 3 \/1 gazo,go_% EA (69 a)
and
4ryS
—1_1é/1 -
Umin 2 2 \/ gazo.go_% gA (69 b)

By a substitution of this into (66) we get the
corresponding expressions for the upper and
lower limits for a,. It is seen from (69) that 2%,

must fulfill a relation analogous to the one for
fﬁi in eq. (65), namely:

4rvS 4ryS
>
83,03 max 0% £3,0%

(920)min = (70)

As 0% is at most equal to one, (92,)min is equal
to or greater than (ﬁi)min.

Let now uy,; denote the value of u for which
w2 assumes its maximum value. Under the
assumptions that § does not depend upon u,
and o, might be considered a virtual constant,

we find for u,, and the corresponding values of
ag, 04, V2P and 93

R 1
= 4rvS (713)
;8030592
(v¥)24 fRun
a,= 52 =az+gf5'd2 (71b)
)
__Y1VYe4
4=l (72)
1 2
gril- S o392,
1200) —
V4 298 (73)
1 2,02
(1 - upr) 1‘@ 014
2=
; . (74)
If we add (43),
Vi = (10-1 to 10-2) x v.X® (75)

we have here in egs. (71)—(75) the expressions
which are assumed to characterize in the above
respect the eddy and mean zonal motion in a
long-term steady state as a function of some
external parameters and some internal physical
properties of the fluid. For an application of this
to the atmosphere we return in section 7.

6. The case with a vertical stability depending
upon the motion

In the preceding section S was considered as
independent of u when the particular u= uy,
was found that maximized »vZ®, This must,
however, be considered only as a first approxima-
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tion. In view of (5), (17) and (48) we have in fact
approximately:

JeOwdx = v[v¥Ody (76)

On p. 196 we remarked that the positive correla-
tion between @ and w implies a stabilization of
the atmosphere in the vertical which is offset on
the other hand in the long-term balance by the
proper vertical distribution of heating as expres-
sed by eq. (6). This becomes now
— [pHydx = v [v*Ody. )
Let us now for instance assume that [v¥®dy is
increased by varying the parameters upon which
[ v*@dy depends. According to (76) there is then
an increased tendency for the stabilization in the
vertical. The corresponding decrease in [@pHydx
must then be thought of as being brought about
by a real increase in vertical stability according
to which the upper layers have become relatively
warmer and therefore are being cooled at a
higher rate than before relative to the lower
layers.
We might express this by writing a simplified
law for the horizontally averaged heating H:

Hy=k[(0 - Oo) - (05— 03] (78)
(k = const > 0).

It is seen that this law also takes account of eq.
(7). O,,, that represents some equilibrium vertical
distribution of @,, will together with @, be as-
sumed to depend linearly upon z. Substituting
from (78) into (77) we then get

gk(S - 8.) [(z— z*)2de = [v2Ode (79)

with
S = d_@(’ . = 0,
dz’ ¢T dz
Hence
20y
S=8, +—— 4 (80)

¢ gk{(z— 2P}

The relation (66) might also be interpreted as
determining the intervals in which a, must lie
for different vertical stabilities § given by (80).
It might therefore be concluded that if as a
consequence of a change in the important pa-
rameters a balanced motion is reestablished in
which vZ® has increased sufficiently, then

simultaneously the characteristic scale must have
increased, as well.

To see whether v® really can be increased
arbitrarily or not by a variation of the important
external parameters, we must return to egs. (58),
(59) and (62), substituting there the expression
(80) for S. With the notation ¢ defined by

g%d*(a, — ay)

t=n(ag-a) =T, )

these equations might then be written:
Og \/(l_ngxy —ryt= Se;}xz + kg? {(Z2f2*)2}* (82)
165\ a, axy = vx? (83)
r1(0,0eaBq — %) = v22, (84)

having again put « = 0in eq. (62) for the reasons
mentioned on p. 206. Eliminating y between egs.
(83) and (82) and introducing

wEt1—9'A, (85)
we get:
'1_9,4 ry Se>
2 eyl 2 Y = 2
kg? {(z - z*)?} <w PR . vx? (86)

Further, introducing w from (85), we might
write (84) as:

W (Gl_&— 1> 1_94=vx2

P4

(84)

It is seen that for large values of o,%,, eqs. (86)
and (84)" will be satisfied, as a particular solution,
when

6,84 = const; 4
and

w = const,,
provided that

kg2{(z — z*)2}*

= r const, (const, — 1).
const, z (const, — 1)

In this case, we get

»x? = yv 20 — r const, (const, — 1)d 4 87)

=rconst- g; P4

Comparing this with (73) it is understood that
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with a vertical stability depending upon the
motion in accordance with (80), v.2® will have a
linear instead of a quadratic dependence upon
09,4 for large values of o304.

Eq. (87) above demonstrates that it is possible
by increasing oyf.4 to find a set of long-term
steady solutions with increasing values of » vZ®,
However, there is again for any value of 0,9.4 a
choice among a set of different possible solutions.
In particular it is for instance always possible,
however large the value of ;9.4 may be, to
have the solutions with negligible amounts of
vZ® which correspond to values of g, close to
the upper limit emerging from (66) if S is there
approximated by S,. If, however, the maximiza-
tion principle is used, then the particular solu-
tion studied above shows that a sufficiently
increased external differential heating will cause
an increase in VvZ® and the characteristic
scale, as well. It is remarkable that this is exactly
what is found in rotating tank experiments
with differential heating (Furtz, 1956). If
no other explanation can be offered for the
change towards greater typical wavelengths
which is observed in these experiments when the
differential heating is increased, we might take
this as good evidence for the hypothesis that the
fluid adopts itself to the types of motion in which
the effect of the driving forces in the eddy motion
becomes large, if not a maximum.

With regard to a possible explanation of
this, following the remark on p. 206, one may
now make this comment: On the one hand
it is natural to assume that the eddy motions
of any possible scale have an a priori equal
chance to develop. On the other hand, how-
ever, having once been formed an arbitrary
one of these will influence the remaining ones
in a manner which varies markedly with the
scale of the disturbance first considered. Now,
actually, the one with the maximum effect of
the driving forces reduces the possibilities for
the other components to exist much more than
vice versa. This is primarily so because of the
manner in which vertical stability is coupled
with the motion as revealed by several of the
earlier formulae.

With this we are closing the theoretical dis-
cussion in the belief that some major results
related to our problem have been exposed. It is
of course possible to carry the discussion further
in more detail, for instance in close connection
with the observed phenomena in rotating tank
experiments. It would be of particular interest

to find how the Richardsons number varies with
varying external parameters since this would
illuminate the conditions under which such
motions are possible when rotation and gravity
forces are in equilibrium as expressed by the
thermal wind relationship. This would, however,
lead us beyond the scope of this article.

7. Testing of theoretical results by a comparison
with motions in the atmosphere

In the atmosphere the overall stability is signif-
icantly greater in winter than in summer. This
agrees qualitatively with the contents of relation
(80), since vZ® is greater in winter than in
summer. We are then assuming that we can
apply the integrals of the preceding sections to
an hemisphere even if they strictly only apply
to the total atmosphere. Approximately they
will, however, also be applicable to parts of the
atmosphere if these are not too small, provided
¢ and h are taken as deviations from horizontal
averages over the corresponding areas. Since S,
is difficult to determine directly from the laws
of heating, we shall instead try to find its prob-
able value by using the observed winter and
summer values of S and vZ? in connection with
(80). Considering S, and & as approximate yearly
constants we get

g Sy = 8,(VE),
€ (VE(O))W _ (VE(O))S

We compute S from

S= f / 20 o deaF / f QdzdF
2z
¥

1] F 0

(88)

where Q is a standard density given by Q =

z
= const e P, and Fis the horizontal area covered
by the integration. This gives

1 g 1 :l
=4+ —(T* - T, dF
F- Toonu f [cp D( 1000)

where T,ons is an average T, and Ty is the
temperature in the 1,000 mb surface.

Using the northern hemisphere data for T
published by MinTz (1955), we have tabulated
below (Table I) the winter and summer values of

g 1 = g  [IT\*
S (T*-T, =24 (L=
cp+D(— 1000) cp+ <92>

S=
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Table I.
10 sin @ 2—3 3—4 4—5 5—6 6—7 7—8 8—9 9—10 103 Toon: S
108 (;‘£+ (%—Z)c’/m ....| 50 51 52 53 56 59 6.2 6.7 5.6 (July—Aug. 49)
p» ....| 6.0 62 64 67 70 7.6 7.8 8.2 |7.0 (Jan.—Febr.49)

as function of 10 sin @, where @ is latitude.
The corresponding values of §' are given at the
right end of the table, taking D = 7,200 m.

For the corresponding values of v.*® we have
used:

Table II
(North of 20° N)

Jan.—Febr. 49| July—Aug. 49

109 m2 sec—2 40 m2 sec—2

The winter value is found from data given by
PisHArROTY (1955 a), while the summer value is
found by the author.

By a substitution of the above values of § and
vZ® in (88), using v ~v 20, we get:

TeonstSe = 4.8 103 °/m.

Comparing this value of Ty S, with the ones
for Tionst S it is understood that the dynamics
contributes significantly to the vertical stability
of the atmosphere.

The difference between the winter and summer
values of vertical stability might also be illu-
minated by the table below where the A indicates
a temperature difference between winter and
summer (Table III).

By the adoption of relation (80) we have an-
ticipated that the difference in averaged vertical
stability in winter and summer is mainly due to
the large-scale dynamical influences, or more

cussion of the causes for the climatic changes
in lower levels not to take into account the
changes in vertical stability, which are caused
by the large-scale dynamics.

Although significant, the large-scale dynamical
contribution to S is relatively small in the
atmosphere. As a first approximation we might
therefore test the theory on the atmospheric
conditions by using the results expressed in egs.
(71)—(75) which were based on the assumption
of constant S. In these formulae g, is an unkrfown
parameter characterizing the kinematics. Further,
r and 9,4 are relatively little known from the
heating laws. We shall therefore use the establish-
ed formulae, partly in a diagnostic, and partly
in a prognistic way. We then first note that eq.
(74) in view of (72) also might be written

7= (1 - upg) Qupe— 1)9%

Using this in (71) b) we obtain further

(74y

 Fruy(1 = up) Qupg— 1)95 .
- 25d2

+ (1 = upg) Qupg — 1) a, 9%

(v#)4
(39)

Noting (18 a) and the definition of d%in eq. (21 b)
we obtain

g, ., s
7(Vﬁ)i=(v -v)

precisely the difference in differential heating and
which favours larger values of {@wdx during the 22 22 ~
winter than during the summer, Table III shows ga” g2 84 ( v ,1_9)2 = (“ - :)2
. el . . . . . g @V4 2 A VY—V)4,
in particular that it is impossible in any dis- Se fe
Table III
9°N 80 70 60 50 40 30
ATg50mb v v v evv e, —225 —235 —21.6 —195 —17.1 —12.3
AT300mb e v v evvnen. — 147 —137 —120 —122 —133 —104
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which, when combined with (89) gives

=R 1 — upg) Qupg — 1)
(V—v)i=guM( uM?S,( u = D)4,

+(1 - m) Qe - DG -¥%  (89)

Finally, eq. (73) might in view of (51)" and (72)
be written

yao_ & [ Dhds
4 »S  [fdx

A diagnostic value of uyr may be obtained by
solving (74)’ above using a value for ﬁf/ﬁi
taken from analyzed maps for the period Jan.—
Feb. 1949. This value was found to be

(73

(19}/?_9?4)0‘;5 4 TIT (Jaﬂ.—Febr. 49)
Rejecting the smaller root of

(1 — uar) Qupg— 1) =y,

since this one does not make vi® so large as
does the other root, we obtain

(uM)diagn, =0.88 (90)

Below are the approximate values for T*
averaged over Jan.—Febr. 1949 as obtained
from the publication of MintZ (1955):

Table IV

(Jan.—Febr. 49)
10 sin @ 0—1 1—2 2—3 3—4 4-5 56 6—7 7—8 8—-9 9—10
T*°A4 259 258 256 255 252 249 246 243 238 232

Let Q4 denote the total radiation balance for
the system atmosphere-earth for the months
January—February and averaged along zonal

circles. According to BAUER and PHiLLIPS, (1935),
the values of O 4 measured in 103 cal cm™2 min—2
as function of latitude are approximately:

Table V.
(Jan.—Febr.)

10 sin @

0—1 1—-22—-3 3—4 4—5 5—6 6—7 7—8 8—9 9—10

O | 58 50 26 0

—30 —66—100—137 —162 —194

103 cal cm—2min—1

Applying (73)" and (89) to the northern hemi-
sphere, we obtain as a first approximation, neg-
lecting certain terms which presumably are small,

gum7-10-8
'VSTgonst

i (§7) (§02)

— gup(1 — up)Rupr— 1
(V -V )i Theor, = M( Azl)( ) ’
STconst

(V;f (0))Theor. =

TN
Hl)_‘
=

~Ms

~l

~

+ a negligible term.

Substituting here Teons: = 250° A and the values
above for S, up;, T* and Qug, and further
the value v = 2 - 1076 sec™! used for instance
by PisHaroty (1955 a), we get:

(V) rheor= 126 m? sec~? (Jan.—Febr. 49)

and

~

———
(v = V' )2 pneor = 34 m? sec™2,

As we do not for the moment have the cor-
responding observed value of the latter quantity,
we shall make use of the known fact that total
eddy kinetic energy might be obtained from

~

9 _ %0 o2
Vi=vXO 4+ (B3 tod)x (¥ -V)
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We get therefore

(VDTheor, = (126 + (3 to 4)-34) m2sec? =
= (228 to 262) m? sec~2.

In comparison we have according to PISHAROTY
(1955 b), as an average north of 20° N,

(VDobs.= 212 m? sec? (Jan.—Febr. 49),
and the earlier quoted value

(VE) e = 109 m? sec 2. (Jan.—Febr. 49).

In view of the fact that vi® = vZ® t ¢
where ¢ = (107! to 107?) vZ®, it is understood
that both theoretical values are in good agree- -
ment with the observed ones. In conclusion we
dare therefore say that the above test seems to
show that the theory, including in particular the
maximization principle, is essentially correct
even if we allow for considerable tolerance due
to uncertainties of different kinds.
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On the Maintenance of Kinetic Energy
in the Atmosphere

By E. PALMEN
Academy of Finland

Abstract

An attempt is made to compute or estimate the conversion between potential and kinetic energy
in the Northern Hemisphere during the cold season. The conversion in the Trade-wind belt is
computed from the work done by the mean meridional pressure forces acting upon the mean
Hadley circulation, thus neglecting the conversions due to different types of disturbances of
the mean flow. A tentative budget, considering only this part of the energy cycle and including
the corresponding mean frictional dissipation of kinetic energy, is presented. The total net
generation of 22 X 1019 kj sec!, according to previous computation by Palmén, Riehl and
Vuorela, is in fair agreement with the mean northward eddy flux of kinetic energy according
to Pisharoty.

In middle latitudes conversions of potential energy into kinetic energy occur essentially in
connection with disturbances of different types, corresponding to conversion of ‘“‘available
eddy potential energy” into “eddy kinetic energy” according to a scheme presented by Starr
and Lorenz. Using as an example the release of kinetic energy in cyclone ‘“Hazel” at the time
when this was transformed into an extratropical cyclone, an estimate of the total conversion
between potential and kinetic energy in middle and high latitudes is attempted using estimates
of total frictional dissipation and the values for the influx of kinetic energy from the south.
The results are necessarily extremely approximate, and the whole reasoning is in many respects

rather speculative,

1. Fundamental equations

The change of horizontal kinetic energy in a fixed
volume V of the atmosphere is expressed by the
equation

J

> okdV = —fv-(gvk)dV—
v 14

—fa(g:)k)dV—fv-vpdV—fgv-FdV. €))
v v 4

Here p is the density of air, k£ the horizontal
kinetic energy per unit mass, v the horizontal
wind vector, w the vertical wind component,
— Vp the horizontal pressure gradient and F the
horizontal frictional force per unit mass.

In the following we select the volume V so
that it is bounded from the outside atmosphere
by a vertical surface S extending from the
ground to the upper limit of the atmosphere,

from the pressure p = py to p = 0. The area of
intersection between S and a constant isobaric
surface is denoted by A4 and the length of its
periphery by L. Both 4 and L are considered
independent of height or pressure. Eq. (1) can
then be written:

Po .
d 1
ﬁkadV= —gf/kvndep—
1 4 0 L
Pa o0
—i’ffv-v¢dAdp—ffgv-FdAdz, )
0 4 0 4

where g is the acceleration of gravity, v, the
wind component normal to S, and @ the geo-
potential of the arbitrary isobaric surface.

The first term on the right in Eq. (2) represents
the outflow of kinetic energy through the vertical
boundary S, the second term denotes the work
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done by the horizontal pressure forces inside ¥V,
and the third term represents the dissipating
influence of friction. The work term can be
transformed into

%} of: f $ v - vdddp - %Ofp Lf $vadLdp. (3)

It should be held in mind that the above
expression vanishes identically for geostrophic
winds (VAN MIEGHEM, 1956). If we express the
horizontal wind vector as the sum of the geo-
strophic wind, v,, and the ageostrophic wind,
Vg, WE get

V-Vh=VVd=v-(¢V) -V -V, (4)

Eq. (2) therefore can be written in the form:

14
Do

Do
1 1
= ——ffkvndep——ff¢vnadep+
g g
0 L 0 L
Do o]
1
+§/f¢v-vadAdp—fov-FdAdz, 5)
0 4 0 4

where v,, now denotes the horizontal ageo-
strophic wind component normal to S. The
first two right-hand terms represent energy fluxes
through the boundary of volume V. A ¢ompari-
son of the magnitude of both fluxes is difficult
since the first term contains the total normal
wind, but the second term only the ageostrophic
part of the normal wind.

If we make use of the hydrostatic equation,

945

o % where « is the specific volume, and

d)
by w denote Elt—, we get:

0 4
Po P Do

= -—ffgb—(%dAdp- ffocwdAdp. )
0 4 0 A4

Since V rv,~ Vv Eq. (5) can be written in

the form:

J

9t okdV =

_ _; fp f kevadLdp — — f bVnedLdp —
__ff— dAdp - //Qv FdAdz, (7)

where R is the gas constant and T the absolute
temperature. Here the third right-hand term
represents the conversion between potential and
kinetic energy. For a closed system, e.g. the whole
atmosphere, the flux terms disappear, and the
increase of kinetic energy equals the conversion
of potential energy into kinetic energy diminished
by the frictional dissipation of kinetic energy
(e.g. WimaTE and SALTZMAN, 1956).

For a closed system the change of kinetic
energy can be computed either from the work
terms in Eq. (1) and (2) or from the conversion
terms in Eq. (5), (6) and (7). For open systems
it seems most practical to use the work terms,
since the flux of potential energy could be
difficult to evaluate.! It should especially be
pointed out that the local change of Kkinetic
energy hardly can be computed, or even estimat-
ed, from the local change of potential energy
between consecutive synoptic times. For such a
computation it would be necessary to consider
radiation, condensation etc. further to compute
advection of internal and potential energy very
exactly. Since the atmospheric kinetic energy
always represents a very small quantity compared
with the internal and potential energy even very
small errors in the local change of the latter
quantities would result in extremely large relative
errors in the computed change of kinetic energy
(Lorenz, 1955). A synoptic study by SPAR
(1950) also showed that no success can be ex-
pected from such computations.

In real atmospheric processes an increase of
kinetic energy through conversion of potential
energy into kinetic energy does not necessarily
mean that the potential energy actually decreases

1 The absolute values of both terms in expression
(3) often are much larger than the whole expression.
The terms therefore should not, without great care, be
treated separately.
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even when radiational processes and advection
of potential energy are disregarded. The vertical
circulation associated with conversion between
potential and kinetic energy very commonly is
accompanied by liberation of latent heat, thus
adding a heat source as a result of the con-
version process. As a typical example of this type
of atmospheric processes tropical cyclones could
be mentioned. During the formation of a tropical
cyclone kinetic, potential and internal energy
increase simultaneously (PALMEN and RIEHL,
1957). Extratropical cyclones which undoubtedly
derive a large part of their kinetic energy from
their available potential energy also are influenced
by liberation of latent heat as a result of the verti-
cal solenoidial circulations; this new heat source
counteracts the decrease of potential energy.
Consequently, an intensifying cyclonic disturb-
ance may act as a source region of both kinetic
and potential + internal energy.

2. General atmospheric circulation

The general atmospheric circulation can be
defined in different ways. It could be defined as
the mean three-dimensional air movement as a
function of longitude, latitude and height for
sufficiently long time periods. Considering the
strong seasonal variations of atmospheric condi-
tions it is convenient to treat the general circula-
tion for different seasons separately. In a more
general form the general circulation could be
defined as the mean three-dimensional flow as a
function of latitude and height only. In this
case the zonal, meridional and vertical com-
ponents of wind have been averaged over time
and longitude.

In the following we shall disregard the varia-
tion with time and consider u, v and w as the
mean zonal, meridional and vertical wind com-
ponents at a given latitude and height averaged
over time for the selected time period. The mean

horizontal kinetic energy, 75, for a selected latitude
and height is then given by:

1

Z- (a2+72)+% (72 472) —k + K, (8)

N

where ' denotes the local deviation from the
mean value along a given parallel circle. In the
above equation &, can be defined as the kinetic
energy of the mean horizontal motion (including
the meridional component) and %, the kinetic
energy of the “eddy motion™.

The total mean flux of kinetic energy through
the latitude ¢ is per unit length of the parallel
determined by

Do Do
1 [— 1 — =
Efkvdp=;f(kva+k'v;+k'v;,)dp )]
0 0

About the value of the product k'v, very little
is known. It is probably in most cases small

compared with the product k’v; and will there-
fore be disregarded. Since v, = v the flux can
be written in the form

Do
;f(%? +k'v,) dp.

0

(10)

In computation of the existing kinetic energy, k,
geostrophic winds represent a satisfactory ap-
proximation polewards from a belt around the
Equator, but for low latitudes the real winds
should be used.

The work done per unit area by the horizontat
pressure forces can be expressed by

—ap (N . ()]
—/[-v 5’+u (9—x> +v (5}>sz—
0

Do

=ff(5ﬁg—u;v;+ v,'zu;)dp, 11y
go
where f denotes the Coriolis parameter. The
first term under the integral represents the work
done by the mean meridional pressure gradient
on the air moving at the mean meridional
velocity v. Since the mass transport integrated
over height approximately vanishes for longer
time periods a positive work is done if v and 4,
are positively correlated. Due to the mean merid-
ional temperature field in the troposphere such
a positive correlation exists if the mean meridional
movement is directed polewards in the upper
troposphere and equatorwards in the lower
troposphere. This mean meridional motion must
be associated with ascent of warmer air in low
latitudes and descent of colder air in higher
latitudes. It can be defined as a direct mean
circulation, whereas the opposite type of circula-
tion is defined as an indirect or reversed circula-
tion.

The two last terms of the integrand in expres-
sion (11) represent the work done by the hori-
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zontal pressure forces due to variations in wind
and pressure gradient along the parallel circle.
Those terms are difficult to evaluate on global
scale because they contain the deviations from
the mean ageostrophic wind components. Only
for selected areas with a dense network of good
wind stations could an estimate of these con-
tributions succeed.

The dissipation of kinetic energy per unit area
due to friction can be expressed by

r Ju\? Iv\?
Txolg + TyeVe + fl:y <9—2> +u <9_z) sz(lZ)’
0

Here 7,9, Ty, are the zonal and meridional com-
ponents of the surface drag, u,, v, the wind com-
ponents at ground (anemometer level), and u
denotes the coefficient of eddy viscocity in the
atmosphere. The surface drag can be computed
in different ways. If ¢, denotes the total wind
velocity at anemometer height the dissipation
due to friction at the ground can be expressed by

(13)

where % is the drag coefficient, if we assume the
surface drag to be proportional to the square of
the wind velocity. The first term to the right
can be evaluated on a global scale using mean
values presented by PRIESTLEY (1951). The second
term, representing the influence of the variations
of wind along different parallel circles, is more
difficult to compute. Further, there exists another
type of dissipation associated with the “mountain
effect” (MintTz, 1955) which also is hard to
estimate. Consequently, the total frictional dis-
sipation at the ground cannot yet, even approxi-
mately, be computed. The additional dissipation
due to eddy friction in the atmosphere is even
more difficult to estimate. The total frictional
dissipation could, however, in some special cases
be estimated from Eq. (2) if all other terms
could be computed.

%00C3 = %0065 * a) + (204¢3) o,

3. Budget of kinetic energy in the northern Trade-
wind belt
An attempt to compute the conversion of po-
tential energy into kinetic energy as a result of
the mean “Hadley circulation” between Equator
and 30° N was recently made by PALMEN, RiEAL
and VuoreLA (1957) for the winter months
December 1950—1951 and January—February
1951—1952. For these six winter months the
total mean mass circulation in the whole Hadley

3500 ~

30
km |%iat
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>
1500 A ° ’\/00/ )
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5004 RELEASE OF K.E., 1000 -700 mb: 7.4 x 10" kj-sec™
RELEASE OF K.E, 700-100 mb:24.3x10° kj.sec™
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Fig. 1. Production of kinetic energy per unit length of
the meridian by the mean meridional Hadley-type circu-
lation for the time December—February according to
Palmén, Riehl and Vuorela for the layer 1000—100 mb
(solid curve) and for 700—100 mb (dashed curve).

cell was computed as about 260 x 10® tons per
second. In this mean meridional circulation the
essential southward mass transport occurs in the
layer between the ground and 700 mb, with
maximum intensity around 950 mb, and the
essential northward transport in the layer be-
tween 350 and 100 mb, with maximum intensity
around 200 mb, whereas the layer 700—350 mb
represents a neutral region with practically no
mean meridional mass transport. The meridional
mass circulation is most intense between the
latitudes 10—15° N.

This new computation, founded on the wind
observations from 47 different stations, thus gave
a somewhat stronger mean mass circulation than
a previous less complete determination by
ParLMEN (1955). With aid of the mean meridional
mass flow at different levels the work done by the
mean meridional pressure forces per unit length
or the meridian, 6/, was computed from the

simple formula

100 cb
2mafcos @ [—
— |

oW = ugdp,

(14)
10ch

where a is the earth’s radius. The result is pre-
sented in Fig. 1 with the contribution of the layer
1,000—700 mb given separately. The integrated
work for the whole Hadley cell between Equator
and 30° N up to 100 mb amounts to 31.3 x 10®
kilojoules per second, the contribution of the
lower layer 1,000—700 mb being 7.4 x 1010 kj
secL,

The flux of kinetic energy through different
latitudes was computed from Expr. (10) using
PrisHAROTY’s (1954) values for the mean distribu-
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tion of £ with height and his values of the eddy
geostrophic flux of kinetic energy. Since Pisha-
roty’s computation of the geostrophic eddy flux
extended southwards only to the latitude 20° N
his values wore extrapolated to the Equator as-
suming no flux across this southernmost latitude.
Hence our flux values are very approximate for
the southern part of the Hadley cell. It should
also be mentioned that Pisharoty limited his
computation to the layer 1,000—150 mb. Since
high values of &k are observed above 150 mb it is
probable that his values therefore are somewhat
underestimated.

As already mentioned, only a part of the
ground friction could be computed, at least ap-
proximately, from the formula (13). The mean
surface drag according to PRIESTLEY (1951) and
PALMEN (1955) multiplied by the mean surface
wind represents the part of frictional dissipation
presented in Fig. 2 from which then the dissipa-
tion for different zones was computed. For the
whole region 0—30°N PaLmEN, RiegL and
VuoreLA (1957) had computed this part of the
surface dissipation to 3.7 x 1019 kj sec™.

In Table 1 the results of the above computa-
tions of production, flux and dissipation of kinetic
energy are presented. The first three columns give
the two fluxes in expression (10) and their sum
for the whole length of the different latitudinal
circles. The fourth column represents the diver-
gence of the total flux for belts of 10° of latitude,
the fifth column gives the generation of kinetic

km | 1ot
35004

30004 FRICTIONAL DISSIPATION AT GROUND:

3.7 x10'° kj-sec™!
500
20004
1500 -

1000

5004

0 10 20 30510° ton-m-sec 3(kj-m~!-sec™!)
Fig. 2. Frictional dissipation of kinetic energy at ground
per unit length of the meridian according to the first
right-hand term in Eq. (13).

energy for the same belts according to Fig. 1,
and the sixth column the difference between
generation and flux divergence. These latter
values should then represent the total dissipation
due to friction according to Eq. (2) if the local
change of kinetic energy is assumed to be zero.
Column seven gives the part of frictional dis-
sipation of kinetic energy due to ground friction
computed from Fig. 2, and the last column,
representing the differences between the values
in column 6 and 7, is the frictional dissipation
not considered in Fig. 2.

The greatest weakness in the above tentative
budget lays in the neglection of the eddy terms
in Eq. (11) and (13), and further on in the very
crude estimate of the frictional dissipation. The
negative value in the last column for the zone
0—10° N, indicates how unsatisfactory our de-
termination is. On the other hand, the total
value, 5.2x 10 kj sec?, for the whole belt
0—30° N does not appear too unrealistic com-
pared with the total value of the frictional dis-
sipation at ground. A part of it is confined to
the frictional layer which in most earlier investiga-
tions has been included in the ground friction
(BrRUNT, 1939, PisHAROTY, 1954). Hence the total
frictional dissipation in the free atmosphere
actually would be somewhat lower than the dis-
sipation in the frictional layer (ground—1 km
approximately), in agreement with an assump-
tion made by BrRUNT (1939). If we assume that
all the kinetic energy generated below the 700-mb
again is dissipated by friction, since very little is
transported across the horizontal and vertical
boundaries, the total dissipation needed according
to Fig. 1 would be about 7.4 x 100 kj secL
To the value 3.7 x 10'® we should then have to
add 3.7 x 101? representing the dissipation in the
atmosphere up to 700 mb and in addition the
contribution of the second term in Eq. (13).

From the second term in expression (12) we
can again separate the part of the frictional
dissipation which is associated with the mean
circulation. We then get for this part of the
dissipation per unit area the expression

[o[GE)+(3)]=

1 In the Trade-wind zone, as a whole, there is a slight
upward net transport of kinetic energy from the layer
1000—700 mb, probably partly compensated by a down-
ward flux due of stresses in the free atmosphere.

15
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Fig. 3. Mean frictional dissipation per m? of the earth’s
surface computed from the vertical shear of the mean zo-

nal wind assuming the coefficient of eddy viscosity to be
100 g cm™! sec™?,

In evaluating this expression we consider y as
constant with height and disregard the second
relatively small term in the integrand. The vertical
shear of the zonal mean wind # was determined
primarily by use of the same data as those used
for the computation of the generation of kinetic
energy. For a constant value for x4 of 100 g
cmt sec? the result of the computation for the
layer 1—12 km is presented in Fig. 3, from which
the frictional dissipation in the whole belt
Equator — 30° N was graphically computed to
4 x 1010 kj sect, This value is in good agreement
with the value of the last column in Fig. 1.

It must naturally be stressed that not too
much emphasis should be put on this agreement.
The assumption of a constant coefficient of eddy

friction with the value 100 g cm™sec™! has not
been supported by any observations. The coef-
ficient could be either larger or smaller, and
certainly it is not independent of height. The
above estimates were only made to show that the
values in the two last columns of Table 1 are
not quite absurd.

Since the generation of kinetic energy due to
eddies of different types was not considered here,
but, on the other hand, the poleward flux through
latitude 30° essentially is an eddy flux the whole
tentative budget in Table 1 seems questionable.
The additional kinetic energy undoubtedly pro-
duced by different kinds of disturbances should
also be considered. However, the eddy dissipa-
tion was also disregarded in our budget. The
question then arises whether most of the kinetic
energy released in tropical disturbances also is
dissipated there due to friction. At least in tropical
cyclones this seems to be true (PALMEN and
RienL, 1957); in a characteristic tropical cyclone
the generation and dissipation of kinetic energy
is of the order of magnitude 1.5 x 1010 kj sec™2.

Summarizing the results we can conclude that
the mean Hadley circulation is essential for the
maintenance of the kinetic energy in the tropical
zone and especially for the maintenance of the
intense subtropical jet -stream on the northern
border of the mean circulation cell. The kinetic
energy produced by this large-scale mean vertical
circulation is only partly consumed by the ground
friction and the internal friction in the free
atmosphere, and the rest is exported northwards
essentially as a large-scale eddy flux. In this
respect the budget of kinetic energy in its essential
features shows the same characteristics as the
budget of angular momentum.

Table 1. Tentative budget of kinetic energy between Equator and 30° N for December—February.
Unit: 10'° kj sec™

Latitude — Flux Ofi‘l il — Div;. rgence Generation G‘einer.- ?.rotl.md Re;lrpa.ining

kv ng kv (o) ux ux riction 1SS1D.

30°N...... 2.1 203 | 224
8.7 12.9 4.2 0.5 3.7

20°........ 5.9 78 | 137
11.6 15.5 3.9 2.1 1.8

10°........ 0.6 15 2.1
2.1 2.9 0.8 11 | —o3

0 i, 0.0 0.0 0.0
0—30° N | 224 31.3 8.9 3.7 5.2

217



E. PALMEN

4. Budget of kinetic energy in middle latitudes

The conversion between potential and Kinetic
energy can, according to Eq. (6) be written in the
form (See also WHITE and SALTZMAN, 1956):

Do
l‘/“/‘ocwdAdp=
g

0 A

-2 [@E+Ew1+ @l e a6
0

Here [ ] denotes a mean value along a meridian,
and ” denotes the local deviation from the same
mean value, all at a given isobaric surface. The
first term under the integral, representing the
mean areal values of « and w can here be dis-
regarded. The second term represents the con-
version due to mean vertical circulations in the
meridional plane. As already was shown this
term is of essential importance in low latitudes.
The third term in Eq. (16) represents the con-
version between eddy potential available energy
(Lorenz, 1955) and eddy kinetic energy. In

Fig. 4a

NOVEMBER 25,1950
0300 6CT
500 mb

500 mb
15 OCT 1954
1500 GMT

Fig. 4b

Fig. 4. Charts for the 500 mb sur-
face November 25, 1950, 0300
GCT and October 15, 1954, 1500
GCT showing two cases of very
strong development on the east
coast of the United States. The
heavy lines separate the cold
tongues from the surrounding

20 ]

warmer air masses.
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middle latitudes this last term obviously is the
most important one.

A realistic description of this last conversion
process has recently been presented by STARR
(1954) and Lorenz (1955). According to them
the available mean potential energy maintained
by radiation and large-scale advective processes
cannot directly be converted into mean kinetic
energy through mean meridional circulations be-
cause of the stabilizing influence of the earth’s
rotation. The available mean potential energy
has first to be transformed into “eddy available
potential energy”, a transformation that results in
formations of tongues of cold and warm air
masses. Cold tongues then in the middle and
upper troposphere form cold troughs and warm
tongues warm ridges. This new mass distribution
favours vertical circulation processes, primarily
in zonal planes, with sinking cold air and
ascending warm air. In these processes consider-
able kinetic energy is released according to Eq.
(6) or (7) due to the negative correlation between
o and w.

Some years ago RossBy (1949) made an attempt
to explain theoretically this sinking of cold air
masses expelled from their polar source region.
Synoptic studies e.g. by PHILLIPS (1949) and by
PAaimMEN and NewtoN (1953) have shown that
general mass subsidence really occurs in such

cold tongues in connection with cyclone develop-
ment; and distribution of precipitation, in addi-
tion, indicates that the corresponding ascent of
warm air essentially occurs on the western and
northern side of the warm tongues. Hence, the
region between a western cold trough and an
eastern warm ridge in the middle troposphere
represent the principal region of conversion of
available eddy potential energy into eddy kinetic
energy.

The famous storms over the eastern parts of
the U.S. on November 25, 1950 and October 15,
1954 (“Hazel”) show clearly this process of con-
version. In both cases (Fig. 4) pronounced ton-
gues of cold air masses surrounded by warmer
air extended far southwards. These cold tongues
were subsiding, and the cold masses were spread-
ing out meridionally and zonally at low levels,
whereas the warm air to the east was ascending
producing very intense precipitation.

In Fig. 5 the frontal contours of the cold air
mass on November 25, (1950) 0300 GCT are
presented, and in the same figure the principal
precipitation area is marked by shading. As can
be seen the shaded area extends as a long and
relatively narrow band in a north—south direc-
tion on the eastern slope of the frontal surface
indicating vertical direct circulations in zonal
planes. The vertical mass transport and the mean

Fo

Fig. 5. Frontal contours for differ- i

ent isobaric surfaces on Novem-
ber 25, 1950, 0300 GCT and the L
corresponding precipitation area

1950

\

NOVEMBER 25
0300 GCT
/

(shaded). o

219



E. PALMEN

vertical velocity in the cold air south of latitude
45° N was computed assuming conservation of
mass according to the principle developed by
PaLmEN and NEwToN (1951). The result for the
time period November 24, 1500—25, 1500 GCT
is shown in Table 2. At the 500-mb level the mean
downward velocity of about 5 cm sec! was
found. Judging from the precipitation intensity
east of the cold air mass, the maximum upward
motion in the warm air must have reached values
of up to at least 20 cm sec! at the same level for
periods of several hours. In connection with this
very intense direct solenoidal circulation, es-
sentially in zonal planes one of the severest
East-coast storms in recent years developed.

Table 2. Mean downward mass transport and vertical
velocity in the cold air south of latitude 45° N around
the synoptic time Nov. 25, 0300 GCT, 1950

Downward Vertical
Pressure | Area of cold mass elocit

mb air, km? transport, M / Y
tons/day cmysee

350 0.3x 108 0.3 x 1012 —2.5
400 0.5 1.0 —40
500 1.0 2.9 —4.8
600 1.6 4.7 —4.2
700 24 6.1 —3.1
800 4.0 6.3 —1.7
900 5.8 4.4 —0.7
1000 6.6 0.0 0.0

The second storm “Hazel” shows generally
the same thermal structure and pattern of vertical
circulation. “Hazel”, however, originally started
as a tropical hurricane, but was at the time dis-
cussed here rapidly transformed into a typical
extratropical storm of great intensity. The center
of the original tropical cyclone can still be seen
on the 500-mb chart in Fig. 4.

The total precipitation during the 24 hour
period October 15, 0600 to October 16, 0600
GCT in Fig. 6 shows a similar elongated south—
north area as was characteristic of the November
case. In the same figure the position of the front
between the warm masses in the east and the
cold masses in the west at the synoptic time
October 15, 1500 GCT is marked by a heavy
line. The extreme temperature contrasts between
the two principal masses appears very clearly
from the vertical cross section approximately
along latitude 40° N (Fig. 7). An attempt was

made (PALMEN, 1956) to compute the divergence
field and the vertical velocity at the corresponding
synoptic time from the wind data at different
levels. The result showed that the rain area was
characterized by very strong ascending motion
reaching a maximum value around 500—400 mb,
whereas the cold air to the west of the frontal
boundary was subsiding. Fig. 8 shows the dis-
tribution of vertical velocity at the 500-mb level .
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Fig. 6. Total precipitation (in inches) during the 24 hour
period beginning October 15, 0600 GCT, showing the
relation between the principal rain area and the front at
the 600-mb surface.

along the parallel of the cross section in the
previous figure, and in the same figure the cor-
responding temperature distribution is marked.
The peak of the ascending motion, between 35
and 40 cm sec™!, was determined by considering
the precipitation intensity. Both curves in Fig. 8
show a pronounced positive correlation between
temperature and vertical velocity, indicating
strong conversion of potential energy into kinetic
energy or intense direct solenoidal circulation
essentially in zonal planes.

The work done by the horizontal pressure
forces was determined from the second right-
hand term of Eq. (2) and the conversion of
potential energy into kinetic energy was com-
puted from the third right-hand term in Eq. (7).
Both computations were performed for the same
area A = 370 x 101° m2, For the synoptic time
October 15, 1500 GCT the computation gave
as result 18.9x 1019 and 19.7x10'° kj sec?,
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Fig. 7. Zonal vertical cross section along latitude 40° N through the intense cold front on October 15, 1954, 1500
GCT. Frontal boundaries, tropopauses, isotherms, and isotachs are marked in the section.

respectively.! For the same region the dissipation
of kinetic energy due to friction at the ground
was estimated to a small part of the above values,
or to about 10 kj sec™l, and the total dissipa-
tion due to friction at the ground and in the free
atmosphere to about 2 x 101° kj sec™. It should,
however, be stressed that those estimates were
very rough and extremely approximate. At the
same time the net outflux of kinetic energy
from the area in question was computed to
18.7 x 10®° kj sec™!, showing, according to Eq. 2,
a slight local decrease in kinetic energy. These
results show that the region of the extratropical
cyclone “Hazel” furnished the surrounding
atmosphere with very large amounts of kinetic
energy produced by direct solenoidal circula-
tions.

1 The computation was performed between 1000 and
200 mb. The additional contribution of the layers above
200 mb could not be estimated. However, it seems
probable that the stratorsphere somewhat suppresses the
release of kinetic energy transforming a part of it again
in potential energy in connection with the formation
of a pronounced tropopause funnel with its charac-
teristic high stratospheric temperature.

The case of “Hazel” was a very extreme one.
Because of the large temperature contrasts and
the unusually intense vertical velocities associated
with very strong liberation of latent heat the
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Fig. 8. Distribution of mean vertical velocity and temper-
ature along the zone 35—40° N at 500 mb computed
from the field of divergence and the precipitation intensity
at the synoptic time October 15, 1500 GCT.
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energy conversion in this case must have been
considerably stronger than in more regular extra-
tropical disturbances. Per unit area the release
of kinetic energy was about 5 times the average
release of kinetic energy in tropical cyclones.
From the precipitation the liberation of latent
heat was estimated to 156x 101 kj sec! in
mechanical units. The release of kinetic energy
thus was about 12 per cent of this value, whereas
in tropical cyclones, which derive their energy
only from this source, the corresponding figure
is 2——3 per cent. It therefore seems permissible

to assume that the largest part of the kinetic-

energy in extratropical cyclones is formed through
conversion of preexisting available potential
energy, but that the heat source associated with
the liberation of latent heat in the warm limb
of ascending air should not be considered un-
important in maintaining the solenoid field
against the destructive influence of the vertical
circulation.

It may be of interest to use the above com-
putation of the energy conversion to achieve
some ideas of the total budget of kinetic energy
in middle latitudes north of 30° N. The following
estimates, valid for the colder season, are neces-
sarily very crude, and I hesitate very much to
present them at all.

The total area of the cap north of latitude 30° N
is about 35 times larger than the area A con-
sidered in cyclone ‘“Hazel”. Over this later area
A the total production of kinetic energy amount-
ed to about 19x10'° kj sec® if friction was
disregarded. This is almost the same value as
the net import of kinetic energy from the south
through the entire parallel of 30° N (Table 1).
It is probable that a part of this imported kinetic
energy again is transformed into available po-
tential energy as a result of the weak mean
meridional circulation of reversed type postulated
by RossBy (1941) and computed later by MiNTZ
and LaNG (1955). This reconversion was by
PisHAROTY (1954) estimated to 5—10x10%° kj
sec™L.

For a complete budget we need an estimate
of the total frictional dissipation of kinetic
energy. Such an estimate was made by Brunt
already in 1926 (BRUNT, 1939). He estimated the
dissipation to 3 x 103 kilowatts or kj sec™! per
m? for the layer up to 1 km and to 2x10-3
kj sec™! for the layer 1—10 km representing a
total frictional dissipation in the troposphere of
about 5x 103 kj sec' m—2. According to Pisha-
roty the mean kinetic energy of the whole cap

north of 30° N was for the period January—
February 1949 about 240 x 105 kj. Assuming the
total area of the cap to be 127 x 1012 m? the total
dissipation due to friction would amount to
63.5x 10 kj sec™ using Brunt’s values. If the
same rate of dissipation were maintained for
3.8 x10% seconds or about 4.4 days the total
kinetic energy would be destroyed in that
time.1

Brunt, and after him several other meteoro-
logists, assumed that the above value of the mean
frictional dissipation of kinetic energy was too
large. This assumption does not seem to be
obvious. First, there must always be a tendency
to underestimate the mean friction when mean
wind conditions are used. Second, in most
estimates of the frictional dissipation the “moun-
tain effect”, referred to earlier, has been dis-
regarded. It therefore is quite possible that the
mean frictional dissipation, at least in winter
time, could be larger than 5x10-% kj sec?
m—2,

Assuming the net import from the south to
be 20x 10 kj sec™?, the total conversion of
potential energy into kinetic energy in middle
and high latitudes would amount to 45 x 101° kj
sec™! during the northern winter. If we further
assume that a mean meridional circulation of
the reversed type reduces kinetic energy at a
rate of 5—10x 1010 kj sec™ the conversion of
eddy potential energy into kinetic energy should
be of the order of magnitude 50—55x 10'° kj
sec™l. Hence, only about 3 active extratropical
disturbances of the same intensity as ‘“‘Hazel”
would suffice in producing the kinetic energy
necessary for the maintenance of the total kinetic
energy of the whole cap.2

Since the area used for the energy computation
in the case “Hazel” was only about 1/;; of the
area of the whole cap one has to conclude from
the above reasoning that every region of strong
conversion of potential energy into kinetic
energy must be surrounded by areas of at least
moderate or weak reconversion of the exported
kinetic energy into potential energy. This con-
clusion still holds if we consider the development

1 In his original paper Brunt estimated this time to
only 1 /s days. The low value for the time of decay
depended upon the small value of the mean kinetic
energy used by Brunt.

2 The estimates of the frictional dissipation in middle
latitudes should not directly be compared with the values
in Table 1 for the tropical zone. In this latter zone the
additional dissipation and production of kinetic energy
in disturbances were neglected.
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in “Hazel” to be strong compared with averaged
cyclones. We can visualize the process of con-
version and reconversion considering the velocity
variations in the ‘“‘polar-front jet”. On circum-
polar charts regions of strengthening and weak-
ening of the jet always alternate. In the case of
“Hazel” e.g. the velocity maximum in the jet
core increased by 60—70 knots over the area
discussed previously. The increase resulted in a
very strong net export of kinetic energy out from
the region. The charts also showed that the jet
in this case had reached its maximum velocity
when leaving the region and weakened later.
This velocity decrease could not entirely be ex-
plained as a result of internal friction. Much
more important for the deceleration of the jet
must a cross-isobaric flow from lower to higher
pressure have been connected with vertical re-
versed circulations. Hence, a large part of the
kinetic energy exported out from the ‘“Hazel”
region was again reconverted into potential
energy and only a smaller part was dissipated
by internal friction.

Recently Rieur and Furtz (1957) have
thrown new light on the question of the inter-
pretation of the reversed mean meridional circula-
tion in middle latitude. Using results of “dish-
pan” experiments they were able to show that
the indirect mean circulation in “middle lati-
tudes” of this dish-pan was the result of the
zonal averaging due to the circumstance that the
strongest downward motion essentially occurs
in the southern parts of the cold tongues of
fluid, whereas ascending motion characterizes
northern parts of the warm tongues. If, however,
the averaging of vertical velocities was performed
in the same experiments with reference to the
upper “‘jet stream” they got a mean ascending
motion of warmer water to the right of the jet

and mean descending motion of colder water to
the left.

Applied on the atmosphere an averaging with
reference to the polar-front jet would probably
give the same result. Since the high-tropospheric
northern jet, on the average, is situated vertically
above the polar-front zone around the 500-mb
level the result would correspond to mean
ascending movement of warm air to the right
(looking in the direction of the general air
motion) and mean descending motion of cold
air to the left of the polar front at that level.
The maintenance of the northern or polar-front
jet could then also be considered as the result
of a mean vertical circulation just as the sub-
tropical jet was maintained by the Hadley
circulation. Between the average latitude of the
polar-front jet (around 50° N in winter) and the
average latitude of the subtropical jet (about
28° N) there would probably still be place for
the weak middle latitude reversed circulation as
postulated by Rossey (1941). The very strong
meandering of the polar-front jet associated with
rapid deformations and cutting-off processes
makes, however, every averaging according to
the principles used by Riehl and Fultz in inter-
preting some of the experiments with rotating
fluids very difficuit. Even if such an averaging
would succeed, the conversion between potential
and kinetic energy would still show very strong
variations along the jet stream, and regions of
direct and indirect solenoidal circulations would
alternate. Similar alternations also occur in the
tropical zone Equator — 30°. Since these how-
ever are much less pronounced and the sub-
tropical jet is much better fixed geographically,
the mean Hadley circulation can be approxi-
mately determined by mean of simple zonal
averaging,
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Explication dynamique de la circulation générale de
’atmosphére sur la base des idées de Rossby

Par PauL QUENEY

Professeur 4 la Faculté des Sciences de Paris
Abstract

Rossby was the first to suggest that, owing to earth’s curvature, the Reynolds’ stresses due
to large-scale meridional exchanges (operated by the perturbations superimposed on the general
circulation) are quite different in nature from the molecular-viscous stresses, and that instead
of damping the air motions they can create or maintain such winds as the jet streams. If the
assumption is made that the exchanges are mainly due to the tropical perturbations, then
a very simple dynamical theory can be built accounting for all the characteristic properties
of the general tropospheric circulation (meridional as well as zonal circulation), and sum-
marizing as follows:

i) The tropical perturbations are permanently producing in the upper troposphere a system of
Reynolds’ stresses which in the average are directed eastward at middle latitudes and west-
ward at low latitudes. The first consequence is the production of the observed zonal winds.
ii) Under the effect of the unbalanced geostrophic force applied to them, these winds are de-
flected anticyclonally, therefore they converge toward subtropical latitudes and diverge above
polar fronts, and this in turn explains the tricellular meridional circulation which in each hem-
isphere accounts for the general distribution of rainfall and deserts.

iii) As a result of this meridional circulation the isotherms are concentrated horizontally above
subtropical latitudes, also in the polar fronts during winter, and finally this concentration
probably explains the jet streams.

This theory may be considered as revolutionary, but it is apparently the only possible one:
a purely thermal theory would lead to an unacceptable meridional circulation, and the as-
sumption (made by Rossby) of exchanges mainly due to polar-front perturbations makes im-
possible any explanation of the belt of westerlies.

1. Introduction

Dans toutes les théories de la circulation générale
qui furent proposées antérieurement a 1933 on
supposait celle-ci entiérement entretenue par
T’excés d’échauffement des régions équatoriales:
c’étaient donc des théories essentiellement ther-
miques. Elles supposaient en outre que la circula-
tion générale était un mouvement d’évolution
trés lente (consistant & peu prés uniquement
en une variation annuelle) et que c’était elle
qui opérait le transport méridien vers les podles
de I’exceés de chaleur et d’humidité des régions
équatoriales. Cependant pour les raisons qui
seront précisées plus loin ces théories ne
peuvent plus étre admises aujourd’hui.

Des 1921 le développement de la théorie nor-
végienne des cyclones avait conduit divers météo-

rologistes 4 la conclusion que les échanges méri-
diens de chaleur et d’humidité devaient étre
opérés non par la circulation générale elle-méme,
laquelle est le plus souvent du type zonal, mais
bien par 1’ensemble des perturbations de grande
échelle qui lui sont superposées et que ’on peut
en effet considérer comme formant une vaste tur-
bulence horizontale, ou macroturbulence. Lors-
qu’il elit ensuite été prouvé que l’intensité de
cette turbulence avait bien ’ordre de grandeur
nécessaire, ce point de vue fut universellement
admis: une partie importante du probléme de la
circulation générale se trouvait donc résolue.

Or puisqu’on admettait qu'a trés grande
échelle les phénomenes de diffusion et de conduc-
tion calorifique sont dus 4 la macroturbulence,
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il devenait nécessaire d’admettre en méme temps
que les forces de Reynolds qu’elle crée devaient
jouer en role essentiel dans l’entretien de la
circulation générale, tout au moins dans la
troposphére. Mais jusqu’a Rossby il ne vint a
I'idée de personne que ces forces pouvaient étre
de nature trés différente de celles de la viscosité
moléculaire, donc on admettait qu’elles ne
pouvaient qu’amortir les vents et non les créer
ou les intensifier. On peut donc affirmer que c’est
bien le petit article que publia Rossby en 1947
sur leffet dynamique de la macroturbulence
(STAFF MEMBERS, METEOROLOGY IDEPARTMENT,
UNIVERSITY OF CHICAGO, 1947) qui marqua 1’avé-
nement d’une ére nouvelle en météorologie dy-
namique, celle ou le véritable mécanisme des
grands mouvements de "atmosphére a commencé
a étre élucidé.

2. Impossibilité d’'une théorie purement thermique

Lorsqu’on s’en tient a la troposphére, le probléme
fondamental & résoudre est ’explication des vents
d’Ouest des latitudes moyennes et des vents d’Est
équatoriaux. Or puisque ces vents ont leur vitesse
la plus grande dans la troposphére supérieure, si
on admet que les forces de Reynolds ne peuvent
agir que comme facteur d’amortissement on ne
peut évidemment expliquer les vents d’Ouest que
par une force de Coriolis dirigée vers I'Est, ce
qui nécessite une composante méridienne du vent
dirigée vers le pole dans la troposphére supérieure,
et de méme les vents d’Est ne peuvent étre
expliqués que par une composante méridienne
dirigée vers I’équateur dans la zone équatoriale.
Or cela conduit inévitablement & une circulation
méridienne du type représenté sur la fig. 1, com-
portant des vents descendants a 1’équateur et
vers la latitude de 60°, et des vents ascendants
aux latitudes subtropicales, c’est-a-dire juste I’in-
verse de ce que I'on doit admettre pour rendre
compte de la répartition générale des précipita-
tions a la surface du globe. Donc une théorie
purement thermique est en contradiction absolue
avec les faits d’observation les mieux é€tablis.
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3. Circulation méridienne et phénomeénes assaciés

Le schéma de circulation méridienne que 1’on
doit admettre dans la troposphére pour rendre
compte & la fois des pluies équatoriales, des pluies
tempérées et des déserts subtropicaux est celui
indiqué sur la fig. 2. Il comporte dans chaque
hémisphére trois cellules: une cellule équatoriale
(ou cellule de Hadley), une cellule tempérée et
une cellule polaire, la premiére étant d’ailleurs
nettement prédominante en étendue. La frontiére
commune aux deux cellules équatoriales est le
front intertropical, et de méme dans chaque
hémisphére la surface séparant la cellule polaire
de la cellule tempérée n’est autre que le front
polaire, mais on voit qu’il existe en outre un
troisieme front analogue entre la cellule tempérée
et la cellule équatoriale: c’est ce que nous
appelons le front tropical.

En réalité cette circulation et ces fronts
n’existent qu’en moyenne, mais on retrouve néan-
moins trés nettement les régions d’ascendance ou
de descente et les régions de convergence ou de
divergence horizontale qui leur correspondent,
sur les cartes synoptiques hémisphériques lorsque
la circulation générale est du type zonal, c’est-a-
dire lorsque les jet-streams sont peu ondulés :

1° Le front intertropical se manifeste par la
zone de convergence des alizés, par ’ascendance
générale de Iair équatorial et par la divergence
des contre-alizés dans la troposphére supérieure,
laquelle est bien établie.

2° Chaque front polaire se manifeste de méme
par la convergence, dans la troposphére in-
férieure, de I’«air tropical» vers ’«air polaire»,
qui est nette surtout en hiver et se traduit alors
par une forte concentration des isothermes hori-
zontales a tous les niveaux de la troposphére
(conformément a la théorie norvégienne clas-
sique). Cette concentration d’isothermes en-
traine & son tour une forte pente des surfaces
isobares dans la troposphére supérieure (con-
formément a 1’équation hydrostatique), et par
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suite une forte concentration de la vitesse des
vents d’Ouest a cet endroit : d’ou I'explication
de la branche polaire du jet-stream, laquelle est
en effet particuliérement intense en hiver et
presque toujours localisée aux mémes latitudes
que le front polaire. Par contre en été le front
polaire est peu intense et rejeté a des latitudes
¢levées, d’ou une concentration d’isothermes peu
marquée et une branche polaire du jet-stream
généralement inexistante.

3° Chaque front tropical se manifeste de méme
par la divergence entre les alizés et 1’air tropical,
et par une convergence dans la troposphére
supérieure entrainant une seconde concentra-
tion des isothermes horizontales, donc de la
vitesse des vents d’Ouest, mais contrairement &
ce qui se passe pour le front polaire cette con-
centration existe en toutes saisons, et c’est cela
qui est sans aucun doute la raison de la per-
manence de la branche tropicale du jet-stream.
Ainsi en hiver le jet-stream comporte le plus
souvent deux branches (une branche polaire et
une branche tropicale, pouvant d’ailleurs confluer
comme conséquence des ondulations des lignes
de courant), alors qu’en été seule la branche
tropicale existe de facon nette. A chaque branche
il correspond en générale un courant de perturba-
tions cycloniques. On voit donc que la circula-
tion méridienne permet d’expliquer la concentra-
tion des vents d’Ouest de la troposphére supé-
rieure sous la forme de jet-streams; toutefois elle
ne permet ¢videmment pas d’expliquer les vents
d’Ouest eux-mémes, ni les vents d’Est équa-
toriaux.

4. Répartition des forces de Reynolds

Le schéma de la fig. 2 indique que dans la tro-
posphére supérieure la composante méridienne
du vent général est dirigée vers le pdle dans
chaque cellule équatoriale, vers I’équateur dans
chaque cellule tempérée, et de nouveau vers le
pole dans chaque cellule polaire. En conséquence
la force géostrophique qui en résulte est dirigée
vers I’Est aux basses latitudes et aux latitudes
€levées, et vers I’Ouest aux latitudes moyennes.
Elle tend donc a ralentir aussi bien les vents
d’Est équatoriaux que les vents d’Ouest des
latitudes moyennes, et par conséquent Ientretien
de la circulation générale exige certainement une
force de Reynolds dirigée vers 1’Ouest dans les
régions équatoriales, et vers I’Est dans les zones
tempérées, cette force étant en outre au moins
égale a la force géostrophique résultant

du mouvement méridien (lequel se monte en
moyenne a quelques m/sec).

Inversement si on suppose l’existence d’une
telle force de Reynolds répartie comme nous
venons de l'indiquer et possédant une intensité
suffisante, on peut expliquer non seulement I’en-
tretien de la composante zonale de la circulation
générale, mais en outre celui de la circulation
méridienne et méme prouver la nécessité de cette
circulation méridienne.

En effet une force de Reynolds dirigée vers
I’Ouest dans la zone équatoriale tend d’abord a
créer des vents d’Est, mais comme la force
géostrophique due a ces derniers est dirigée vers
le pole et ne peut pas étre équilibrée par la force
horizontale de pression qui a la méme direction,
il en résulte nécessairement aussi une com-
posante méridienne du vent dirigée vers le pdle.
De méme dans la zone tempérée une force de
Reynolds dirigée vers I'Est tend a créer des
vents d’Ouest, et si sa grandeur est suffisante la
force géostrophique due a ceux-ci est supérieure
a la force horizontale de pression qui a la méme
direction, donc l’air doit se déplacer vers
I’équateur. Donc par la seule action des forces
de Reynolds il s’établit dans la troposphére supé-
rieure un mouvement méridien qui est divergent
au-dessus de I’équateur, convergent aux latitudes
subtropicales, et de nouveau divergent au-dessus
des fronts polaires, d’ou nécessairement une
circulation méridienne du type de la fig. 2.

Or nous avons vu que cette circulation méri-
dienne explique a son tour les jet-streams. Donc
en définitive tout revient & découvrir le mé-
canisme qui crée les forces de Reynolds avec la
répartition indiquée ci-dessus.

5. Explication des forces de Reynolds comme
effet dynamique des perturbations de Ia troposphére
supérieure équatoriale

Dans son article de 1947 Rossby montra claire-
ment pour la premiére fois que 'effet statistique
d’une turbulence horizontale de grande échelle *
est trés différent de celui d’une turbulence de petite
échelle. On peut en effet admettre que ce dernier
est en gros trés analogue a celui de I’agitation
moléculaire, les molécules étant ici remplacées
par des éléments fluides transportant avec eux
la quantité de mouvement prise en un point du
fluide, puis la cédant au fluide environnant
auquel il se mélange en un autre point: d’ou
une tendance a l'uniformisation de la quantité
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de mouvement, se traduisant par des forces de
Reynolds ayant les mémes propriétés que les
forces de viscosité moléculaires, donc se com-
portant en général comme facteur d’amortisse-
ment. Dans le cas d’une turbulence horizontale
de grande échelle, par contre, on ne peut plus
admettre la conservation de la quantitté¢ de mou-
vement pour chaque élément turbulent, cela en
raison de la courbure terrestre qui ne peut plus
étre négligée. Ce qui se conserve en premiere
approximation, c’est la composante verticale du
tourbillon absolu, du moins si on admet que la
divergence horizontale de l’air est négligeable,
et c’est en se basant sur ce résultat classique que
Rossby a pu suggérer que effet dynamique de
la macroturbulence doit étre une tendance a
luniformisation de ce tourbillon vertical a chaque
niveau. Ensuite il en a déduit qu’il pouvait en
résulter des vents de trés grande vitesse, com-
parable ou méme supérieure a celle des jet-
streams. Cependant cette 1oi ne permet pas en
réalité d’obtenir I’expression des forces de
Reynolds, et d’ailleurs il est bien douteux que
I'uniformisation du tourbillon puisse étre effec-
tivement réalisée par la macroturbulence : en
effet au moment du mélange d’un élément
turbulent avec l’air environnant, lequel nécessite
des forces de Reynolds dues a une turbulence
d’échelle inférieure, il n’y a pas du tout conserva-
tion du tourbillon vertical.

En fait Rossby appliqua la loi en question avec
I'idée précongue que la macroturbulence était a
peu prés exclusivement constituée par les per-
turbations des fronts polaires ou par les perturba-
tions de plus grande échelle des zones tempérées,
et il montra ainsi que la concentration des vents
d’Ouest en jet-streams pouvait étre expliquée par
le seul effet dynamique de cette turbulence.
Mais par contre il ne put pas expliquer les vents
d’Ouest eux-mémes, et la raison de cet échec
est évidente : si la macroturbulence crée des
vents d’Ouest & certaines latitudes elle crée
nécessairement en méme temps, par compensa-
tion, des vents d’Est a d’autres latitudes, puisque
le moment angulaire total de I’atmosphére doit
demeurer constant a chaque niveau lorsqu’on
néglige Ieffet du frottement du sol. Donc si 'on
veut expliquer a la fois les vents d’Est équatoriaux
et les vents d’Ouest des zones tempérées il faut
faire appel 4 une macroturbulence opérant des
échanges entre ’équateur et les latitudes moyennes
dans la troposphére supérieure, ce qui n’est
évidemment pas le cas pour les perturbations des
fronts polaires.

Or l'existence & peu prés permanente de per-
turbations de grande échelle dans la troposphére
supérieure tropicale fut signalée par Rossby lui-
méme en 1938 dans un article qu’il publia en
collaboration avec J. Namias (RossBy, NAMiAs,
1938), et on il montra notamment que ce sont
ces perturbations qui occasionnent vraisembla-
blement les orages d’été aux Etats-Unis. D’autre
part dés 1931 il avait €té montré par J. DUBIEF
(1935) que des perturbations bien organisées
s’observent fréquemment sur le Sahara frangais,
leur trajectoire étant trés analogue & celle des
cyclones tropicaux (elles se déplacent d’abord vers
I’Ouest, puis dévient vers le Nord et ensuite vers
PEst), et cela suggere aussi ’existence d’autres
perturbations dans la troposphére supérieure,
dont I'effet ne se ferait sentir au niveau du sol
que lorsque la troposphére inférieure est suffi-
samment instable. Enfin les cyclones tropicaux
eux-mémes semblent bien étre déclenchés par
des perturbations se développant elles aussi en
altitude et a de basses latitudes.

Donc I’ensemble de tous ces faits d’observa-
tion peut étre considéré comme une preuve de
Pexistence d’une classe bien définie de perturba-
tions localisées dans la troposphére supérieure
tropicale ou équatoriale, et s’y développant d’une
fagon pratiquement permanente. En conséquence
c’est a elles qu’il y a lieu de faire appel pour
expliquer les échanges méridiens entre les cellules
équatoriales et les cellules tempérées, ces échanges
se traduisant a leur tour par des forces de
Reynolds expliquant ’entretien de la circulation
générale,

Dans son article de 1938 Rossby avait montré
que les perturbations de la troposphére supé-
rieure comportaient essentiellement chacune
deux courants s’affrontant de fagon assez ana-
logue a ce qui se passe dans une perturbation de
front polaire (fig. 3) : d’une part un courant
humide dirigé vers le pdle et s’incurvant progres-
sivement vers 1’Est dans le sens anticyclonique,
et d’autre part un courant sec dirigé vers I’équa-
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teur et s’incurvant lui aussi dans le sens anti-
cyclonique, donc vers I’Ouest (c’est seulement au-
dessous des courants humides que se produisent
les orages d’été). Or chacun de ces courants se
mélangeant progressivement a 1’air environnant
il en résulte bien un échange a grande échelle
entre les régions équatoriales et les zones tem-
pérées, et on voit en outre clairement quel doit
étre leffet dynamique de cet échange : mani-
festement les courants humides tendent a ac-
célérer Iair des latitudes moyennes vers 1'Est, les
courants secs tendant au contraire a accélérer
Tair des basses latitudes vers 1’Ouest, et par
conséquent ’effet global est un systéme de forces
de Reynolds ayant justement la répartition voulue
pour la création simultanée de vents d’Est
équatoriaux et de vents d’Ouest tempérés.
Naturellement il y aurait lieu de chercher a pré-
ciser davantage la répartition de ces forces, mais
cette premiére constatation nous suffira, et en
conséquence nous admettrons que c’est bien
Ieffet dynamiqﬁe moyen des perturbations tro-
picales de la troposphére supérieure qui est
responsable de lentretien de la circulation
générale (nous voyons qu’il n’est pas besoin pour
cela de faire appel a la conservation du tourbillon
vertical dans les perturbations).

6. Conclusion

En somme nous arrivons a un schéma d’ensemble
qui parait parfaitement capable d’expliquer
toutes les propriétés essentielles de la circulation
générale d’une fagon remarquablement simple,
et qui peut se résumer ainsi :

1° La macroturbulence constituée par les per-
turbations tropicales de la troposphére supérieure
crée constamment des forces de Reynolds ap-
proximativement zonales, dirigées vers 1’Ouest
aux basses latitudes et vers I’Est aux latitudes
moyennes, ce qui signifie qu’elles opérent un
transport continuel vers les pdles de I’excés de
quantit¢ de mouvement zonal des régions
équatoriales (il s’agit d’une quantité de mouve-
ment absolu).

2° Sous effet de ces forces il apparait simul-
tanément dans la troposphére supérieure des vents
d’Est aux basses latitudes et des vents d’Ouest
dans les zones tempérées, mais comme ces vents
doivent étre en équilibre géostrophique approxi-
matif aux latitudes supérieures a 20° environil en
résulte lapparition d’un vent méridien dirigé
vers le pole aux basses latitudes et vers ’équateur
aux latitudes moyennes, d’ou la circulation

méridienne de la fig. 2 (toutefois pour expliquer
la cellule polaire il est nécessaire de faire inter-
venir l'effet des forces de Reynolds dues aux per-
turbations des fronts polaires, mais ce n’est Ia
en somme qu'un effet secondaire, n’existant
d’ailleurs probablement qu’en hiver).

3° Cette circulation méridienne a son tour
produit une concentration des isothermes hori-
zontales expliquant la concentration des vents
d’Ouest en jet-streams, ainsi que nous I'avons
indiqué ci-dessus.

Si on admet cette théorie on voit ainsi que la
circulation générale est entiérement créée et
entretenue par ’action dynamique de la macro-
turbulence constituée par les perturbations de la
troposphére supérieure, et que par conséquent
c’est celle-ci qui fournit I’énergie nécessaire a cet
entretien. Naturellement cette énergie est en fin
de compte fournie par des facteurs thermiques,
mais c’est a I’échelle des perturbations et non a
celle de la circulation générale que s’opére la
transformation de 1’énergie calorifique en énergie
mécanique (toutefois il est probable qu’une cer-
taine contribution a cette transformation est
apportée par la circulation méridienne des deux
cellules équatoriales et des deux cellules polaires,
alors que dans les cellules tempérées il y a au
contraire transformation d’énergie mécanique en
chaleur).

On voit aussi que la circulation générale
observée est la seule qui peut s’établir avec la
répartition supposée de la macroturbulence, et
que c’est en définitive la courbure de la Terre
et sa rotation qui déterminent les propriétés
caractéristiques de cette circulation, notamment
Texistence des trois cellules méridiennes dans
chaque hémisphére entrainant la répartition
générale des précipitations en trois grandes zones
séparées par deux zones de déserts.
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On the Selective Role of the Motion Systems
in the Atmospheric General Circulation

By J. VAN MieGHEM, P. DEFRISE and J. VAN ISACKER

Royal Meteorological Institute of Belgium, Brussels

Abstract

Harmonic analysis of the altitude and temperature fields at the 500 mb level along latitudes
50 and 55° N has been performed. Spectra of several quantities connected with the general
circulation are used to investigate the relative role of different scales of motion systems. These

quantities are: the kinetic energy of the geostrophic motion and its meridional and zonal
components; the flux of sensible heat and west momentum; the available energy and the baro-
clinicity. In each case, the respective contributions of the quasi-stationary waves and of the

moving waves are distinguished.

1. Introduction

Recent studies SHEPPARD, 1953, 1954; VAN MIEG-
HEM, 1955; (DEFrisE et al., 1956; VAN ISACKER
et al., 1956) have emphasized the important fact
that atmospheric motion systems do not all play
the same rdle in the general circulation processes:
the importance of their respective contributions
to the main features of the planetary flow pattern
and to the thermal and mechanical processes
maintaining the zonal circulation depends largely
on the space and time scales of the motion
system envisaged. The particular rdle of each
scale of motion in the atmospheric general circula-
tion may be demonstrated by the harmonic
analysis along latitude circles of appropriate
meteorological parameters, such as the height z
of standard isobaric surfaces, the absolute air
temperature 7, the zonal and meridional geo-
strophic wind components # and v, and derived

.. 1 1
functions such as the kinetic energies 3 u?, 5 12,

I'—vy, —1_
T,

into kinetic energy

1 1
3 (u2 + v2), the available energy > g(

T* 2
( Te>
(LoreNz 1955; VAN MIEGHEM, 1956), the merid-
ional transport of sensible heat c,Tv and west
momentum uv. As usual, ¢, designates the
specific heat of dry air at constant pressure, g the
acceleration due to gravity, T,(z) the absolute
air temperature at hydrostatic equilibrium, 77*
the temperature fluctuation in isobaric surfaces

for conversion

with respect to 7T, (T = T,+T%), y, the tem-
drT,

perature lapse rate — —‘-1—5' and I the dry adiabatic
zZ

lapse rate g/c,.

Longitude A latitude ¢, pressure p being
chosen as independent space variables, the mete-
orological parameters envisaged are functions of
A, @, p and time ¢.

The method used consists essentially of ex-
panding in Fourier series, as a function of
longitude A, the meteorological parameters z,
T, u, v at given pressure levels and properly
chosen latitudes.

2. Zonal averages, period means and grid points

The average values most commonly used in
general circulation studies are the zonal averages
or the space-time averages for a latitude circle
and a certain time interval, which in most cases
is supposed to be large with respect to the local
life time of the motion systems, i.e., the atmos-
pheric disturbances as revealed by the upper-air
weather maps.

The zonal average [X] of an arbitrary meteoro-
logical parameter X (4, @, p, ) is defined by the
well known formula

27
[X]=§17~zfX(l,<p,p, 1) - 6A (2.1)
0

1 We have adopted here a variable A varying east-
wards from 0 to 2 7.
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and the period mean value, in the same way, by

— 1
X= D, t)'(st. (22)
L-14

The mean value of X for a period of N days will
be written X7, Finally, the average value for a
given time interval and latitude circle will be
determined by the arithmetic mean value
- N
XY =2 ¥ 11, (2.3)
i=1
of the N instantaneous values [X7]; of [X] in the
time interval considered; these instantaneous
values are in fact values deduced from the daily
upper-air charts.

In order to be able to compute numerical
values of quantities derived from the meteoro-
logical parameters, the latitude circles have been
subdivided into 2m equal arcs. Any of these arcs
is represented by the longitude interval (4,

Ar+1) Where Zk=k-%, k=0,1,..., 2m-1).

The longitude of the mid-point of the arc (A,
. 1\ =
A1) 18 Apvip= <k +5) -

Writing X, instead of X (4, ¢, p, 1), we have

[X]=—/X 6,L ZXk, (2-12)

at pressure level p, latitude ¢ and time ¢.

3. Fourier analysis

Considering an arbitrary meteorological param-
eter X(4, ¢, p, ) and assuming that at time ¢z,
latitude ¢ and pressure p, the real function of
longitude X (1) may be represented by a Fourier
series, we may write
+ 00
XA =&, -, (3.1)
- 00
where £, are the Fourier coefficients of X at time
t, latitude ¢ and pressure p. It is well known that

27
—E _3 ”__1__ —ink ~
En_En 15"_271_/‘X(l)e OA =
0

—ik—

1 2m-1 ., N7
_— Xee m,

(3.2)

2m P

where &, and - &, are the real and imaginary

parts of the complex Fourier coefficient &,. The
function X (%) being real, the following conditions
are fulfilled,

Eo=£ &0=0, &=

Obviously, we have

EH)E);/:—— (33)

X(A)=§&+2 %(5; cos nh + &, sin nd) =
i

=A0+§A,, cos (nd—vy,), (3.1a)
1

where

o= 2 [VER + G|

denotes the amplitude of the nt® harmonic and
where the corresponding phase angle vy, is de-
termined by the formula

tg Y= ;/5:1

It should be noted that &, & and A, are equal
and real (& = &, = 4,).

The advantages of the use of Fourier analysis
in general circulation investigations will appear
from the following remarks.

The parameter # in the above recalled classical
formulae represents the zonal wave number, that
is to say the number of motion systems or
atmospheric disturbances distributed zonally
around the earth. Therefore it allows the introduc-
tion of scale considerations. It is a well estab-
lished fact that, as a consequence of these dis-
turbances, the streamlines do not follow a
zonal course along the latitude circles but
meander several times north and south. The
distance between two successive bends in the
streamlines is an appropriate measure of the zonal
dimension of the atmospheric disturbances; this

. . 2
distance is the wave length L = —na cos ¢(a
n

is the earth’s radius), estimated along the latitude
circle ¢.

The amplitude A, of the nth harmonic defines
the contribution of the atmospheric disturbances

27
of wave length — acos ¢ to the meteorological
n

parameter X, while the corresponding phase
angle v, defines the zonal distribution of this
contribution. The pattern of the longitudinal
distribution of X in the pressure surfaces, at time
t, is such that this distribution presents “ridges”

Yo+ 2kn
n

at longitudes A= and “troughs” at
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longitudes , k=0,1,...

n—1).

As a rule, only a few harmonics are needed in
order to describe adequately an arbitrary mete-
orological parameter X (4); generally, the ten or
twelve first harmonics suffice (GraBaM, 1955;
DEFRISE et al., 1956; VAN ISACKER, VAN MIEGHEM
1956). A smaller number of harmonics, namely
the first five or six, provides a good representa-
tion of the monthly mean value X (1) (GRAHAM,
1955) and also of the corresponding seasonal and
yearly means (SALTZMAN, PEIXoto, 1957). A still
smaller number of harmonics, namely the first
three, represent with a high approximation the
corresponding monthly normal value (GRAHAM,
1955). Thus the long waves (n =1, 2, 3) contrib-
ute mainly to the permanent basic features of
the X-field, the shorter waves to the day-to-day
changes in this field. Therefore, the shorter
waves may be identified with the moving dis-
turbances. Moreover the differences between the
first three (or four) harmonics of the instan-
taneous (daily) values of X and the corresponding
monthly normal values of X correspond to more
or less persisting anomalies in the X-field, which
in turn correspond to characteristic anomalies in
the weather systems (GRAHAM, 1955).

The value of the Fourier coefficient &, or A,
is the average value of X along the latitude circle
@, at pressure p and time ¢,

l—w”+(2k+l)—n
H

2in-1

2%
1 1
-4 6[ XD o5 D K (34

by virtue of (2.1), (2.1 a) and (3.2).

The amplitude A4; of the first harmonic is a
measure of the eccentricity of the instantaneous
circumpolar distribution of X in the pressure
surface p, at latitude ¢ and time r. When 4; =0,
the geographic pole is the centre of this distribu-
tion, but when A, # 0, its centre is located at a
point the position of which, with respect to the
geographical pole, is determined by the am-
plitude 4, and the phase angle y, of the waven=1.

The second harmonic indicates the ellipticity
of the instantaneous circumpolar distribution of
X in the same pressure surface at the same
latitude and time. The intensity and orientation
of the flattening of the planetary distribution of
X are determined by the amplitude A, and the
phase angle y, of the wave n = 2,

The following harmonics (z = 3,4,5,...)
characterize the true wave-like pattern of the
circumpolar distribution of X.

Finally let us consider two arbitrary meteoro-
logical parameters X and Y, functions of 4, ¢, p
and ¢ Substituting (3.1) in the integral expres-
sion of [X Y] and taking into account the identity

27

Se@+) 63 =0, when n+n' =0,
0

we obtain

27
1
XY]=— [ X()¥Y(H)or=
27 6[

1 27
= , i(n+n)S3 —
Zn;; Entn Ofe oA
+ o oo :
= _Z 57177—":50770'*_ ;(Enn—n +§—n7ln)=
=&omo + 2 21 Ennn+Eamn) (3.5

where &,=¢&,~i&, and #,=n,— iy, are the
Fourier coefficients of X and Y along the latitude
circle ¢, at pressure p and time ¢.

The term

Eaon+ & _umn or 2(Emn+ Ennr)

represents the contribution of the disturbance of
wave number » to the zonal average value [X Y]
of the product XY of the two meteorological
parameters envisaged (VAN ISACKER, VAN MIEG-
HEM, 1956).

4, Geostrophic assumption

In the absence of an adequate network of radio
or radar wind stations, the geostrophic hypoth-
esis must necessarily be introduced. Consid-
ering the latitude circles ¢ and ¢*(¢* > @),
we may then write, as a first approximation, the
following relations at the point of longitude

. . + o
A1y, on the latitude circle Py

, at the pres-

sure level p (VAN ISACKER, VAN MIEGHEM, 1956,
see fig. 1),

g
"k+1/2%‘2f7y(zk - Zi+ Zp 1 - Zig1)

(4.1)

g
Vis 12 Em(zkn —Zp+ Zay — 2R)

1
Tk+1/2§Z(Tk F+ Tewr + T+ T )
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where (z;, Ty) and (zf, T%) designate at longitude
7% the values of (z, T) on the latitude circles ¢
and ¢~ respectively, where

X
Ax=zt— a cos (p+<p,
m 2

and

f=2wsin(p+2(p,

o being the angular velocity of the earth and
g
L

The values zx, zx and T, T%, of zand T at
the standard pressure levels along given latitude
circles ¢ and ¢* may be taken directly from the
upper-air charts.

If &, and O, are the Fourier coefficients of the
height z and the absolute air temperature T
respectively, at pressure p, both parameters being
considered at time ¢, as functions of longitude 2
along the latitude circle ¢, we have, (3.2),

1
é‘n~2 ; zre ™ and
1 2m-1 —rkﬂ
@ngi‘n; ZTke m

Substituting now the Fourier series

nT
+00 ik —

Zg=> Ly,e ™ and
ke el
+00 ik':n—n .
Tp=3 Ge "(k=0,1,..., 2m-1)
-0

in (4.1), we immediately obtain

+ o0 'kﬂ
Ues1p= D otue ™,
-0

., N7
e —
m

+ o0 i
Verip= P Bpe ™,
~o0

L N7
+00 iz

Tisip= 3 yue ™,
-0

(4.2)

where the Fourier coefficients «,, §,, v, may be
expressed as follows (VAN ISACKER, VAN MIEGHEM
1956):

b

=501 o= o147

P JOR PO

- (4.3)
7n=*—@”:@i<l +ei"%)

By virtue of (3.4), we have
Bo=D1=0, y,=I[T]

It should be noted that 8, = 0 is a consequence
of the geostrophic hypothesis.

oo = [u].

5. Data and computations

The spot values of z and T at the 500 mb level
have been extracted from the Synoptic Weather
Maps, Daily Series (U.S. Weather Bureau), once
a day (15 h GMT) for the following periods:
Ist period: November 1st, 1950 till February
28th, 1951, at latitude 50° N; values taken for
longitudes which are multiples of 10°, (¢ = 50° N,
m = 18);
2nd period: January 1st till April 30th, 1953, at
latitudes 50° N and 55°N; values taken for
longitudes which are multiples of 5°, (¢ = 50° N,
p*=55"N, m = 36).

These values have been introduced in the
formulae of sections 3, 4 and the computations

~

0

Fig. 1. Spectrum of the kinetic energy Eﬂ of the merid-
ional motion.

Dashed line: January—February 1951;

Solid line: January—February 1953.
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were made with IBM punched cards, at the
Centre National de Calcul Mécanique (Brussels).

Basic parameters are z! and 7. Derived para-
meters are for the first period E,y, 4, Ty and for
the second period Eys, Ez, E, A, Ty, Tpr (see sec-
tions 6 to 11).

Some results relating to the first period have
already been reported (DEFRISE et al., 1956; VAN
ISACKER, VAN MIEGHEM, 1956).

6. Spectrum of the kinetic energy of the geostrophic
meridional motion

The kinetic energy Ejs of the geostrophic meri-
dional motion in a zonal ring of 1 centibar
vertical thickness and 1 m meridional width, at

@+ *

pressure level p, along the latitude circle

assumes the form
X o0
EM=fg‘1 cos ‘BJ;—"’ 0 =3 Eae (6.1)
T

where, by virtue of (3.5) and (4.3),

2na + @*
(Exdn="" cos"’—z"'i BuBon =

gm?

p+or
2

7f%a cos
S (A X L (| <1 — oS n;n) (6.2)

represents the contribution of disturbances of
wave number #n to the kinetic energy Ejs.

Figure 1 represents ES2 (in kj m~2 cb-?) for the
periods of January—February 1951 and 1953.
There is a marked maximum for either n = 4
(1951) or n = 3 (1953), and a secondary maxi-
mum for » = 7. But these two maxima are of
different natures, as it is demonstrated by figure
2 (related to the period January—April 1953),
in which E3}® is broken down into two parts:

1) the contribution of the quasi-stationary
waves with slowly fluctuating phase angles and
amplitudes, obtained by taking the 10-day mean
maps (running means), shows a very pronounced
maximum for # = 3;

1 We neglect the distinction between the altitude z
and the geopotential expressed in geopotential meters.

Fig. 2. Partition of the kinetic energy of the meridional
—120
motion Eps for the period January—April 1953,

Dashed line: contribution of the moving waves;
Solid line: contribution of the quasi-stationary waves.

2) the contribution of the moving waves with
changing phase angles, obtained by subtracting
10 day-mean maps from instantaneous maps,
shows a maximum for » = 7, with an important
contribution for every n = 4.

For the whole of the first period (November
1950—February 1951), similar results had been
obtained with the difference that the contribution
of the quasi-stationary waves revealed a maxi-
mum not only for » =3 but also for n =35
(DErRISE et al., 1956; see fig. 2).

In any case, the contribution of the very long
waves n = 1, 2 (associated with the eccentricity
and ellipticity of the circumpolar vortex) is very
small, while the contribution of the shorter
waves n = 6 to 10 is much more important.
However, the contribution of these short waves
decreases considerably when 5 or 10 day-mean
values are substituted for the daily values;
when monthly mean values are envisaged the
influence of the shorter waves in the spectral
distribution of Ej is even less and in the case of
seasonal mean values this influence practically
disappears (SALTZMAN, PErxoro, 1957).

All these results are to be compared with
those obtained by R. M. WHiTE and D. S. CooLEY
(1956) and suggest that there are two types of
atmospheric disturbances, namely:

1) quasi-stationary and persisting waves (5,000
to 6,500 km at latitude 50° N) which are pre-
sumably associated with the geographical distri-
bution of continents and seas, with the orographic
features of the earth’s surface and with the distri-
bution of heat sources and sinks;
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2) shorter moving and transient waves (2,500
to 4,300 km at latitude 50° N) which are probably
due to the baroclinic instability of theatmosphere.

7. Spectrum of the kinetic energy of the geostrophic
zonal motion

The kinetic energy Ez of the geostrophic zonal
motion in a zonal ring of 1 centibar vertical
thickness and 1 m meridional width, at pressure
P+ ¢*

level p, along the latitude circle assumes
the form

+ X
EZ=7Ecos gre [4?] =
g 2

+ X o0
LY sk & od+ > (Ezx)n (7.1)
g 2 1
where, by virtue of (3.5) and (4.3),
27na + @*
(EZ)n = 7 Cos (B—Zg‘ HAn g =
gm? T v s
= oot T (G- Lo+ (G -
nw
. — 7.2
<1 + cos m) (7.2)
6 -107K%‘.cb E
5 N
ol _
3 E|20 N E—|20 J
z M

) L L . L 1

Fig. 3. Spectrum of the kinetic energy of the zonal

and meridional geostrophic motions and of the geo-

strophic motion (EY°, E)°, and E;* -+ EX for the
period January—April 1953.

T T T T T T T T

Y
10 K%n.cb

T
1 2 3 4

1
8 9 10

Fig. 4. Partition of the kinetic energy EI,E:LT of the zonal
motion for the period January—April 1953.

Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.

represents the contribution of wave number »
to the kinetic energy E; and where

g2m2
up= wiatfE (Co - CB)™

Figure 3 shows that, for the period January—
April 1953, (EZ), and (Ei2°), are approximately
equal for n = 3, that (E}®), is markedly superior
for n=1, 2 while the contrary is true forn > 4.
Thus the theory of isotropic turbulence can
hardly be applied to the large-scale horizontal
motions in the atmosphere.

Moreover it appears that the spectral distribu-
tion of E}*° does not present peak values as was
the case for the spectral distribution of E3°.

In figure 4 appear, for E°, the respective
contributions of the long quasi-stationary waves
and of the moving waves, following the same
procedure as for figure 2 (cf. section 6); the dif-
ferences between figures 2 and 4 are striking.
Fig. 4 demonstrates clearly the existence of a
third type of atmospheric disturbances, namely
long moving waves (n = 1, 2, 3) (possibly oscil-
lating zonally about a mean position) orjand
long quasi-stationary waves (n = 1, 2, 3) with
fluctuating amplitudes, probably associated with
the latitudinal displacements and the wave-like
structure of the subtropical jet stream.

The spectral analysis also revealed the fact that
the contribution to E, of the quasi-stationary
waves (related to 10 day-means) is important for
n=1,2,3 and practically negligible for n > 4.

8. Spectrum of the kinetic energy of the geostrophic

motion

The kinetic energy E of the geostrophic motion
E=EFE;+ Ey
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in a zonal ring of 1 centibar vertical thickness
and 1 m meridional width, at pressure level p,

X
along the latitude circle rte ,

may be expanded

in the following way
_7a Pt ‘P 2
E=— *cos? Y g2 + Z[(Ez)n+(EM)n]

where (Ez), and (E,y), are defined in (7.2) and
6.2).

The spectral distribution of the kinetic energy
of the geostrophic motion for the period January
—April 1953 is shown on figure 3.

Figure 5 brings out the distinction between the
long quasi-stationary waves and the moving waves
(cf. section 6); it is rather similar to figure 2 (for
Ey). However, there are long and short moving
waves, the long ones contributing materially only
to the kinetic energy of the zonal motion (cf.
section 7).

Figure 6 shows a marked maximum for n = 3,
which subsists after the averaging processes,
while because of these processes the contribution
for n =5 becomes very small.

9. Spectrum of the available energy

The available energy 4 (expressed in kj m—1¢cb-1)
of a zonal ring of 1 centibar thickness, at pres-

T T T T T T T

7
4 Ho K}écb R

12 3 4 56 7 8 910

Fig. 5. Partition of the kinetic energy E™ for the period
January—April 1953. .

Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.

YR
61 10 K]m.cb

Ey

Eio

Ei20

T T T T T T

1 2 3 4 5 6 i 8 9 10

Fig. 6. Influence of the averaging processes on the spec-
tral distribution of the mean kinetic energy of the geo-
strophic motion for the period January—April 1953.
E, or E” mean kinetic energy computed from the
daily maps;

Eyp: mean Kkinetic energy computed from the 10-day
mean maps (running means);

Ej: mean kinetic energy computed from the four
monthly mean maps;

Eis: mean kinetic energy computed from the mean
map for the whole period.

sure level p, and of 1 m meridional width along

the latitude circle (L, has the following form

+ @
mzcos(-p 4

A= Te(F—'}/e) [T*z]

(9.1)

If we assume 7, = [T] = y,, the Fourier coef-.
ficients of T* are
Vom0, Vo= Ym Vin=

whence, (3.5),

Yo

[T*2] =2 lZyZy"_n =2 }i:yny_n-

Substituting (4.3) in (9.2) and (9.2) in (9.1), we
obtain

A= 4,
1
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123456780910

Fig. 7. Partition of the available energy A" for the period
January—April 1953.

Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.

where
27a cos ¥ 9
Amee 2 _
VTTRT =y T
X
na cos L8
S And =) @+ 07+ (0, + 0,7

nw
. (1 + cos —)
m

represents the contribution of wave number » to
the available energy 4 of the zonal ring envisaged.

Figure 7 demonstrates the usual breakdown
into long quasi-stationary waves and moving
waves (cf. section 6): for the former, the con-
tributions A3 for n = 1,2, 3 (particularly for
rn =1) clearly dominate; for the latter, A¥
decreases slowly when n increases. There is an
analogy between figures 4 and 7.

As in the case of EI%, long and short moving
waves contribute to the available energy A2
(cf. section 7).

10. Spectrum of the meridional eddy flux of
sensible heat

The meridional eddy flux of sensible heat 7y
(expressed in kj sec~! cb-1) through a vertical
strip of 1 centibar thickness, at pressure level p,

extending over all longitudes along the latitude
X

, assumes the form

circle g—l- i
2

27 + p* x
=P cos ¥ 2?9 [TV] = (v&)ms
g 1

where, by virtue of (3.5) and (4.3),
pt+o*
o (Bry n+ Bonyn)=

27a cos
(TH)n =

= ’; o [(@h+ O+ T -

(@, + 09+ L) sin ™

represents the contribution of wave number #
to the meridional eddy flux tg of sensible heat.

The spectral analysis revealed the following
facts:

1) the disturbances responsible for the major
part of the meridional eddy transport of sen-
sible heat have a wave length larger than 4,000
km (n =1 to 6);

2) the time averaging process has only a very
slight influence on the flux due to the long
waves but reduces considerably the flux of the
shorter waves;

3) as shown by figure 8 and following the same
procedure as for fig. 2, the stationary waves
bring a negligible contribution to 7z when
n > 5 (when n > 6 for the first period November
1950—February 1951 (DErRISE et al., 1956;
cf. fig. 3), while the contribution of the mov-
ing waves is important for n between 4 and 8.

11. Spectrum of the meridional eddy flux of west
momentum

The meridional eddy flux of west momentum 7,
(expressed in ton m sec~? c¢b-1) through a

T T T T T T T T

10,
1 _]0 K%GC.Cb

Fig. 8. Partition of the meridional eddy flux of sensible
heat for the period January—April 1953,

Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.
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vertical strip, 1 centibar in height, at pressure
level p, extending over alllongitudes along the
@+ ¥

latitude circle asumes the form

2 7ta cos gt o
M= ———[W] =3 (Tan,
g 1

where, by virtue of (3.5) and (4.3),

2 + @p*
(1:M),,=? acos 2¢ (@ -ntctnfn)=

4m2 7 0T 1L satr . N
=an7 F{ (a5t n)Sln m

represents the contribution of wave number n
to the meridional eddy flux 7, of west mo-
mentum.

With regard to figure 9, we would add only
the following remarks: the flux of the moving
waves is generally negative (from North to South);
as for the stationary waves, there is a significant
negative flux for » = 2, an important positive
flux for n = 1 and 3, while all fluxes for n>35
are negligible.

Consequently, for the period January—April
1953, the troughs and ridges of the moving
waves have generally a westward meridional tilt
and the long stationary waves often an eastward
one.

Our computations have shown that the monthly
mean meridional eddy flux of west momentum
at the 500 mb level is negative for January,
March and April and strongly positive for
February.

P

VR S :
1 2 3 4 56 7 8

J

9 10

Fig. 9. Partition of the meridional eddy flux of west
momentum for the period January—April 1953.
Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.
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Fig. 10. Partition of the baroclinicity for the period
January—April 1953.

Dashed line: contribution of the moving waves;

Solid line: contribution of the quasi-stationary waves.

12. Baroclinicity
120

IT\?2
The baroclinicity is evaluated by [<5> ] ,

aT .
for the period January—April 1953, 5 being the

differential of T along the meridian.

Figure 10 shows the spectral analysis for the
stationary waves and for the moving waves
respectively (cf. section 6 and 7), and needs no
further comment.

13. Complementary remarks and further plans

It was of course only possible to reproduce here
a selection of graphical representations resulting
from our study; a few others are to be found in
articles by DEFRISE et al., 1956; VAN ISACKER,VAN
MieGHEM, 1956. Some complementary remarks
might be added.

Most meteorological parameters envisaged in
the course of this study show very important
fluctuations with time, which are often of the
same order of magnitude as the mean value
itself, or even larger. In addition, very fewmarked
regularities or correlations appear at first sight.

Significant differences occur not only from
month to month but also from year to year for
the same month (particularly as regard the quasi-
stationary waves).

It seems therefore desirable to extend the same
or similar investigations to longer periods and
for more than two latitude circles. We are now
proceeding with such an extension for the
months of January and February 1946 to 1952,
for thirteen latitude circles at 500 mb. But other
pressure levels also should be investigated,
especially those where the meridional eddy
transport of the meteorological quantities gener-
ally envisaged (angular momentum, enthalpy,
kinetic energy, available energy, etc.) is maximum.
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Persistence of Mid-Tropospheric Circulations
Between Adjacent Months and Seasons

By JEROME NAMiAs
U.S. Weather Bureau, Washington D.C.

Abstract

A series of analyzed mean 700 mb maps for months and seasons dating from 1932 has been
used to compute fields of autocorrelation between adjacent months and seasons. While these
maps embrace only the area extending from the western Pacific to Europe, they suggest regional
and seasonal differences in persistence which appear to be statistically significant. Since areas
of high correlation have approximately the scale of the centers of action, their explanation has
a central bearing on the problem of climatic fluctuations. There seems to be some suggestion
that arcas of greatest persistence are linked with the sub-tropical upper level anticyclones,
perhaps through reservoirs for anomalous heating or cooling provided by the underlying surface.
Two cases of persistence, one involving heavy spring rains over Texas and another drought
over the eastern seaboard of the United States, are described. These may indicate feed-back
brought about by abnormally moist or dry soil.

Finally, it is suggested that certain highly abnormal forms of the general circulation, such as
a contracted circumpolar vortex in summer and an expanded circumpolar vortex in winter,
are inherently stable from a hydrodynamic standpoint.

Perhaps the most fascinating aspect of the subject
of climatic fluctuations is the frequent tendency
of anomalous regimes to persist from month to
month, from season to season, and even'from
year to year. No one has been able to offer a
satisfactory explanation of this persistence, and
therefore predictions of climatic anomalies for
periods this long have enjoyed little success.
Because of the immense complexity of the
problem, “probably the world’s second most
difficult”, in the words of the late great John von
Neumann, information furnished by nature her-
self in the form of lag correlations might throw
some light on potentially profitable avenues for
research.

Work of this nature has been reported in
meteorological literature from time to time since
the turn of the century, and the only novel
element of this report is the use of mid-tropo-
spheric data extending over a large portion of the
northern hemisphere. In view of the fact that
fluctuations in the position and intensity of the
sea level centers of action were first physically

explained by RossBy (1939) through the medium
of planetary waves in mid-troposphere, perhaps
newly gathered statistics may throw new light
on large-scale and long period persistence.

The source of data for lag correlations com-
prises some twenty-five years of seasonally
averaged maps of 700 mb height covering North
America, the eastern North Pacific, and the North
Atlantic and their derived departures from nor-
mal. Because of changing upper air networks,
analytical procedures, etc., such a map series is
obviously not of uniform reliability with respect
to area and period—a fact which usually ac-
counts for much of the frustration encountered in
research on long-range problems. Nevertheless,
the data are believed good enough for the coarse
indications cited below, since departures from
normal on seasonal maps are surprisingly large
when one considers the observed day to day
variability. An idea of this great variability of
long period means is provided in Fig. 1 where
the standard deviations of daily latitudinal mean
sea level pressures computed from daily hemi-
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Fig. 1. Standard deviation of mean sea-level pressure
along latitudes for daily (solid) and monthly mean (dashed)
values for the Januarys from 1899 to 1939.

spheric maps of 40 Januarys are compared with
the standard deviations derived from the 40
mean monthly January maps of the same period.

Seasonal lag correlations for a lattice of points
20 degrees of longitude apart at ten-degree
latitudes from 20° N to 70° N have been com-
puted and analyzed in the form of isopleths for

the four seasons (Fig. 2). The values appear
to group themselves into fairly large scale
fields of the order of the centers of action. A
preliminary study indicates that a closer grid of
points would not materially influence the broad
scale patterns.

While atmospheric inertial effects (so domi-
nant in day-to-day changes) may conceivably be
important over periods possibly as long as two
weeks or a month, it is unlikely that they can
account for such persistence as suggested in
Fig. 2. Apparently there are regional differences
in persistence, for a probability analysis of the
coefficients indicates that those in the shaded
areas are statistically significant beyond the 5%
level.

From Fig. 2 it seems that persistence is related
to latitude, and a stratification of this sort (Fig. 3)
is highly suggestive of a real dependence. In
seeking an explanation of this dependence the
possibility arises that persistence may be partly
related to the form of the general circulation
itself. Thus, greatest seasonal persistence may lie
in the sub-tropical anticyclone belt, because here
surface winds are light and abnormalities in
surface temperature, if they exert an effect on the
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upper level patterns, could have a long period
of time to influence the overlying air circulation.
At any rate the normal profiles of 700 mb height
(Fig. 4) are very similar in form to the persistence
profiles, and one obtains the impression that the
Hadley cell once established is a rather stable
feature of the general circulation.

Another indication of the dependence of per-
sistence upon the sub-tropical anticyclones arises
in connection with the emergence from spring
to summer of a center of maximum persistence
over the Southern Plains of the United States—
precisely the area into which the continental
upper level anticyclone normally settles as spring
goes into summer.

Then again, the band of high lag correlation
during the warmer half-year (summer—fall and
spring—summer) appears to shift southward in
winter, just as the sub-tropical high-pressure
belt.

The conclusion that the sub-tropical areas are
more persistent than others has indeed been
suggested by LANDSBERG et al. (1943) who studied
lag correlation with the help of historical meonthly
mean sea level maps for the period 1899—1939,
using tetrachoric correlations.

In addition to the indication of a dependence of
seasonal persistence on latitude possibly through
the sub-tropical anticyclones, there is a:sugges-

tion that persistence is more pronounced over
oceans than land areas. Claims of this nature have
frequently been made (BERLAGE, 1957). Again,
if the sub-tropical anticyclones are the major
seats of this persistence, one might anticipate an
oceanic—land difference between the North
Atlantic and North Pacific with North America,
because of the greater domination of southern
portions of the oceans by these circulations. In
order to test this hypothesis, possible latitudinal
effects were removed by expressing each correla-
tion as a deviation from its latitudinal average.
These departures were then averaged over 21
oceanic points and 14 land points. For each of
the interseasonal persistences (winter—spring,
spring—summer, etc.) the averages over the ocean
were higher than those over land, and the dif-
ferences were significant at the 5 % level forspring
to fall and fall to winter, almost significant at
this level for winter to spring but not so for spring
to summer. Here again, one presumably finds
some persistence-enhancing influence of the warm
season upper level anticyclone over the United
States. Combining all four interseasonal values
the difference between ocean and land comes out
significant beyond the 1 9% level.

To sum up, there are statistical indications
that at mid-troposphericlevels persistence of mean
seasonal flow patterns is higher at low than at
high latitudes, that greater persistence may be
linked with the sub-tropical anticyclones, and
(perhaps for this reason) is higher over the adja-
cent oceans than over North America—except in
summer when a great sub-tropical upper level
anticyclone frequently exists over southern
United States.

The physical reasons for such indications are
naturally highly complex. A number of hy-
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Fig. 4. Normal monthly profiles of 700 mb height.
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Fig. 5. Number of two-week periods from February
through mid-June 1957 when empirically derived statisti-
cal predictions of 700 mb height were too high (lower
figure) and too low (upper figure).

potheses to account for persistence have been
advanced in past years. These range from pos-
sible extra-terrestrial effects to abnormal surface
conditions as might be established through con-
servative factors like snow cover, ocean tem-
peratures, etc. Whatever the ultimate cause, it is
highly probable that the manifestation of ab-
normality becomes reflected in patterns of the
general circulation. For this reason it is reason-
able that certain parts of the general circulation
of the order of the surface centers of action or of
their associated upper level ridges and troughs,
might be systematically forced into somewhat
abnormal shapes or positions and these in turn
would alter the large scale circulation in other
areas. In other words, the forced perturbations
would be due not only to the normal climato-
logical influences exerted by mountains, coast
lines, etc., but also to abnormal surface con-
ditions. Because of the inter-dependence of
circulation between remote areas of the globe,
it has not yet been possible to determine which
portions of the general circulation of a given
month or season are ‘“forced” and which are
resonant or responsive.

In the course of routine long-range (30-day)
forecasting work there are times when it seems
like certain parts of the atmospheric circulation
are remarkably persistent even though neigh-
boring large-scale features are changing. One
of the more recent and striking occurrences of
this kind was during the spring of 1957 over the
Texas area of the United States. Here, after
several years of drought, the spring of 1957 was
characterized by floods and severe storms in-
cluding tornadoes. Indeed, the persistently bad
weather there was the occasion for a separate

detailed report (GiLmaN, KieiNn and others,
1958).

One of the interesting characteristics of this
period was the tendency for a mid-tropospheric
pressure anomaly (negative) to persist over the
afflicted area to a much higher degree than
elsewhere over the country or over adjacent ocean
areas. This circumstance is indicated in Fig. 5
where are shown the number of periods from
February through mid-June when a predicted
two-week average computed using normal auto-
correlation of day to day heights was too low
(upper figure) or too high (lower figure). The
small ratios over the Texas area and along the
Rockies compared to elsewhere may suggest
that some geographically fixed influence may
have been operating during this lengthy period,
although it is always possible that such areas are
the chance result of a peculiar combination of
atmospheric conditions.

Accepting for the moment that the influence
is geographically fixed, one might inquire what
might have fixed it. Here one can speculate ad
infinitum, but until dynamic computational
methods are developed it will be impossible to
test the validity of any hypothesis. The author
submits that when such dynamic models are
available, it might be possible to test the idea that
in such cases as the Texas regime, the early spring
heavy rains and the resulting moist soil may
have served as a cooling reservoir by using for
vaporization some of the heat normally as-
sociated with the spring to summer building of
the upper level anticyclone in that area. The
only reasons for such an assumption are that (1)
early spring rainfall over this area was in many
places the highest on record, amounting in some
areas to more than 32 inches, and (2) dew points
during late spring averaged considerably above
normal, the increase in dew point from day to
day as air masses were advected into this area
seemed outstandingly rapid to experienced fore-
casters.

The possibility that heavy spring rains might
influence subsequent summer temperatures was
tested for the tri-state area—Arkansas, Okla-
homa, and Texas. In order to do this the total
seasonal precipitation and temperature records
for this area were grouped into terciles and a
contingency table (Table I) prepared.

Apparently there is a tendency for warm sum-
mers to follow dry springs and cool summers, wet
springs. The ‘“‘a priori hypothesis”, namely that
a negative relationship exists between these two
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Table 1. Summer temperature following spring precipitation over the southern plains of USA

Subsequent summer temperature
Below Near 1 Above Total
normal normal normal ota
Light ........... 4 9 8 21
A ol Moderate . . ...... 8 4 10 22
Spring precipitation Heavy 9 9 3 21
' Total 21 22 21

variables, withstood a chi-square test, indicating
a probability of 0.954 that such a relationship
exists. However, these results may merely reflect
another causal factor influencing both spring
rain and summer temperature.

Another suggestion of the influence of soil
moisture or dryness arose during the summer of
1957 over Eastern United States. This was a
summer of severe drought over much of the area
east of the Appalachians (McGuIRe and PALMER,

Based on preliminary telegraphic reports

of Normal Precipitation for 4 Weeks Ending
Midnight, Ls.t, July 28, 1957

ey Fig. 6. Percentage of normal pre-
U S Weather Bureso pitation for July 1—28, 1957.

Fig. 7. Departure of average July
1957 temperature from normal

CP).
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1957). A characteristic rainfall map (for July
1957) is produced in Fig. 6. The July temperature
departures from normal are shown in Fig. 7.
The corresponding 700 mb mean circulation and
its anomaly are shown in Fig. 8. An objective
(or subjective) estimate (MARTIN, HAWKINS, 1950),
of the temperature anomaly expected to ac-
company this chart indicates uniformly cool tem-
peratures (much below normal in fact) over the
entire Northeast in response to the deep upper
level trough along the east coast. Yet, ap-
preciably, above normal values were reported
over much of the area (Fig. 7). Note that these
are precisely over the area of great precipitation
deficiency.

Of course, this does not prove that the greater
warmth than expected from the flow pattern was
due to the dry soil, for it may only reflect the
well-known negative correlation between pre-
cipitation and temperature observed over many
continental areas during summer. That is, the
lack of cloud frequently accompanying dry
weather permits greater insolation. Yet, the
marked deviation of temperatures in the above
normal area from objective estimates derived
from many summers of past data suggests that
perhaps some reservoir of heat may have existed
in the dry soil or, more probably that the dry
soil acted somewhat like a desert, permitting
higher daytime maxima which play the major
role in determining mean temperatures over the
Northeast in summer. The dryness developed
not only in July but especially in June—a month
very deficient in rainfall in the same area.

When one examines persistence on a month-
to-month basis, it appears to have a distinct
anpual variation. This is perhaps most easily
illustrated with the help of a graph (Fig. 9)
showing the persistence between adjacent months

Fig. 8. Mean 700 mb contours (labeled in tens of feet) for
July 1957 and isoplets of departure from normal
(broken).
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Fig. 9. Percentage of the United States in which the tem-
perature anomaly did not change by more than 1 class
(out of five possible) between consecutive months during
the period March 1942 through 1957.

taken from an earlier study (Namias, 1952) but
with additional data added. This graph may be
shown to be quite similar to one showing the
course of persistence of month-to-month mid-
tropospheric circulation patterns. The periods of
least persistence during spring and fall were
ascribed to the normal changeability at those
times of year when land and water areas reverse
their thermal roles and when the prevailing
westerlies (measurably the zonal index) are most
varying—thereby easily introducing instabilities
in the planetary quasi-stationary wave trains. The
period of great persistence during summer was
ascribed to the sluggishness of the circulation and
its small normal changeability, while the winter
persistence was also ascribed to small change-
ability in normal zonal westerlies. There was
some suggestion of a dependence of persistence
upon zonal index in the sense of greater per-
sistence with low than high index, greater atmos-
pheric sluggishness perhaps encouraging surface
constraints to operate more effectively. No
attempt has been made to study persistence
during any one season as a function of the type
of circulation pattern. Partly, this stratification
has not been introduced because of woefully
inadequate data. Yet it seems very reasonable
that certain mean patterns would be expected to
be stable at a certain time of year while others
would be highly transitory.

In the course of 30-day forecasting at least
two types of patterns have arisen which appear
to be rather stable, and, therefore, should be
radically altered only with caution. These are:
(1) the summertime pattern in which mid-tropo-
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FEBRUARY 1947,

Fig. 11. Mean monthly 700 mb contours (labeled in tens of feet) for February 1947 and February 1958.

246



J. NAMIAS

spheric westerlies are displaced well north of
normal with sub-tropical highs similarly dis-
placed and (2) the wintertime pattern wherein the
westerlies are displaced far south of normal.

An example of the latter type is illustrated by
the wind speed profiles for February and March
1947 and also for January and February 1958

has a number of stable modes by means of which
to operate. This fact, long recognized by people
engaged in extended forecasting, has now been
discovered in experiments with differentially
heated rotating dishpans.

Another point of similarity between the re-
gimes of 1947 and 1958 was that each far south-

MARCH 1947

FEBRUARY 1958

Fig. 12. Mean monthly temperature anomalies expressed in five classes.

(Fig. 10). These months were characterized by
strong westerlies farther south than normal and
by remarkably similar mid-tropospheric flow
patterns and temperature anomalies (Figs. 11 and
12) over the United States. However, it is note-
worthy that the character of the wind speed
profile alone does not completely specify the
phase of all planetary waves, since the European
flow pattern differed materially in 1947 and 1958
(Fig. 11).

The stability of such anomalous regimes poses
several questions for the dynamic meteorologist.
Obviously, the atmosphere is readily doing the
job required to transport momentum, heat and
energy in spite of the great abnormalities, and
one must conclude that the general circulation

ward displacement of the westerlies was preceded
by an extensive period during which the westerlies
were stronger and farther north than normal (Fig.
10). This sequence lends support to a hypothesis
of major index cycles suggested by the author
(Namias, 1950) in which the extent of “con-
tainment” of polar air preceding the year’s
primary index cycle determines the intensity
and duration of the subsequent low index
phase.

Therefore, evidence seems to be accumulating
that in seeking the reason for long-period per-
sistence, one must not only examine further anom-
malous surface conditions perhaps brought about
by preceding circulations and weather, but also
the inherent hydrodynamic stability of different
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mean flow patterns at certain times of the year.
Needless to say, further information on these
matters would pay great economic dividends in
terms of long-range weather forecasting.
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The Abrupt Change of Circulation over the Northern
Hemisphere during June and October

By YeH Tu-CHENG, DAo SHIH-YEN and Lt ME-Ts'UN

Institute of Geophysics and Meteorology,
Academia Sinica, Peking

Abstract

In this paper we have shown that there is an abrupt change of the upper-air circulation over

the Northern Hemisphere in June and October. In June this change is characterized by a sudden
northward shift of the westerlies and easterlies. Associated with this a marked change in the
upper flow pattern takes place followed by the establishment of the typical summer circulation.
In October the abrupt change is characterized by a sudden southward shift of the westerlies
and easterlies. This is also accompanied by a marked change in the upper flow pattern, after
which the typical upper winter circulation is established.

The onset of the summer circulation is associated with the outburst of the SW monsoon in
India and of Mai-yii in China and Japan and a rapid northward displacement of the inter-
tropical convergence zone (ICZ). The onset of the winter circulation is followed by the retreat
of the SW monsoon and the ICZ. The synoptic sequence of these developments is described.

In middle and high latitudes the synoptic weather
processes are quite different in summer and winter.
In each of these seasons the weather development
follows a certain definite synoptic sequence. It
would be helpful to the forecaster to know the
characteristic beginning of such a natural syn-
optic season.

YN (1949) once studied the onset of the
monsoonal season in 1946 over Burma and India.
He related the onset of the monsoon to the
“retreat” of the westerly jet stream to the north
of the Himalayas. The time of the occurrence of
this event was at the beginning of June. YEH (1950)
studied the displacement of this westerly jet in
1946 and pointed out that the typical winter
upper circulation began when it had been estab-
lished to the south of the Himalayas. The time
of its occurrence was in the middle of October.
Later YeH, KAo and Liu (1951) investigated the
same problem in more detail and related some
weather developments over Eastern Asia to the
displacement of this jet. Recently Dao and CHEN
(1957) studied the change of circulation from
May to June still further. Figs. 1—3 are taken
from their paper. All these studies indicate that

there is a very abrupt change of the circulation
both in June and in the middle of October over
Eastern Asia.

SutciLiFFE and BanNoON (1954), in analyzing
the upper-air winds over the Mediterranean—
Middle East Asia, also found a sudden change of
the wind conditions in this region in the beginning
of June. In comparing Sutcliffe’s and Bannon’s
work with the studies mentioned above, we may
infer that the abrupt change of the upper air
circulation is not only peculiar to Asia. It may
very well be a world-wide phenomenon.

These studies also suggest that as far as certain
gross features of the upper-air circulation are
concerned there may only be two fundamental
natural seasons during the year, namely summer
and winter. In summer there is a definite type of
the structure of the zonal circulation, while in
winter another type prevails. The change from
one to the other is very abrupt. This does,
however, not imply that spring and autumn do
not exist at all. Indeed, there are certain definite
characteristic patterns that can be taken as
spring and autumn. Actually YeEx and CrU (1955)
have studied the character of these transitional
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Fig. 1. 5-day mean cross-sections of the observed zonal
wind (maps) along 45° E from May to June, 1956.

seasons over Eastern Asia. As far as the struc-
ture of the upper circulation is concerned, how-
ever, there are only two fundamental seasons
during the year, the transitional periods between
them being negligibly short.

In this paper we shall devote ourselves to the
study of the above mentioned sudden changes of
the upper circulation over the whole Northern
Hemisphere and some phenomena associated
with them. Over Asia data for five years are used
and for North America four. Due to lack of data
only two years have been studied in the Pacific
Ocean. Since 1956 is common to all the regions
we shall use this year as an illustration in this
paper. However, it should be pointed out that
the other years are quite similar. Indeed, in
certain regions the phenomena discussed are
even more pronounced in other years.

L. The sudden change ef the structure of the upper
westerlies

Since all the previous studies mentioned above
indicate that the structure of the upper zonal
circulation is a good indicator for the change of
season, we shall start this study by investigating
the variations of the structure of the westerlies
along different longitudes over the Northern
Hemisphere. We shall begin with the onset of
the summer zonal circulation.
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Fig. 2.- 5-day mean cross-sections of the observed zonal
wind (maps) along 90° E from May to June, 1956.
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Fig. 5. Temperature variations at
250 mb and 300 mb over stationary
ship 25 V in the Pacific from May
to June, 1956.

5 25

1. The onset of summer circulation

Along 45°E, 90°E, 125°E, 165°E, 100°W
(not shown in this paper) and 80° W respectively
we have analyzed the 5-day mean cross-sections
for the observed west wind component from
May to July. In all these cross-sections we found
a similar variation, i.e. a sudden northward
shift of the westerly jet stream and of the easter-
lies. The time of occurrence of this abrupt shift
is almost the same over all Asia, namely at the end
of May or in the beginning of June, but it is
about two to three weeks later over North
America.

In Fig. 1 we find that the line of separation
between the easterlies and westerlies is located
to the south of 20° N before the end of May, 1956
at longitude 45° E. In the last five days of this
month it suddenly shifts northward to about
26° N. At this time an easterly jet appears at Aden
and the westerly jet also moves northward.

Along 90° E (Fig. 2) we find two branches of
strong westerlies before the end of May. One
branch is to the north (called the northern jet)
and the other is just to the south of the Himalayas
(called the southern jet). These two jets over
Asia have been studied extensively (STAFF MEM-
BERS OF INSTITUTE OF GEOPHYSICS AND METE-
OROLOGY, ACADEMIA SINICA, 1957; Hsied and
CHEN, 1951 and others). The separation between
easterlies and westerlies is far to the south of
Tibet at this time. In the last five days of May
the southern branch of strong westerlies suddenly
disappears and the easterlies advance to the
southern rim of the Himalayas. At the same time
we see that the SW monsoon rushes northward.
In the beginning of June it has already reached
the Himalayas which is its northernmost position.

Further downstream we have a cross-section
along 125° E (Fig. 3). The explanation of this
figure is self-evident. The sudden northward

shift of the westerly jet and the advance of the

casterlies occurs in the beginning of June.
Before proceeding further we shall point out

that the coincidence of the time of disappearance
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Fig. 6. 5-day mean cross-sections of the observed zonal
wind (maps) along 80° W from May to June, 1956.
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50°

or retreat of the southern jet and that of the
outburst of the SW monsoon is not peculiar to
1956 and 1946 (YN, 1949), but is common to all
years in our study. The dates of the onset of
the SW monsoon determined by the Indian
Meteorological Department! from rainfall records
agree quite well with ours. The onset of Mai-Yii

1 Published in Indian Journal of Meteorology and
Geophysics.

T N

is also associated with the disappearance of the
southern jet. (Mai-Yi is an important rainfall
period in China and Japan. For an explana-
tion see STAFF MEMBERS 1957.) This association
has been pointed out by YeH and Koo (1955)
and has been studied by Dao and CHeN (1957)
and Dao (1958). A detailed description of the
synoptic sequence for the onset of the SW mon-
soon and Mai-Yii in 1956 will be given in this
report (cf. sec. III).
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Fig. 4 is a cross-section roughly along 165° E
and shows the situation over the Pacific Ocean.
This cross-secti