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ABSTRACT

The strength and structure of the Brewer–Dobson circulation (BDC) are explored in an idealized general

circulation model. It is shown that diabatic forcing of the stratosphere and planetary wave forcing by the

troposphere can have comparable effects on tracer transport through the stratosphere, as quantified by the

mean age of air and age spectrum. Their impact, however, is mediated through different controls on the mass

circulation. Planetary waves are modulated by changing surface topography. Increased wave forcing strengthens

the circulation, particularly at lower levels. This is primarily a tropospheric control on the BDC, as the wave

forcing is set by stationary waves at the base of the stratosphere. Stratospheric control of the circulation is

effected indirectly through the strength of the stratospheric polar vortex. A colder vortex creates a waveguide

higher into the stratosphere, raising the breaking level of Rossby waves and deepening the circulation.

Ventilation of mass in the stratosphere depends critically on the depth of tropical upwelling, and so mass and

tracer transport is comparably sensitive to both tropospheric and stratospheric controls.

The two controls on the circulation can lead to separate influences on the lower and upper stratosphere,

with implications for the seasonal cycle of tropical upwelling. They allow for independent changes in the

‘‘shallow’’ and ‘‘deep’’ branches of the BDC, which may be important for comparing modeled trends with

observations. It is also shown that changes in the BDC have a significant impact on the tropical cold point (on

the order of degrees) and the equator-to-pole gradient in the tropopause (on the order of a kilometer).

1. Introduction

The Brewer–Dobson circulation (BDC) characterizes

the transport of mass through the stratosphere, a slow

upwelling in the tropics, poleward drift through the mid-

latitudes, and descent in the middle and high latitudes.

Dobson et al. (1929) first speculated on the existence of

this transport based on the positive equator-to-pole gra-

dient in stratospheric ozone in the boreal spring, a gradi-

ent seemingly at odds with the (then) hypothesis that

ozone is produced by solar radiation. Unfortunately the

conjecture was initially abandoned, and it was not until

further measurements of water vapor and helium by

Brewer (1949) that sufficient evidence was established.

In concert with radiative and chemical processes, the

Brewer–Dobson circulation sets the distribution of ozone

and water vapor in the middle atmosphere (e.g., Dobson

1956). Stratospheric ozone changes have played an order

one role in observed circulation trends to date, shifting the

tropospheric jet stream in the Southern Hemisphere (e.g.,

Thompson and Solomon 2002; Arblaster and Meehl 2006;

Polvani et al. 2011). Likewise, Solomon et al. (2010) show

that changes in stratospheric water vapor have had a sig-

nificant impact on observed surface warming. Understand-

ing and simulating the BDC is thus critical for interpreting

changes in stratospheric water vapor and ozone in recent

decades, and will continue to be so for projections of

future climate (e.g., Perlwitz et al. 2008; Son et al. 2008;

McLandress et al. 2011).

In this paper, we study the factors that control the

strength and structure of the Brewer–Dobson circula-

tion, focusing on the joint roles of the stratosphere and

troposphere in shaping mass transport in the stratosphere.

To build a bridge between conceptual models of the BDC

(e.g., Dunkerton 1989; Holton et al. 1995) and compre-

hensive simulations with stratosphere-resolving atmo-

spheric models (e.g., McLandress and Shepherd 2009),
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we study the transport in an idealized general circulation

model (GCM). The model, developed by Polvani and

Kushner (2002) and Gerber and Polvani (2009), simu-

lates the primitive equation dynamics of the atmosphere

with the same fidelity as comprehensive models, there-

fore capturing the nonlinear interactions between plan-

etary and synoptic waves with the mean flow, but with an

idealized forcing that allows us to systematically vary

both tropospheric and stratospheric conditions. A key

conclusion of our study is that both tropospheric wave

forcing and stratospheric diabatic forcing can have equal

impacts on mass and tracer transport in the middle to

upper stratosphere.

The extremely long time scales of the BDC, on the

order of years for much of the stratosphere, prohibit

direct measurement of the circulation. In addition, the

Lagrangian circulation outside the deep tropics is pri-

marily effected by eddies, and so is best quantified by the

residual mean circulation of the transformed Eulerian

mean (TEM) equations (Edmon et al. 1980; Andrews

et al. 1987). As established in the downward control

principal by Haynes et al. (1991), the circulation outside

of the deep tropics is mechanically driven by wave-

induced torques. Downward control allows one to es-

timate the Lagrangian mean circulation indirectly from

the heating generated by vertical motion—which can be

estimated from direct measurements—and so provides

a means for quantifying the observed BDC (e.g., Rosenlof

1995). As discovered by Brewer (1949) and Dobson

(1956), however, the BDC is fundamentally connected

to the transport of chemical species. The estimate of the

Lagrangian transport in the TEM circulation captures

the diabatic circulation (i.e., the transport of mass across

isentropic surfaces) but does not account for the mixing

of tracers along isentropes (e.g., Plumb 2002). Tracer

transport by the BDC is therefore more directly related

to the mean age of air and age spectrum (Waugh and Hall

2002). These measures quantify the length and variability

of transport pathways through the stratosphere.

To connect tracer transport to the Lagrangian circu-

lation, we compare tracer-based calculations of the age

spectrum with the residual mean circulation. We probe

the impact of changes in the tropospheric wave forcing

on the BDC by altering the surface orography of the

model, and the impact of changes of the diabatic forcing

in the stratosphere by varying the cooling of the winter

polar vortex. As would be expected from downward con-

trol theory, increased planetary wave forcing increases the

amplitude of the residual mean circulation. Tracer trans-

port follows the circulation changes, and the mean, modal,

and spectral width of the age spectrum decrease. We term

the impact of the planetary wave forcing ‘‘tropospheric

control’’ of the BDC, as it is largely independent of

stratospheric conditions. Given that the BDC is pri-

marily mechanically forced, however, the impact of dia-

batic forcing in the stratosphere may be less intuitive. The

structure of the polar vortex has relatively little direct

impact on the net diabatic transport into and out of the

stratosphere, but it controls the distribution of wave

breaking, and so the depth of the residual circulation.

In terms of tracer transport, however, this has an equally

important impact on the age spectrum statistics in the

mid- to upper stratosphere. We term this influence of

stratospheric conditions ‘‘stratospheric control’’ of the

BDC, as it is largely independent of the planetary wave

forcing from the troposphere below.

The relative independence of these two controls

provides a possible mechanism for structural changes in

the Brewer–Dobson circulation. As suggested by Plumb

(2002, Fig. 2), there are conceptual grounds for dis-

tinguishing the BDC into ‘‘shallow’’ and ‘‘deep’’ branches.

The former characterizes the strong circulation in the

lowermost stratosphere where synoptic wave breaking

plays a significant role, and the latter a weaker circula-

tion high into the stratosphere, driven primarily by plan-

etary waves originating from the high latitudes. This

conceptual distinction was put on firmer ground by

Birner and Bönisch (2011), who find a separation in the

mean transit times of the mass circulation in the lower

and upper stratosphere. Bönisch et al. (2011) present

observational evidence for a recent increase in the shal-

low BDC that may have occurred independent of any

change in the deep circulation above. We find that changes

in tropospheric wave driving, coupled with changes in

stratospheric diabatic forcing, can indeed lead to distinct

changes in BDC in the upper and lower stratosphere.

In studying the circulation with an idealized GCM, we

have omitted the impact of small-scale (10–1000 km)

gravity waves. Such ‘‘unresolved’’ gravity waves play a sig-

nificant role in stratospheric circulation, driving roughly

10%–25% of the stratospheric circulation in compre-

hensive models (e.g., Eyring et al. 2010, ch. 4). We have

chosen to focus on the resolved circulation in this study

to establish a reproducible, conceptual framework. As

gravity waves are the primary driver of the circulation in

the mesosphere, we focus only on the stratospheric cir-

culation where resolved waves dominate. Future work

will explore the impact of gravity wave parameterizations

in the idealized GCM. Initial tests have suggested, how-

ever, that there is a substantial degree of compensation

between resolved and parameterized waves.

In section 2, we describe the model and introduce the

primary diagnostics of the paper, the mean age of air,

age spectrum, and residual mean circulation. Section 3

presents the key result of the paper, highlighting the

difference between tropospheric and stratospheric control
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of the Brewer–Dobson circulation. This conceptual frame-

work is developed in detail in sections 4 and 5, where we

explore the impact of model parameters on the diabatic

circulation and connect these changes to the tracer trans-

port, respectively. Potential impacts of the BDC on climate

are presented in section 6, where we focus on changes in the

tropopause and tropical cold point, and section 7, where we

discuss the potential for structural changes in the circula-

tion. We summarize our results and conclude in section 8.

2. Model and methods

A series of perpetual-January integrations with an

idealized GCM form the core of the study. The runs are

nearly identical to those presented in Gerber and Polvani

(2009). The model is a pseudospectral dynamical core

developed by the Geophysical Fluid Dynamics Laboratory

(GFDL) and forced with a highly simplified physical pa-

rameterization, as described by Held and Suarez (1994)

and modified by Polvani and Kushner (2002), to produce

a realistic circulation in the stratosphere and tropo-

sphere. We refer the reader to these papers for the

precise details of the forcing but review the most im-

portant features here.

The key simplification to the model physics is in the

temperature equation, where all diabatic processes are

approximated by Newtonian relaxation to an analytic,

radiative–convective equilibrium–like profile. This al-

lows the model to produce a fairly realistic mean circu-

lation without radiation or convection schemes. In the

troposphere, the profile is exactly as in Held and Suarez

(1994) except that a gradient in temperature is introduced

between the two hemispheres to mimic solstitial condi-

tions. In the stratosphere, temperature in the summer

hemisphere and tropics is relaxed to the U.S. Standard

Atmosphere. In the winter hemisphere, a polar night jet

is forced by reducing the temperature of the equilibrium

profile. Over the polar cap, the equilibrium profile de-

creases in height with specified lapse rate g (K km21).

The vortex lapse rate g is a key parameter in this study.

As it is increased, the winter stratosphere grows colder

and polar vortex becomes stronger.

The second key variable in this study is the surface

topography. As only planetary-scale waves extend deep

into the stratosphere, Gerber and Polvani (2009) showed

that a very simple surface topography was sufficient to

excite an active stratospheric circulation. Surface topog-

raphy of wavenumber k and amplitude h0 is added in the

winter hemisphere between 258 and 658N. Gerber and

Polvani (2009) found that the most realistic stratosphere–

troposphere coupling was found in simulations with g 5 4

and topographic wavenumber k 5 2 and amplitude h0 5

3 km.

The Polvani and Kushner (2002) GCM includes a crude

parameterization of mesospheric gravity wave drag by

introducing a Rayleigh friction above 0.5 hPa, acting on

the five uppermost layers of the model, which extend to

approximately 0.01 hPa. Drag near the model top is

necessary to slow down the polar night jet, as the winds

in radiative equilibrium exceed several hundred meters

per second at these altitudes. This crude parameteriza-

tion, however, introduces a nonconservative drag in the

uppermost atmosphere. Shepherd and Shaw (2004) show

that this can effect the stratospheric and tropospheric

circulations through downward control. The negative

effects are most pronounced in ‘‘low top’’ models with

an upper boundary within the stratosphere (e.g., 10 hPa),

as documented by Shaw et al. (2009). Aware of this po-

tential weakness in our model, we have taken care to

ensure that all the results in this study are not affected by

the upper boundary condition.

Table 1 lists the integrations used in this study. All

were integrated for 10 000 days after a 300-day spinup

period. Circulation-based metrics converged much faster

than this, but long integrations were necessary to quantify

the tracer transport. The integrations with g 5 0, how-

ever, are singular in that there is almost no ventilation of

the upper stratosphere above 10 hPa. We avoid analysis

of tracer transport in the upper stratosphere in these

integrations, as convergence here is extremely slow. In-

tegrations were run at T42 resolution (triangular trun-

cation at wavenumber 42), with 40 sigma (s 5 p/ps. where

p is pressure and ps surface pressure) layers spaced evenly

in height z, as in Polvani and Kushner (2002). Tracers are

modeled in grid space and advected with a finite-volume

parabolic scheme. The robustness of the model to reso-

lution and numerics has also been investigated, and will

be presented in greater detail in a future paper. We find

that the residual mean circulation of the model at T42L40

resolution is very robust to changes in resolution and nu-

merics, as confirmed in simulations with a finite-volume

dynamical core with a cubed sphere grid. Tracer transport,

on the other hand, is sensitive to model numerics and res-

olution, as found by Eluszkiewicz et al. (2000). The tracer-

based results shown in this paper are qualitatively robust,

but the quantitative age of air is sensitive to numerics.

Metrics

The ‘‘mean age’’ of stratospheric air and the ‘‘age

spectrum’’ quantify the transport times of tracers through

the atmosphere. These measures can be directly related

to stratospheric chemistry processes, as the time air has

been in the stratosphere quantifies how long it has been

exposed to ultraviolet radiation and stratospheric re-

actions (e.g., Waugh and Hall 2002). Formally, the mean

age G(x) at a point x in the atmosphere quantifies the
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average time it takes air to get there from the surface,

specified as a boundary V. To compute the age, one must

integrate over all possible pathways from the surface

V to x, accounting for both advection and the quasi-

horizontal mixing of air parcels along isentropes. Hence

in practice we use a tracer to estimate the age, thus cap-

turing all the relevant processes. The mean age in the

stratosphere is on the order of years, compared with

on the order of days throughout the troposphere, where

air is continually in contact with the surface.

The age spectrum provides further information on the

pathways taken by air from V to x. As established by

Hall and Plumb (1994), the age spectrum can be viewed

as a Green’s function G(xjV, t), which propagates tracer

mixing ratio from V to x in time t. The mean age is then

just the first moment of the age spectrum:

G(x) 5

ð‘

0
tG(xjV, t) dt. (1)

Following Waugh and Hall (2002), we quantify the key

features of the age spectrum with the spectral width D

and the ‘‘modal age.’’ The spectral width quantifies the

spread of the spectrum, that is, the variance of the dif-

ferent paths the tracer takes from the boundary to x. It is

related to the second moment of the age spectrum:

D2(x) 5 1/2

ð‘

0
[t 2 G(x)]2G(xjV, t) dt. (2)

The modal age, the mode of the age spectrum, quantifies

the most likely transit time.

We obtain the age spectrum by computing the ‘‘bound-

ary impulse response’’ with a pulse tracer (e.g., Hall et al.

1999). Given the stationary forcing of our model, this

provides a fairly good estimate of the actual age spec-

trum. We compute the mean age two ways, with a ‘‘clock

tracer’’ and by taking the mean of the age spectrum,

confirming that both yield approximately the same mean

age. The clock tracer is a conserved tracer whose con-

centration near the surface is forced to increase linearly

with time. The mean age is then proportional to the dif-

ference in concentration of the clock tracer at height and

the surface. For both the pulse and clock tracer, we define

V to be the three lowermost s surfaces, the surface layer

of the Held and Suarez (1994) forcing. For plotting pur-

poses, we show the age relative to the age of the youngest

air entering the tropical stratosphere at 100 hPa, to mini-

mize any impacts of the topography on tracer transport in

the troposphere below.

The residual mean, or transformed Eulerian mean,

circulation approximates the net Lagrangian transport

of mass through the atmosphere (e.g., Andrews and

McIntyre 1976). It can also be viewed as an approxi-

mation, in geometric coordinates, to the zonal mean cir-

culation averaged in isentropic coordinates (e.g., Held

and Schneider 1999). As the residual mean circulation

accounts for the transport of mass across isentropes, it is

referred to as the diabatic circulation, and we adopt this

convention for the remainder of the paper. The residual

mean meridional and pressure velocities (y*, v*) and

streamfunction c* are defined by

y* 5 y 2
›(y9u9/up)

›p
5

›c*

›p
(3)

and

v* 5 v 1
1

a cosf

›(cosfy9u9/uP)

›f
5 2

1

a cosf

›(c* cosf)

›f
,

(4)

TABLE 1. Details of the integrations presented in this study. We

have grouped the integrations into parameter sweep experiments;

thus a few integrations have been listed multiple times for clarity.

In the last column, we highlight the figure(s) in which the in-

tegration is presented.

N g (K km21) k h0 (km) Figure(s)

1 4 — 0 1–5, 9–13

2 4 2 1 4–7, 9, 10, 12, 13

3 4 2 2 4–6, 9, 10, 12–14

4 4 2 3 4–6, 9, 10, 12, 13

5 4 2 4 1–7, 9–13

6 4 1 1 6, 10

7 4 1 2 6, 10

8 4 1 3 6, 10

9 4 1 4 6, 10

10 4 1 5 6, 10

9 4 1 4 (see above)

5 4 2 4 (see above)

11 4 3 4 10

12 4 4 4 10

13 0 2 3 4–6, 8–10, 12, 13

14 1 2 3 4–6, 9, 10, 12, 13

15 1.5 2 3 1–3, 10, 11

16 2 2 3 4–6, 8–10, 12–14

17 3 2 3 4–6, 9, 10, 12, 13

4 4 2 3 (see above)

18 5 2 3 1–6, 9–13

19 6 2 3 4–6, 8–10, 12, 13

20 0 — 0 10

21 2 — 0 10

1 4 — 0 (see above)

22 6 — 0 10
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where an overbar and prime denote the zonal mean and

deviations therefrom, and y, v, u, and f are the merid-

ional wind, pressure velocity, potential temperature, and

latitude. As can be seen from (3) and (4), the residual

mean streamfunction can be computed directly from the

heat flux c* 5 c 1 y9u9/u
p
, where c is Eulerian mean

streamfunction. From this perspective, the residual cir-

culation characterizes the Eulerian circulation plus an

eddy transport.

3. Tropospheric versus stratospheric control

We begin by exploring two controls on the Brewer–

Dobson circulation. The mean age of stratospheric air in

four integrations of the idealized GCM is shown in Fig. 1.

Tracer transport through the stratosphere is extremely

slow in the integrations shown in Figs. 1a and 1b, the

mean age almost 19 yr in the upper stratosphere. In the

integrations illustrated in Figs. 1c and 1d, the air is

substantially younger, the oldest air now only 11 yr old.

The ‘‘freshening’’ of the stratosphere between the two

integrations on the left was effected by introducing

surface topography to the model. Both integrations were

run with a strong polar vortex (equilibrium lapse rate

parameter g 5 4), but in Fig. 1a there is no topography,

whereas Fig. 1c was driven with wavenumber-2 topog-

raphy of amplitude 4 km.

The topography, however, is the same in the two in-

tegrations on the right. Here the reduction in mean age

was effected by changing the thermal forcing of strato-

sphere, increasing the equilibrium lapse rate of the strato-

spheric polar vortex from g 5 1.5 K km21 in Fig. 1b to

5 K km21 in Fig. 1d. The similarity between the in-

tegrations on the left and right suggests that radiative

FIG. 1. The mean age of air in four integrations of the idealized model, contrasting (a),(b) two with a very ‘‘old’’

stratosphere and (c),(d) two with a very ‘‘young’’ stratosphere. The two integrations in (a) and (c) differ only in the

surface topography, while those in (b) and (d) differ only in the strength of the vortex lapse rate parameter.

Wavenumber-2 topography was used in all integrations, and the parameter h0 is specified in meters. The panels

correspond to integrations (a) 1, (b) 15, (c) 5, and (d) 18.
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changes in the stratosphere can have almost the same

effect on the mean age as substantial changes in the

wave forcing.

Figure 2 shows the zonal wind climatology of the same

four integrations, highlighting the fact that topography

and stratospheric thermal forcing have very different im-

pacts on the circulation of the atmosphere, despite the

similarity of their influence on the mean age. Of the two

‘‘old’’ integrations in Figs. 2a and 2b, the simulation

without topography has a much stronger polar vortex.

Weaker diabatic forcing combined with increased plan-

etary wave driving weakens the polar vortex in the in-

tegration in Fig. 2b compared with Fig. 2a, as discussed by

Gerber and Polvani (2009). The climatologies of the two

‘‘young’’ integrations shown in Figs. 2c and 2d also vary

considerably; here, however, the strength of the vortex

varies in the opposite sense. Weaker thermal forcing,

combined with increased topography, weakens the jet in

the integration shown in Fig. 2c relative to that in Fig. 2d.

Figure 2 suggests that the mean age of stratospheric air

can be varied distinctly from the climatology: there is not

a simple one-to-one relationship between vortex strength

and mean age.

One can begin to understand the impact of the two

parameters by comparing the residual mean circulations,

shown in Fig. 3. While the mean age is similar in the top

and bottom integrations, respectively, the residual cir-

culations are significantly different. Focusing first on the

‘‘old’’ integrations in Figs. 3a and 3b, we see that the total

amplitude of the circulation, measured as the net up-

welling at 100 hPa, is substantially larger in the in-

tegration in Fig. 3b, with weak a vortex and topography,

than in the integration in Fig. 3a with a strong vortex but

no topography. Near the stratopause, at 1 hPa, however,

the circulation of the latter simulation is stronger. A

similar contrast exists between the two ‘‘younger’’ in-

tegrations in Figs. 3c and 3d. While the net residual

circulation at 100 hPa is weaker in Fig. 3d compared

FIG. 2. As in Fig. 1, but for the time and zonal mean zonal wind. Note that the vertical axes have been changed to show

the troposphere as well.
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with Fig. 3c, the circulation in this integration extends

deeper into the stratosphere. Viewed in terms of the

differences between the top and bottom integrations,

we find that mean age can be reduced by increasing (cf.

Figs. 3a,c) or deepening (cf. Figs. 3b,d) the residual

circulation.

These four integrations suggest two controls on the

Brewer–Dobson circulation. A first critical factor is the

amplitude of the planetary wave forcing of the strato-

sphere. We term this influence ‘‘tropospheric control,’’

as we will show that the planetary wave forcing is pri-

marily set by topography and the tropospheric jet struc-

ture. The impact of surface topography fits well with our

understanding of the BDC as a mechanically driven cir-

culation (e.g., Haynes et al. 1991; Holton et al. 1995). A

second control is the diabatic forcing of the polar strato-

sphere, here approximated by changes in the radiative

equilibrium profile controlled by g. Figure 1 demonstrates

that both factors can have a similar impact on tracer

transport through the stratosphere.

4. Controls on the diabatic circulation

To better understand how tropospheric and strato-

spheric conditions influence stratospheric tracer trans-

port, we first systematically explore changes in the diabatic

circulation. Figure 4 shows the residual mean pressure

velocity at 10 and 100 hPa for two series of integrations

in which the topographic amplitude and vortex lapse

rate parameter are systematically varied. Beginning in

the lower stratosphere (Figs. 4c,d), we see that topog-

raphy has a larger impact on the net mass transport into

and out of the stratosphere. With larger topography, up-

welling (downwelling) increases uniformly between ap-

proximately 308S and 208N (208–908N). There is little

change in the Southern Hemisphere (SH) extratropics,

FIG. 3. As in Fig. 1, but for the residual mean mass streamfunction. The contour interval is 0.5 3 109 kg s21, except

that we have included contours at 60.25 3 109 kg s21 to highlight the circulation in the upper stratosphere. The zero

contour is thick.
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as the topography is only in the Northern Hemisphere

(NH), but the tropical signal is quite uniform. Clearly

planetary wave activity in the NH alone is modulating

upwelling throughout the entire tropical stratosphere.

This supports the conclusions of Yulaeva et al. (1994), who

relate colder temperatures in the lower tropical strato-

sphere in boreal winter relative to austral winter to greater

stationary wave forcing in the NH.

At 100 hPa, changes in the thermal forcing have less

of a net impact. Inspection of the tropics indicates that

increasing the strength of the polar vortex reduces the

upwelling. Increasing g also shifts the downwelling to-

ward the edge of the polar vortex, increasing it near 508N

and weakening it poleward of 608N. This is consistent

with theoretical expectations based on Charney and Drazin

(1961): strong winds in the cold vortex will limit the upward

propagation of stationary waves into the vortex, reducing

the net wave driving above. This is partially compensated,

however, by increased wave driving and downwelling on

the edge of the vortex, where the winds are not as strong.

The shift in the circulation in response to changes in the

winds highlights the need to account for the latitudinal

structure of the winds, as explored in section 4b.

At 10 hPa, the impact of topography on v* is about

the same as at 100 hPa; increased planetary wave forcing

increases vertical motion, although there is some satu-

ration for large values of h0. The impact of vortex strength,

however, is qualitatively different. The vertical motion at

this level scales almost linearly with g: increasing the

strength of the vortex increases the diabatic circulation.

This confirms the deepening of the circulation suggested

in Figs. 3b and 3d.

We relate changes in the diabatic circulation to

changes in the resolved wave forcing in Fig. 5. Figures 5a

and 5b capture the essential impacts of topography and

g on the residual mean circulation, showing the net

downwelling in each hemisphere as a function of height.

By downward control, the net mass transport across at

FIG. 4. The residual mean pressure velocity at (a),(b) 10 and (c),(d) 100 hPa. The integrations in (a) and (c) differ

only in the amplitude of wavenumber-2 topography at the surface, and the vortex lapse rate parameter is fixed at

4 K km21. In (b) and (d) the surface topography is fixed, with wavenumber 2 and amplitude 3 km, and g is varied.

Note that while topography has a similar impact on the circulation at both levels, the vortex strength has the opposite

impact at 10 and 100 hPa.

2864 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 69



a given pressure level is a function of the wave forcing

above it (Haynes et al. 1991). We confirm this relation-

ship in the model integrations in Figs. 5c and 5d, which

illustrate the total wave driving in each integration. Spe-

cifically, for each hemisphere we plot

t(p) 5
2pr2

0

g

ðequator

pole
f

y9u9

up

cos2f df, (5)

the net Eliassen–Palm (E-P) flux of wave activity across

a pressure surface p. As any net wave activity that prop-

agates across a given pressure level must break above it,

this measure is related to the net torque on the atmo-

sphere above each pressure level. The torque is negative,

or easterly, in both hemispheres, but we reverse the sign

in the NH for clarity.

In Fig. 5a, we see that increasing the topography

uniformly increases the diabatic circulation throughout

the stratosphere, though changes saturate in the upper

stratosphere for increasingly large topography. This fol-

lows the increase in wave driving throughout the strato-

sphere shown in Fig. 5c. Increasing the vortex strength,

however, primarily affects the depth of the upwelling, as

seen in Fig. 5b. At 80 hPa, there is almost no effect on the

upwelling; below this point, a colder vortex reduces the

circulation, but above, it increases the circulation. This can

be related to the redistribution of wave breaking illustrated

in Fig. 5d. Increasing g allows waves to propagate higher

into the stratosphere, increasing wave breaking at upper

levels, which in turn deepens the diabatic circulation.

The relationship between the diabatic circulation and

the wave forcing is not perfect in Fig. 5 because we have

FIG. 5. The vertical structure of the residual circulation and wave driving. The total downward mass flux as

a function of height for integrations in which the (a) topography and (b) cooling of the polar vortex are varied. The

sign of the mass transport is reversed in the Northern Hemisphere for clarity. As the net upwelling in the tropics must

balance to the downwelling in both hemispheres, the total transport by the residual circulation at each pressure level

can be inferred from horizontal distances between the SH and NH curves. (c),(d) The total integrated wave forcing

from the top of the atmosphere to each pressure level, t from (5), for the same integrations. Again, the sign is reversed

in the NH. While the topography primarily controls the total amplitude of the wave driving, the vortex lapse rate

controls its shape.
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neglected the horizontal structure of the wave driving.

Because of the weakening of the Coriolis force at lower

latitudes, the same torque can effect a larger circulation

if it is shifted equatorward. Hence the meridional trans-

port of momentum by eddy fluxes also affects the trans-

port. Downward control calculations (not shown) confirm

that the differences in upwelling can be fully explained by

changes in wave driving. These calculations also allow us

to ensure that our results are not skewed by the Rayleigh

friction near the model top. We find that the sponge layer

response to changes in the wind structure has little effect

on the transport. The impact is minimal in simulation

with varying topography. Increasing g does increase the

circulation driven by the sponge layer, but the changes

are a factor of 10 or more smaller than those driven by

changes in resolved wave driving at 10 hPa, and matter

less lower in the stratosphere.

a. Tropospheric control

The impact of increased surface topography on the

BDC on the model is in keeping with our general un-

derstanding of the stratospheric circulation (e.g., Holton

et al. 1995). One would expect larger topography to excite

larger stationary waves, so increasing the wave forcing and

driving a stronger diabatic circulation. This initial impres-

sion is correct, provided one is careful to specify where the

stationary waves are larger. As shown in Fig. 6a, increasing

the topographic forcing increases the amplitude of the

stationary wave at the base of the stratosphere. In the

stratosphere itself, however, the wave amplitude does not

scale with the topography: initially it increases with h0,

reaching a maximum for h0 5 2 km, and then drops down

again, so that above 10 hPa the wavenumber-2 amplitude

is smaller for h0 5 4 km than for h0 5 1 km. The increased

circulation and wave forcing observed in Figs. 5a and 5c is

well correlated with the stationary wave amplitude in the

upper troposphere and lower stratosphere, but not with

the wave amplitude within the stratosphere.

The surface topography controls the amplitude of the

standing waves in the troposphere, but in the stratosphere,

vortex conditions also play a role in the wave amplitude,

as can be seen in Fig. 6b, where the surface topography is

fixed at h0 5 3 km and g is systematically varied. For fixed

topography, a colder vortex creates a resonant cavity in

the stratosphere leading to stronger stationary waves (e.g.,

Matsuno 1970). When the vortex forcing is kept constant,

however, the stationary waves generated by topography

have a nonlinear impact on the vortex. As discussed by

Gerber and Polvani (2009), topography reduces the am-

plitude of the vortex, having a similar effect as g on the

mean state.

To understand the wave amplitude, one must account

for wave propagation and reflection (e.g., Harnik and

FIG. 6. The root-mean-square (RMS) stationary wave amplitude at

608N, as a function of pressure, for integrations in which (a) h0 is varied

for wavenumber-2 topography and fixed g 5 4 K km21 and (b) g is

varied for integrations with fixed wavenumber-2 topography of am-

plitude h0 5 3 km. (c) As in (a), but for wavenumber-1 topography.
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Lindzen 2001). In Figs. 7a and 7b, we show the stationary

waves for the integrations with h0 5 1 and 4 km, re-

spectively. For the latter integration, the stationary wave

exhibits strong westward tilt with height, implying ver-

tical propagation. This leads to strong wave breaking

throughout the stratosphere, reducing the strength of

the polar vortex. For the integration with weak topog-

raphy, the wave amplitude increases considerably with

height, reaching a maximum near 3 hPa, but the west-

ward phase tilt is substantially diminished. The polar vortex

in this simulation is much stronger (differences between

these integrations are similar to those shown in Figs. 2a

and 2c), forming a resonant cavity. Less wave activity is

actually propagating upward, despite the increased am-

plitude of the wave.

We also explore the impact of different topographic

structure. Wavenumber 1 has an impact similar to that of

wavenumber 2, but the transmission of the wave from

the surface to the stratosphere is not as linear as for

wavenumber-2 topography. As seen in Fig. 6c, for to-

pography up to h0 5 3 km, the stationary wave at the

base of the stratosphere changes little, and only begins

to increases substantially for larger values of h0. As with

wavenumber-2 topography, however, the wave forcing

throughout the stratosphere scales with the wave am-

plitude at the base of the stratosphere (not shown).

Wavenumbers 3 and 4, on the other hand, are very in-

efficient at driving the Brewer–Dobson circulation in the

model, even at large amplitude. This behavior is consis-

tent with the theoretical insight of Charney and Drazin

(1961), who find that the strong winds in the polar vortex

should inhibit the vertical propagation of smaller-scale

stationary Rossby waves.

b. Stratospheric control

While diabatic forcing can generate a nonlinear Hadley

circulation in the tropical stratosphere (e.g., Dunkerton

1989), mechanical forcing is necessary to maintain a cir-

culation across angular momentum surfaces in the ex-

tratropics. In the absence of any mechanical driving,

changes in the diabatic forcing of the extratropical strato-

sphere will simply result in a new equilibrium temperature,

with no residual mean circulation (e.g., Andrews et al.

1987, 300–302). Hence the change in the circulation ef-

fected by the polar vortex lapse rate must be indirect, by

modifying the behavior of the wave driving.

Charney and Drazin (1961) showed that while west-

erly winds are necessary for the propagation of a sta-

tionary Rossby wave, if the winds become too strong, the

wave cannot maintain itself against downstream advec-

tion. The intrinsic easterly phase speed of a wave de-

creases with spatial scale (increased wavenumber), so as

the winds increase, shorter wavelengths can no longer

propagate vertically. Stratospheric wind velocities in the

winter are sufficiently large that synoptic waves are in-

hibited, and only the gravest planetary waves have a chance

of propagating in the vertical. Neglecting the horizontal

structure of the winds, then, one might expect a colder

vortex to suppress wave propagation. In the absence of

topography, this intuition is correct. As found by Kushner

and Polvani (2004, see their Fig. 3), the net wave flux into

the upper stratosphere decreases with increasing g in the

model without topography.

In the presence of topography, however, Fig. 5 sug-

gests that the vortex’s influence on wave activity de-

pends on altitude. Wave activity at 100 hPa is decreased

when the vortex is cooled, but above 80 hPa, increasing

g allows more wave activity to propagate upward. The

key lies in the meridional structure of the flow; g induces

a cooling of the polar vortex relative to the midlatitude

and tropical stratosphere. Even for a very strong vortex,

FIG. 7. The stationary wave structure at 608N in two integrations

with a cold vortex (g 5 4 K km21) and wavenumber-2 topography

of amplitude (a) 1 and (b) 4 km.
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however, there is always a region where wave propa-

gation is possible.

The refractive index n2 was introduced by Matsuno

(1970) to account for the two-dimensional structure of

the polar vortex. He derived a two-dimensional wave

equation in the form jzz 1 jyy 1 n2j 5 0 for a wave

quantity j. Wavelike solutions are possible when n2 is

positive, whereas only evanescent solutions exist when

n2 is negative. Following the formulation by Harnik and

Lindzen (2001), we define n2 by

n2 5

"
q

f

r0(u 2 c)
2

k

r0 cosf

� �2

2 f 2F(N2)

#
, (6)

where q
f

/r0 is the meridional gradient in potential vor-

ticity:

q
f
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5 qy 5 b 2
1

r2
0

"
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f
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#
f

1
f 2

Rd

pu

T

up

up

 !
p

. (7)

The notation is standard, with r0 being the radius of the

earth, u the zonal wind, c and k the phase speed and

zonal wavenumber of the wave, f the latitude, f 5 2V sinf

and b the Coriolis parameter and its meridional de-

rivative, Rd the gas constant of dry air, p pressure, and

u and T the potential and standard temperatures. If N

is constant, the function F(N2), detailed in Harnik and

Lindzen (2001), reduces to 1/(2NH)2, where H is the

scale height. While N is not constant in our model, we

follow Simpson et al. (2009) and make this approxima-

tion, as F(N2) involves high-order derivatives of temper-

ature, which lead to concerns about numerical accuracy.

All results, however, are qualitatively the same if the full

F(N2) is used.

Figure 8 illustrates the relationship between wave

driving, as quantified by the divergence of the Eliassen–

Palm flux, and the index of refraction for stationary

waves (c 5 0) of wavenumber 2 (the dominant wave

forced by our surface topography) for three integrations

with varying g. On the left, we show the key elements

that cause changes in n2, the meridional potential vor-

ticity gradient qy and zonal mean zonal wind u. In the

case of no polar vortex, g 5 0 shown in Figs. 8a and 8b,

the reduction in wave driving in the mid- to upper strato-

sphere can readily be understood in terms of the zero wind

line across the lower stratosphere. Most waves break in the

neighborhood of the critical line, and the diabatic circu-

lation is very shallow. Note that the E-P flux divergence is

shown in units of acceleration (force per unit mass), which

emphasizes wave breaking at higher altitudes. As seen in

Fig. 5d, the total wave forcing above 100 hPa is larger for

g 5 0 than for g 5 6 K km21.

For a strong vortex, g 5 6 K km21, the net reduction

of wave forcing is related to the throttle on wave prop-

agation at the base of the stratosphere, the region of

negative n2 at 408N and 100 hPa in Fig. 8f. Waves that

get past this point through tunneling and changes in the

index with time, however, experience a broader wave-

guide in the midstratosphere relative to the simulations

with weak g (Fig. 8d), particularly in the region of 10–

50 hPa. The key differences are the strength of the po-

tential vorticity gradients and width of the vortex, as seen

by comparing Figs. 8c and 8e. The strong vortex creates

a waveguide deeper into the stratosphere, allowing waves

to propagate to higher altitudes.

While the index of refraction provides a qualitative

explanation for the behavior of the model, it is impor-

tant not to overinterpret results based on linear theory

and the mean state. As shown in Fig. 2, the mean state is

a function of both the wave driving and stratospheric

thermal forcing. A given mean state does not uniquely

describe the wave forcing; that is, a colder vortex can be

obtained by cooling the stratosphere or reducing the

stationary wave forcing from the troposphere. Since the

index of refraction is based only on the mean state, it

varies similarly when g is fixed and the topography is

varied (not shown). When the topography is changed,

however, the index implies a false sense of causality. The

vortex is weaker in cases of larger topography, which

would suggest that there is less room for waves to prop-

agate, but in this case the waveguide is weaker precisely

because there is more wave breaking. The qualitative

analysis based on the index of refraction only works if

the wave driving at the base of the stratosphere is held

fixed, as with the integrations shown in Fig. 8.

5. Connecting the diabatic circulation to tracer
transport

Figure 5 shows that the changes in the diabatic cir-

culation are driven by changes in wave driving in the

winter hemisphere. To understand how these changes

affect tracer transport, and so the differences in mean

age observed in Fig. 1, we must connect the net mass

circulation to tracer transport. Figures 9a and 9b illus-

trate the mean age of air at the equator as a function of

h0 and g. The decrease in age with topography is fairly

linear with h0 at all levels, with some saturation at larger

amplitudes. The relationship is more complicated for g.

The age is very sensitive for small values, particularly at

upper levels, and then saturates at larger amplitudes.

The integration with g 5 0 is singular in the upper

stratosphere, as the residual circulation nearly vanishes

above 10 hPa. Hence the age at 1 hPa was not nearly

converged after almost 3 decades of integration.
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Figures 9c and 9d show net tropical upwelling as

a function of h0 and g. As one would expect based on an

advection–diffusion model (e.g., Waugh and Hall 2002),

changes in upwelling tend to be the mirror image of

changes in age. For the case of varying topography,

younger air is associated with greater upwelling. The

situation is more complicated for changes in upwelling

driven by g, shown in Fig. 9d. The trends in upwelling

FIG. 8. The stratospheric waveguide for three integrations with varying polar vortex strength. (a),(c),(e) The

potential vorticity gradient ›q/›y (colors; units of b at 458N) and the zonal mean wind (black contours; only positive

winds are shown; the zero contour is thick, and the contour interval is 10 m s21). (b),(d),(f) The index of refraction

(colors) and the divergence of the E-P flux [black contours; only negative values are shown and the thin (thick)

contour interval is 0.5 (1.5) m s21 day21]. All three integrations have wavenumber-2 topography of amplitude 3 km,

and g is (a),(b) 0, (c),(d) 2, and (e),(f) 6 K km21.
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mirror changes in age at upper levels (35 and 10 hPa),

but at 100 hPa the tropical upwelling decreases at the

same time as the age in the stratosphere above de-

creases.

Clearly, the net transport into the stratosphere (or

across a particular pressure surface) may not be easily

connected to the age. To highlight the relationship be-

tween age and the residual circulation, we show scatter-

plots of the residual velocity and the mean age in Fig. 10.

Both panels show the relationship between the upwelling

at the equator, which is a good proxy for the total tropical

transport, with the age at the equator and 10 hPa. On

the left, the plot is based on v* at 100 hPa: as suggested

by Fig. 9, there is significant scatter. Transport into the

stratosphere is not correlated with the age across all of

the integrations, exhibiting a correlation coefficient near

zero. A linear relationship is found if one focusses only

on changes associated with topography (blue squares),

but the relationship is the opposite when g is varied (red

circles). Focusing on the upwelling at 28 hPa, however,

as shown in Fig. 10b, one finds a fairly linear relationship

between age and upwelling across all the simulations,

with a correlation coefficient R 5 0.98. The slope of the

scatter, approximately 1.5 yr (Pa day21)21, quantifies the

sensitivity of the age to changes in upwelling: a 1 Pa day21

reduction in upwelling at 28 hPa leads to a 1.5-yr increase

in mean age at 10 hPa. We note, however, that the age

is quantitatively sensitive to model numerics, and so em-

phasize the qualitative link between age and upwelling

reflected in the correlation coefficient.

Figure 10 highlights the fact that the relationship be-

tween the upwelling and the mean age at a given point

depends on the structure of the residual circulation. By

repeating this analysis for all points in latitude–pressure

space (not shown) we find that the age in the middle and

upper stratosphere depends critically on the depth of

upwelling in the tropics, even for points in the high

latitudes. Mixing along quasi-horizontal isentropes can

efficiently transport tracers to the higher latitudes, but

it can only act if the tracer is brought sufficiently high

into the stratosphere by the diabatic circulation in the

tropics.

FIG. 9. Changes in (a),(b) the mean age of air at the equator and (c),(d) the total tropical upwelling as a function of

(a),(c) the amplitude of wavenumber-2 topography with fixed vortex strength g 5 4 K km21 and (b),(d) vortex

strength g with fixed topography (k 5 2, h0 5 3). Note the use of two vertical axes in (c) and (d): the left axis

corresponds to 100-hPa upwelling, the right to the upwelling at 35 and 10 hPa.
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Thus far we have focused primarily on the mean age.

As shown in the left and middle columns of Fig. 11, other

properties of the age spectrum largely follow the mean

age. In the left column, we show the spectral width for

the four key integrations shown in Figs. 1–3. The width is

substantially larger in the two ‘‘old’’ integrations, where

there is no topography or the vortex is very weak. The

spectral width is largest in the lower stratosphere, par-

ticularly for the integration with g 5 4 K km21 and h0 5

0 (Fig. 11a), suggesting a wide variation in how parcels

reach this region, faster through mixing from the tro-

posphere, or slower along trajectories through the deep

circulation high into the stratosphere. The spectral

width is slightly smaller in the other old integration, with

g 5 1.5 K km21 and h0 5 3000 m (Fig. 11d). The modal

age in the winter stratosphere, however, is slightly larger

in this integration, as shown in the middle column of Fig.

11. Parcels are more slowly advected up into the upper

stratosphere, but there is less variance in the trajectories.

The two effects cancel each other out, so that the two old

integrations have about the same mean age in the upper

stratosphere.

The modal age highlights the potential isolation of air

over the pole by the stratospheric polar vortex. The

modal age is higher in the lower polar stratosphere

(;50 hPa) in the integrations shown in Figs. 11b and

11k, despite the fact that their mean age is quite differ-

ent. As shown in Fig. 2, the unifying element in these two

integrations is the strength of the polar vortex. A strong

polar night jet leads to enhanced potential vorticity

gradients on the vortex edge, which in turn inhibits

mixing along isentropic surfaces (e.g., Bühler and Haynes

1999; Sobel and Plumb 1999). In these integrations,

then, mass transport in the vortex is dominated by the

slow, deep circulation from above.

The impact of the vortex on mixing along isentropes is

more clearly visible in the meridional gradient of the

mean age, shown in the right column of Fig. 11. Gradi-

ents in the mean age reveal transport barriers in the

stratosphere. In all integrations, there is evidence of

the two main barriers to transport, separated by a well-

mixed ‘‘surf zone’’ between roughly 308 and 608 (e.g.,

McIntyre and Palmer 1983; Plumb 2002). The tropical

barrier, centered near 208, is the most prominent, but

a secondary barrier on the edge of the polar vortex is

visible at 708 in all integrations. The strength of the

transport barriers in the winter hemisphere, however,

is not well correlated with the mean age. The barriers

are strongest in the old integration with g 5 4 K km21

and h0 5 0 (Fig. 11c) and the ‘‘young’’ integration with

g 5 5 K km21 and h0 5 3000 m (Fig. 11l). As with the

modal age discussed above, the key unifying factor in

these integrations is the strength of the polar vortex.

As shown in Fig. 8, potential vorticity gradients are

increased on both sides of the surf zone when the vortex

is stronger, inhibiting mixing.

The age of air in the mid- to upper stratosphere de-

pends critically on the ability of the diabatic circulation

to bring mass up from the lower stratosphere. It is thus

controlled by the ‘‘deep’’ branch of the residual mean

circulation, and so is equally sensitive to changes in wave

forcing and the diabatic forcing of the stratosphere.

Mixing along isentropic surfaces, however, is sensitive

to the strength of potential vorticity gradients and plays

an important role in ventilating the lower polar strato-

sphere.

FIG. 10. Scatterplots showing the relationship between the mean age of air at the equator and 10 hPa with the

residual mean velocity at the equator and (a) 100 and (b) 28 hPa. The blue and red symbols highlight the integrations

in which h0 and g are varied, respectively, as shown in Fig. 9.
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6. Impacts on the tropopause and cold point

By focusing on the age of the air, we have emphasized

the impact of the stratospheric circulation on the tracer

transport, which is most directly relevant to stratospheric

ozone chemistry. The Brewer–Dobson circulation can also

impact tropospheric climate by shaping the tropopause

(Birner 2010) and altering the water vapor content of the

stratosphere by modulating the temperature of the trop-

ical cold point (e.g., Mote et al. 1996; Solomon et al. 2010).

Figure 12 quantifies changes in the tropopause height,

as defined with the conventional World Meteorological

Organization (WMO) criteria, the level at which the

lapse rate is 22 K km21. Figures 12a and 12b show that

increased topography raises the tropopause in the

tropics. By increasing the diabatic circulation in the

upper troposphere and lower stratosphere (UTLS), to-

pography cools this region of the atmosphere in the

tropics and warms it in the extratropics. According to

the theory of the tropopause height developed by Held

FIG. 11. Properties of the age spectrum for the four integrations shown in Figs. 1–3. (a)–(f) The ‘‘old’’ integrations and (g)–(l) the

‘‘young’’ integrations. (left) The width of the age spectrum, (middle) the modal age, and (right) the meridional gradient of the mean age.

Note that the parameter h0 is specified in m.
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(1982), a cooling (warming) of the lower stratosphere

will induce the tropospheric circulation to deepen (shal-

low) in order to keep the troposphere in net radiative

equilibrium [see also Vallis (2006), ch. 12]. The model

suggests that a substantial change in the equator-to-pole

gradient of the tropopause height (on the order of 1 km)

can be effected by increasing the BDC in the lower

stratosphere, consistent with the calculations of Birner

(2010). Changes in g, shown in Figs. 12c and 12d, have

a smaller effect on the tropical tropopause. When g is

decreased, there is a small rise in the tropical tropopause

due to increased upwelling. There are more significant

impacts in the extratropics, where warming of the vortex

lowers the tropopause at the pole by over a kilometer.

This is driven in part by local changes in downwelling, as

seen in Fig. 4d.

We note, however, that the distinction between the

tropopause height in the tropics and extratropics is well

established in integrations with no topography or weak

g. Haqq-Misra et al. (2011) document the impact of syn-

optic eddies on the shallow branch of the Brewer–Dobson

circulation, which play a significant role in establishing

the contrast between the tropics and extratropics. Here we

find that changes in the circulation driven by planetary-

scale waves can also increase the contrast.

Figure 13 illustrates changes in the cold point tem-

perature and pressure induced by varying topographic and

stratospheric vortex forcing. The results are closely related

to changes in the tropical tropopause height. Figure 13a

shows that increased upwelling driven by changes in plan-

etary waves can cool the cold point (on the order of a de-

gree) and raise it higher in the stratosphere (on the order

FIG. 12. The impact of (a) topographic amplitude and (c) vortex

strength on the location of the tropopause. (b),(d) The corre-

sponding changes in the tropopause height. In (a) and (b), all in-

tegrations have wavenumber-2 topography with fixed g 5 4 K km21.

In (c) and (d), the topography is fixed, with wavenumber 2 and

amplitude 3 km.

FIG. 13. The impact of (a) topographic amplitude and (b) vortex

strength on the temperature and location of the cold point. The

cold point is defined by the minimum temperature in the tropics,

averaged between 108S and 108N.
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of 10 hPa). Changes in response to g are more subtle, on

the order of half a degree. This response is driven by the

slight weakening of the tropical upwelling in response to

a colder vortex.

The model integrations suggest that tropospheric

control on the wave forcing plays the largest role in the

impact of the Brewer–Dobson circulation on the tropo-

pause and cold point. These metrics are most sensitive to

the shallow branch of the BDC, and so less dependent on

conditions in the polar vortex above. This has implica-

tions for our understanding of the seasonal cycle of these

features, as discussed in the context of idealized GCMs

by Chen and Sun (2011). They found that the annual cycle

of the BDC at 70 hPa was well captured by integrations

in which the forcing was varied seasonally in the strato-

sphere alone, but that at 100 hPa and below the seasonal

forcing of the troposphere became more important.

The seasonal cycle in the stratosphere is most readily

connected to g, with strong values corresponding to

winter and weaker values to summer. As shown in Fig.

5b, changes in g have a strong impact above 80 hPa: the

diabatic circulation is increased when the polar vortex is

colder, as in the winter. As the planetary wave forcing is

stronger in the NH, Chen and Sun (2011) show that the

diabatic circulation is thus strongest in boreal winter,

which is in turn reflected in colder lower-stratospheric

temperatures (e.g., Yulaeva et al. 1994; Rosenlof 1995).

The tropical cold point, however, is lower in the at-

mosphere, below the level where changes in the polar

vortex (stratospheric control) have a strong impact in

our model. At this level, the seasonal impact of the polar

vortex would actually appear to be reversed: a colder

vortex is associated with weaker upwelling and a warmer

cold point. Rather, the integrations suggest that changes

in tropospheric wave driving are needed to drive the

seasonal cycle at these levels—although we do not claim

that changes in planetary wave activity are the dominant

mechanism behind the seasonal cycle. Randel et al. (2008)

find that changes in subtropical wave driving are essential

to understanding seasonal variations in tropical upwelling

at 100 hPa, and depend on waves originating in both the

tropics and extratropics.

7. Structural changes in the Brewer–Dobson
circulation

Several recent studies have investigated changes in

the BDC in response to anthropogenic forcing. Com-

prehensive models universally predict an increase of the

circulation at all heights (e.g., Butchart and Scaife 2001;

Li et al. 2008; Garcia and Randel 2008; McLandress and

Shepherd 2009). Engel et al. (2009) do not find evidence

of a strengthening trend based on observations over the

past 3 decades, but the uncertainty in measurements is

sufficiently large that model trends cannot be ruled out.

Bönisch et al. (2011) suggest that differences between

observations and models could be related to structural

changes in the BDC. Specifically, they argue that an in-

crease in the overturning in the lower stratosphere could

explain model results, while a slowing (or lack of a change)

in the deep overturning could keep the mean age in the

mid- to upper stratosphere from decreasing.

Our model integrations confirm that such structural

changes in the circulation are possible, illustrating that

transport in the lower stratosphere can vary independent-

ly of transport in the middle to upper stratosphere. The

mechanism lies in the relative independence of the

stratospheric and tropospheric controls of the circula-

tion. As illustrated in Fig. 14, by reducing g (warming

the polar vortex) while increasing h0 (increasing the tro-

pospheric wave forcing), the diabatic circulation in the

lower stratosphere increases simultaneously with the

mean age in the mid- and upper stratosphere. The in-

creased wave forcing strengthens the overall circulation,

but the weakening of the polar vortex lowers the breaking

level of the waves, resulting in a shallower circulation.

We strongly emphasize, however, that this result only

suggests the possibility that the paradoxical trends in

models and observations could be due to structural

changes. Garcia et al. (2011) show that sampling limi-

tations in observations leads to significant uncertainty,

and it is quite possible that the apparent contradiction

between models and observations is due to limitations

on available measurements.

8. Conclusions

We have explored factors that control the strength

and structure of the Brewer–Dobson circulation in an

idealized general circulation model, linking changes in

the net circulation of mass to changes in tracer transport.

We have shown that the diabatic forcing of the strato-

spheric polar vortex and planetary wave forcing by the

troposphere can have comparable effects on the mean

age of air in the mid- to upper stratosphere. Their impact

on the age, however, is mediated through different con-

trols on the diabatic circulation. Increased planetary wave

forcing leads to an overall increase in the strength of the

BDC, particularly the lower branch of the circulation, an

effect we term ‘‘tropospheric control.’’ A colder polar

vortex, on the other hand, creates a waveguide higher into

the stratosphere, raising the breaking level of the plane-

tary waves and deepening the circulation, an effect we

term ‘‘stratospheric control.’’ Ventilation of mass in the

mid- to upper stratosphere depends critically on pene-

tration of tropical upwelling deep into the stratosphere,
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and so the age of air is comparably sensitive to both

tropospheric and stratospheric controls. The relative

independence of the physical processes underlying tro-

pospheric wave driving and stratospheric diabatic forcing

provide a pathway for structural changes in the Brewer–

Dobson circulation, as suggested in recent observations

by Bönisch et al. (2011).

The tropospheric wave driving was modified by varying

the amplitude and structure of idealized topography at

the surface, as in Gerber and Polvani (2009). We found

that wave breaking though the depth of the stratosphere is

well correlated with the amplitude of stationary, planetary-

scale waves 1 and 2 at the base of the stratosphere. The

relationship between wave amplitude and wave break-

ing in the stratosphere, however, is highly nonlinear. In

the stratosphere, stationary wave amplitude depends more

critically on the strength of the polar vortex, as a strong

polar vortex sets up a resonant cavity and increases wave

reflection. Reflection can lead to large stationary waves

with little vertical phase tilt, and consequently little prop-

agation of wave activity.

The thermal structure of the stratosphere was altered

by varying the parameter g of the Polvani and Kushner

(2002) model, the lapse rate of the equilibrium temper-

ature profile in the winter hemisphere. A colder equi-

librium profile leads to a stronger polar night jet. Outside

the tropics, the diabatic forcing cannot directly force the

Brewer–Dobson circulation, and so can only affect it in-

directly by modifying the wave breaking. The theoretical

work of Charney and Drazin (1961) suggests that a stron-

ger vortex will limit Rossby wave propagation into the

stratosphere, thus reducing the amplitude of the Brewer–

Dobson circulation. In the lower stratosphere this provides

the correct intuition: the net wave forcing of the strato-

sphere is reduced when the vortex is colder, especially

when there is no stationary wave forcing in the lower

stratosphere, as explored by Kushner and Polvani (2004).

At upper levels, however, wave breaking increases with

a colder vortex, as potential vorticity gradients along the

edge of the vortex create a waveguide higher into the

stratosphere.

The mean age of air in the mid- and upper strato-

sphere depends primarily on the deep branch of the

Brewer–Dobson circulation, the upwelling of air high

into the stratosphere. It is therefore sensitive to both

changes in planetary waves forcing from the troposphere

and the diabatic forcing of the stratosphere. Younger air

is associated with a narrower spectral width, which sig-

nifies less variance in the tracer trajectories, and a re-

duced modal age, suggesting more direct transport. Tracer

transport into the lower polar stratosphere, however, is

also sensitive to the strength of polar vortex, as strong

potential vorticity gradients inhibit mixing along isen-

tropes, isolating the polar air.

The tropopause and tropical cold point, on the other

hand, depend primarily on the shallow Brewer–Dobson

circulation and thus are most sensitive to changes in

wave forcing from the troposphere. This result has im-

plications for our understanding of the seasonal cycle of

the BDC in the lower stratosphere. As shown by Chen

FIG. 14. The potential for structural change in the Brewer–

Dobson circulation. The difference in (a) the residual mean mass

streamfunction and (b) the mean age of air, between integrations

16 and 3, showing the impact of increasing the stationary wave

forcing (increasing h0 from 2 to 3 km) while simultaneously

warming the polar vortex (reducing g from 4 to 2 K km21). With

coordinated changes in the forcing, it is possible to increase the

circulation at lower levels while increasing the age at upper

levels.
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and Sun (2011), seasonal changes in the polar vortex

strength (stratospheric control) drive the seasonal evo-

lution of tropical upwelling at 70 hPa and above by

modulating the depth of the wave penetration. Below

this layer, however, changes in tropospheric wave driv-

ing (tropospheric control) become dominant, as found

by Randel et al. (2008).

In using an idealized GCM, we have neglected the

important impact of small-scale gravity waves on the

Brewer–Dobson circulation. Preliminary work with oro-

graphic and nonorographic gravity wave parameteriza-

tions in the model, however, indicates that our main

conclusions are robust. Changes induced by parameteri-

zation of gravity waves are in fact partially compensated

by equal and opposite changes in the resolved waves,

leaving less impact on the BDC than might be expected.

We have also investigated the impact of model resolution

and numerics on our conclusions. While the structure of

the diabatic circulation is very robust to changes in res-

olution and numerics, the quantitative properties of tracer

transport is not, consistent with analysis of a more com-

prehensive chemistry–climate model by Eluszkiewicz et al.

(2000). Hence we have focused on qualitative changes in

the tracer transport in this paper. Results on the robustness

to both numerics and gravity wave parameterization will

be documented in future publications.
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