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Hedging and pricing with a forward

. Forward price for forward contract settled at time T’ > T:

’_ o _
Ft = er(T t)St = erTe rtst == CT/e rtSt.

(Up to a constant) F; =exponentially discounted version of S;
Fo = ERN [Ft] = Ep [Ft], if 0 <t< T’

. If the possible values of Ft are F, and Fg, then 3 implies

Fo— F4
Fu— Fq

u =

Replicating portfolio with a forward and case: same



Random process

St = S(t) = price at time ¢t
S is the whole path, S; is the value at time t
F: = all information available at time ¢, including Sy for
t' < t (see stochastic calculus)
u(s,t' | F¢) (with t’ > t) is the probability distribution of Sy
given all information available at time t
Discrete time: O0=tgy < t1 < - < th, =T
Binomial tree model, homogeneous, tx = kdt:
- S, = uS;, with probability p,

- S, = dS;, with probability py
- all steps independent



Martingale

Ft is the information available at time t
Assume nothing is forgotten: F; C Fp if t/ >t

X; is a stochastic process with respect to F; if the value of X;
is determined by F;.

Example: F; is the prices of all listed stocks up to time t, X;
is an index.

Example: X; is the average of a stochastic process up to time
t.
M; is a martingale if E [My | Ft] = My, for t' > t.
Example, simple random walk: a > 0> b, ap, + bpg =0
- My, = M, + a with probability p,
- My, = M, + b with probability py
- All steps independent, p, + ps =1
- Fi, = values of My, for all j < k, (including M,,, so Fy,
determines M;,)



Risk neutral model worlds

In the risk neutral measure, F; = e~ "S; is a martingale.
Fi = Ern [Fer | Fe] <= Ern[Sr | Fi] = et 70)S,
Lognormal model:
Sy = Seexp{(r—o?/2)(t' —t)+ oVt —tZ}
Binomial tree model, t, = kdt, all steps independent

-S4, = uS;, with probability p,

- S, = dS;, with probability py

- upy+ dpg = €', py+ pg =1
t' — t = At small, calibrate the binomial model so that
AS = S5;;ar — St have the same mean and variance as the
lognormal model, conditional on F;.
Price today of V/(St) at time T is e™"T Egy [V(ST)]

- Discounted expected value, in the Risk neutral model



The log process and log tree

e If S; is a lognormal process, then X; = log(S:) is a “normal”
process

—Xt/:XtJr(uf—)(t'—t)JrU\/t’itZ
-At=t —t, AX =Xy — X;
N NN((M— 7) At U2At)

- AX? = 0(At) = AX ~ O(VAE) > At
The Ito calculus: E [e®] ~ 1+ E[AX] + 2E [AX?]

e If S; is a binomial tree process, then X; = log(S;) is a simple
random walk

- py and py do not change
- a=log(uv), b=log(d).



Continuous time limit

e Find an approximate description of geometric random walk

(the binomial tree process) or ordinary random walk when &t
is small

e Calculus vs. algebra

e Algebra: simple foundations, complicated formulas

. 1 1 1
S(n) = Zk2 = §n3 -+ Enz + gn.
k=0

e Calculus: mathematically challenging foundations, simple
formulas
b
/a f(x)dx (slxiToZ f(x)0x ,  xx=a+ kdx .
Xk

I(n) = /X xPdx = %n3.

=0

I(n) for large n.



Key 1: Central Limit Theorem

Xit1 = X+ Y, Pr(Yi = a,b) = py, pg, Xo =0

Xn = >"7_1 Yk, with the Yj i.i.d. (independent, identically
distributed)

py =Y = E[Y], 02 =var(Y) = E [(Y - 7)2]

Central Limit Theorem: X, is approximately Gaussian with

mean ny and variance no?.

Probability density of X, is f,(x)
f(x) ~ — e Gy P/ (2n}) |

2
27rnay

If x =ja+ (n—j)b, then (in binomial simple random walk)

n(n—1)---(n—j+1)

PriXe =) = 7o

o )




Key 2: Scaling

T =t, = ndt
wy = otp (p = growth rate).
® 1, = mean in a single time step, scales like Jt
0% = &to? (o = volatility)
e 0, = standard deviation in a single time step, scales like Vot
Then E[X7] = pT and var(X7) = 02T
If f(x, T) is the density of X7, then

1 2 2
_ = —(x=uT)/(20°T)
feT) = 27T0'2Te '

In simple random walk, have §X = O(\/ﬁ) could take
° a:—U\/67+u5t, b:U\/67+u5t, pd:pu:%

° a:—om,bzaﬁ,
Po= 4~ £Vt py =} + £V



Brownian motion

X = E Y\ ~ normal mean ut, variance o°t.
t <t

Xy — X; = increment between t and t/

~ normal mean (t' — t)u, variance (t' — t)o?.
Increments from disjoint intervals are independent
| Xy — X¢e| = O(Vt' — t) for small increments
Rough paths, not differentiable



Geometric random walk/binomial tree model

Sy = Spet

d=eP~1—b+1b? (need the b?, Ito)
u=e’~1—b+1b? (need the b2, Ito)

In the limit 6t — 0, S; is Geometric Brownian motion

Si = Soe*t, where X; is Brownian motion (gaussian).



