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1. (a) If X ~ N(0,0?), then

=0+ 30" =30".
(b) Following from 1(a), the variance of X? is

r (X%) = B[] - (B [x2))
=30% — o
=204,
(c) Notice that E [Y;Y;Y}Y]] = 0 for pairwise distinct i, j, k, and [ by independence. Also
E {YinYl} =0 fori#j#1, and E[Y2Y;] =0 for i # j. Therefore,

=3n(n —1)o* + ; (1)

(d) As n — oo, Eq (1) gives that E [X;i] — 30*. Thus the central limit theorem says that the
influence of uy should disappear in the limit as n — oo.

2. (a) If X; is replaced by X; — u, then

n

. 1
Hnew = EZ(Xi — 1)

i=1
= fiold — K-
Similarly,

n—1
=1
1 n
=D (Xi—pu—Xgq+n)
=1
1 - 2
=—> (Xi—X4q)



b) If X; is replaced by 1X;, then
( Y 5

=1
— 1 0
= Hold-
Similarly,
= 1 /1 . 2
0% = — <0Xi—XneW>
=1
1 1 N 2
= — 32 (Xi—fion)
=1
1 o2
 n—102
(c)
n 1 3
e = (353) =1
i=1

Every finite-dimensional inner product space has an orthonormal basis, which may be obtained
from an arbitrary basis using the Gram—Schmidt process.

(d) Given v € R™ and § € R" is be the plane of vectors perpendicular to v. Let € R™ such that
y € § is the orthogonal projection of x onto &, then we must have the minimum

lz = yl* = ll=]1* + llyl|* — 22"y,
which means z'y = ||yH2 . Therefore, since v is perpendicular to y, we can decompose x as

v
= (') + (ay) s
[[v]] [yl
= (mtv)v + vy, (2)
which asserts 1i..

From Eq. (2), * —y = (2'v)v is perpendicular to  — y. So ii. is true. To verify iii, we square

Eq. (2),
Iz))* = (") + [|ly||* + 2(z"v)v'y
= (z'0) + |ly|I?

from ii..

(e) Trivial computation,



(f) Note that

EV;X 7 v” JZXk
= E[Y

by the independence of X. The same reason we prove that the independence of Y;. Also the
orthogonality gives the fact Y; ~ N (0,1).

(g) Let Y be the orthogonal projection of X onto S. Then

n
MG

(h) Notice from (g), since

a function of Y5, Y3, -+ Y, and { is a function of Y; only. They must be independent to each
other.

(i) From part (f) we have Y; ~ N (0, 1), therefore

=2
1
e 1X3L71
Also,
— 1 n
Elo? = > B
n—14
=2
_n —1 1
n—1
()



3. (a) Consider the n — 1 samples x; to represent a single point in a (n — 1)—dimensional space.
The chi squared distribution for n — 1 degrees of freedom will then be given by the prodoct of
Gaussian N (0, 1),

F(q) =Pr(Q <q)

1 2
- - —Ix1%/2
N (27r)(n_1)/2 /”X||2<q ‘ ™ dz1dzy . .. dTp-1.

Let r = \/a?% + 23+ -+ 22 |, since it is a constant, it may be removed from inside the integral
first

—r2/2
e

The integral in (3) is now simply the surface area A of the n — 2 sphere times the infinitesimal
thickness of the sphere which is dr = %. The area of a n — 2 sphere is

(n— 1)7“"_271'71771

A= —1
P~ +1)

Substituting and cancelling terms yields,

F(q) = 2rdr

e /2 /\/‘j (n— 1)r"‘27rnT_l
G Joey T 1)

n—1
_ n_217T 2 (Tl—l) — /\/ae—TQ/an—Qrdr
(L + )@@ D72 g

~
constant

Va
= C/ r=2e= /2y,
r=0

The second part is nothing but differentiating F'(¢) with respect to g

f(q) = F'(q)

_1l n=-1 _g
=Cq 2q 2 e 2
n—2

=Cq 2 e73.
(b) |t| < x implies
<z

V/Q
Vn—1

n —

a
V@

2] <



Therefore,

Pr(lt| < z) =Pr(|2| < WQ)

ﬁ
Z2 dz
©va
\ﬁ / ;;\/;1 2 dzdq

(c) Differentiate Eq.(4) with respect to x,

\/;nT/

(d) Let a(z)g = (1 + ﬁxz) q = r, then

2q
q 2 e 2@ 2(" 1)dq

f@)=C [ ey
0

(1+7e?)”
(e) Consider the simplest case =0, o = 1,

E[X?] = C/

1 + ”52 "H

Then for n = 3, we have



(f) To show the power law tail, we just look at the asymptotic behavior of f(x)
C
~ C(1 4 27) (/2

~ Cz7P.

fz) =

4. Rewrite in matrix form

(%)= F) () (8) e

The eigenvalues of matrix A are i + %i, and thus |[A| < 1 that the Gaussian process is stable.



