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Chapter 1

Introduction

This thesis is on anisotropic adaptive finite element methods for numerical solu-

tion of partial differential equations. Adaptive finite element methods place more

fine scale elements where more resolution is needed. Isotropic or shape regular

adaptive methods use only elements with bounded aspect ratio (stretched elements

are avoided). Anisotropic adaptive methods fit high aspect ratio elements (highly

stretched elements) along the regions of rapid variation of the solution for situations

like shocks or boundary layers. Anisotropic adaptive methods give a bigger saving

in terms of computational cost (number of elements and degrees of freedom) than

the isotropic ones if stretched elements are placed appropriately. This research is

about error estimates and adaptive grid generation allowing the use of anisotropic

(stretched) elements.

There are two main aspects in an adaptive method: error estimation and grid

generation (see Babuska [7], Johnson [20], Zienkiewicz [14], among others). Most of

the theory currently available is restricted to the isotropic case, but see [1], [2], [19],

[21], [23], [25], [27]. One reason that makes anisotropic refinements difficult is that

placing high aspect ratio elements in the wrong direction may cause loss of conver-

gence (see [6]). On the other hand, the amount of computing time and memory

that a good anisotropic algorithm may save compared with a good isotropic algo-

rithm (in problems with anisotropies) is the main reason that motivated this thesis.
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Grid generation algorithms for isotropic refinements are designed to maintain

the aspect ratio of the new elements below certain bound, see the algorithm of Bank

[9]. In 2-D, for triangular meshes, some anisotropic grid generators are designed to

keep the maximum angle of all elements below a bound smaller than π (see [6]).

This usually results in refinement algorithms that do not produce a sequence of

nested finite element spaces, which is a desirable property for error estimation and

for explotation of methods like multigrid to solve the associated system of equations

in an efficient way. The algorithm presented in Chapter 2 generates triangular grids

without any restriction on the angles of the elements and it produces a sequence of

nested finite element spaces.

There are two main difficulties that an error estimator for anisotropic methods

has to handle: (i) grids are not shape regular (ii) the estimator should in addition

to providing information about location also provide information on direction of

stretching in order to improve the current grid. Anisotropic refinements using rec-

tagular elements are of great advantage when there are two directions of anisotropy

(see [23], [25]); triangular elements give more geometric flexibility for more compli-

cated situations. In this thesis we use only triangular elements.

Most error estimates for both isotropic or anisotropic refinements try to esti-

mate the local contributions from each element to the global error. The estimators

used in this thesis are constructed by trying to answer the following question : how

much is the error reduced if we add a single degree of freedom to the current finite

element space? Such an estimator for isotropic refinement has been proposed by

Zienkiewicz (see [14]). In this thesis we prove a theorem about the effectivity of the

estimator in [14] for local quasi-uniform meshes, and we give some results for more

general meshes. We give more robust estimators for the error reduction in Section

2.3.

In Chapter 2 we obtain error estimates for anisotropic refinement in 2-D using
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triangular elements. We construct an anisotropic refinement algorithm based on

the error reduction estimators. Although for 1-D problems there is no anisotropic

refinement, several aspects of our 2-D anisotropic refinement algorithm have been

motivated from applying the error reduction estimators to a 1-D model problem.

We present 1-D numerical experiments (see Chapter 4 for 2-D numerical tests). Dif-

ferent approaches can be found in the work of Goodman, Samuelsson, and Szepessy

[19], and for rectangular elements in Rackowitz [23], Siebert [25].

The applications of anisotropic refinements goes beyond finite elements; as

we will see in Chapter 3, there are some other problems where an appropriate

anisotropic refinement strategy can produce optimal results in terms of number of

triangles needed to achieve a given accuracy. In the model problem that we anal-

yse, we prove that using N triangles the isotropic or regular refinement produces

an error of approximation of order 1/N , while the proposed anisotropic refinement

algorithm gives an error of order 1/N2.
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Chapter 2

Anisotropic error estimates and

algorithms for the Poisson

equation

In this chapter we analyse an error estimator which will be used in the design

of anisotropic refinement algorithms. What makes this estimator different from

most error estimators is that this one estimates the change of the square of the

error when a single degree of freedom is introduced to the current approximating

space. Another difference is the flexibility in the geometry of meshes allowed by

this estimator (see Section 2.4). The estimators given in this chapter are for 2-

D problems but they can be extended to 3-D. Some numerical experiments are

presented in Chapter 4 to test the performance of the error estimators.

2.1 Notation

We will consider here the model problem

−∆u = f in Ω, (2.1)

u = 0 on ∂Ω,

where Ω is the unit square and the data are given such that the solution u and some

of its derivatives change quickly across an interior layer. Approximate solutions of
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the model problem will be obtained by the finite element method using triangular

elements and continuous, piecewise linear functions.

In the usual notation of finite elements (see [11], [20]), a(v, w) is the bilinear

form defining the PDE, < f, v > is the L2 inner product, and ‖ v ‖2
a= a(v, v). For

the model problem (2.1), we have a(v, w) =
∫
Ω∇v · ∇wdxdy, for all v, w ∈ H1

0 (Ω),

and (2.1) can be reformulated as: find u ∈ H1
0 (Ω) such that

a(u, v) = < f, v > for all v ∈ H1
0 (Ω). (2.2)

For the standard finite element formulation of Equation (2.2), we will need a tri-

angulation of Ω, which is a collection τ of triangles contained in Ω such that

Ω =
⋃

K∈τ K and where for any two triangles in τ one of the 3 possibilities holds: a)

their intersection is empty, b) their intersection is a vertex of both triangles, c) they

have an edge in common. The finite element space V ⊂ H1
0 (Ω) will be the space

spanned by the nodal basis functions v1, . . . , vN which are defined as continuous,

piecewise affine functions such that

vi(bj) =

 1 if i = j

0 otherwise,
(2.3)

where b1, . . . , bN are the interior vertices of the triangulation τ . The finite element

discretization of (2.2) is then: find uV ∈ V such that

a(uV , vj) = < f, vj > for j = 1, . . . , N. (2.4)

2.2 The error reduction approach

As we mentioned before, an anisotropic adaptive method requires that an error

estimator should provide information about location and direction of stretching in

order to refine the current mesh. This information is used to obtain a new mesh

that is better adapted to the solution, which reduces the computational cost. The

approach to obtain the anisotropic error estimator we use in this thesis is based on
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the following question: how much is the error reduced if a single degree of freedom

is added to the current approximating space V ? We want to add the degrees of

freedom that produce large error reduction (Fig. 2.1 ). This idea is similar to a

matching pursuits algorithm [22]: from a collection of candidate functions to be

added to V , we select the ones that best match the difference u− uV (with respect

to the bilinear form a), where u is the exact solution and uV is the finite element

approximation. Zienkiewicz proposed that we could get an approximate answer by

a local computation [14]. In this thesis we prove (in Theorem 2.2) the effectivity of

the estimator in [14] for local quasi-uniform meshes, and we give some results for

more general meshes. More robust estimators for the error reduction are given in

Section 2.3.

A B

C

D

E

F

G

Figure 2.1: Adding node F reduces the error more than adding node G.

2.3 An anisotropic a posteriori error estimator

In this section we obtain an estimator of the reduction of the error when a single

degree of freedom is added to the current triangulation. The finite element space

consists of continuous piecewise linear functions. Let τ be the current grid with

approximating space V and let τ̃ be a refinement of τ obtained by bisecting an

interior edge of τ (see Fig. 2.1) where the interior edge AB is bisected), then the
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associated finite element space Ṽ contains exactly one more degree of freedom than

V , say Ṽ = V +span{ϕ}, where ϕ is 0 on all nodes of τ and 1 on the new node (see

Fig. 2.1) where F is the new node). We want to estimate the error reduction

∆e2 =‖ u− uV ‖2
a − ‖ u− uṼ ‖2

a, (2.5)

where u is the exact solution, uV and uṼ are the finite element solutions on the

triangulations τ and τ̃ respectively. The only solution available is uV . We want an

estimator, ∆̂e2, that is of the same order of magnitude and cheap to compute. The

following lemma motivates the error estimator we use:

Lemma 2.1

∆e2 =
|< f, ϕ > −a(uV , ϕ)|2

infv∈V ‖ v − ϕ ‖2
a

. (2.6)

PROOF: Using the facts that V ⊂ Ṽ and (u−uṼ ) is orthogonal to Ṽ (with respect

to the bilinear form a), it follows that (u−uṼ ) is orthogonal to (uV −uṼ ) and thus

‖ u− uV ‖2
a=‖ u− uṼ ‖2

a + ‖ uV − uṼ ‖2
a,

which means from Equation (2.5) that the error reduction can be expressed as

∆e2 =‖ uV − uṼ ‖2 . (2.7)

On the other hand,

‖ uV − uṼ ‖2
a = sup

w∈Ṽ

|a(uV − uṼ , w)|2
‖ w ‖2

a

= sup
w∈Ṽ

|a(u− uṼ , w)− a(u− uV , w)|2
‖ w ‖2

a

= sup
w∈Ṽ

|a(u− uV , w)|2
‖ w ‖2

a

.

Any w ∈ Ṽ can be written as w = v − αϕ with v ∈ V and α ∈ IR.

Thus
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‖ uV − uṼ ‖2
a = sup

v∈V,α∈IR−{0}

|a(u− uV , v − αϕ)|2
‖ v − αϕ ‖2

a

(2.8)

= sup
v∈V,α∈IR−{0}

α2 |a(u− uV , ϕ)|2
α2 ‖ v/α− ϕ ‖2

a

= sup
v∈V

|a(u− uV , ϕ)|2
‖ v − ϕ ‖2

a

= sup
v∈V

|< f, ϕ > −a(uV , ϕ)|2
‖ v − ϕ ‖2

a

.

From (2.7) and (2.8) we obtain Equation (2.6).

The denominator of (2.6) is the a norm distance from ϕ to V . Computing v re-

quires solving a system of equations involving the stiffnes matrix forV . By replacing

V in (2.6) by a low dimension linear subspace W ⊂ V , we get an approximation

∆e2 ≈ ∆̂e2
W =

|< f, ϕ > −a(uV , ϕ)|2
infv∈W ‖ v − ϕ ‖2

a

. (2.9)

We will analyse the estimator ∆̂e2
W for the cases W = W0 = {0} (the Zienkiewicz

estimator [14]) and W = W4 = the space spanned by the nodal basis functions in

V surrounding the edge under analysis (the nodes A, B, C, and D in Fig. 2.1 ).

An estimator ∆̂e2
W is effective if ∆e2 and ∆̂e2

W are of the same order of mag-

nitude and it is cheap to compute. For us “cheap to compute” means O(1) compu-

tation, and “same order of magnitude” means that the constants C1 and C2 with

∆e2 ≤ C1∆̂e2
W ≤ C2∆e2, depend only on the geometric constraints. In Theorem

2.2 we show that both estimators ∆̂e2
W0 and ∆̂e2

W4 are effective for shape regular

triangulations and for triangulations containing high aspect ratio elements with

some geometric constraints.

From W0 ⊂ W4 ⊂ V , it follows that ∆̂e2
W0 ≤ ∆̂e2

W4 ≤ ∆e2. In Section 2.4.3

we construct an example of a mesh where ∆e2/∆̂e2
W0 is very big while ∆e2/∆̂e2

W4

remains low. In practice, we found useful both estimators for the meshes generated
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by the refinement algorithm of Section 2.6.2. See Chapter 4 for a numerical exper-

iments.

The next result establishes the effectivity of the estimator ∆̂e2
W0. The notation

is as follows: given the triangle ABC, its height through C will be denoted by CC ′

(see Fig. 2.2); thus CC ′ is perpendicular to AB and C ′ belongs to the line through

A and B. F is the middle point of AB, and the triangle ABC is divided obtaining

the triangles AFC and FBC; similarly the triangle ABD produces the triangles

AFD and FBD. The length of the line segment AB will be denoted by ‖AB ‖ .

A=(0,0) B=(h,0)

h

C=(r ,

D=(r
2
, δ

δ

α

α

1

2

2

1 h

h

1
)

)

FC’
D’

Figure 2.2: Triangles used in Theorem 2.2

Theorem 2.2 For any triangulation τ and any interior edge AB shared by the

triangles ABC and ABD, with F the middle point of AB, h =‖AB ‖, CC ′ and DD′

the heights through C and D respectively, with α1 =‖CC ′‖ /h, and α2 =‖DD′‖ /h,

then

∆̂e2
W0 ≤ ∆e2 ≤

(
1 +

1

4α1α2

)
∆̂e2

W0. (2.10)

If ‖C ′F ‖≥ βh and ‖ D′F ‖≥ βh then

∆̂e2
W0 ≤ ∆e2 ≤

(
1 +

1

4(β2 + α1α2)

)
∆̂e2

W0, (2.11)

9



for any value of α1α2 > 0.

PROOF: If W is a linear subspace of V , then from (2.6) and (2.9)

∆e2

∆̂e2
W

=
infw∈W ‖ w − ϕ ‖2

a

infv∈V ‖ v − ϕ ‖2
a

. (2.12)

By replacing W by W0 = {0} in (2.12), it follows that

∆e2

∆̂e2
W0

=
‖ ϕ ‖2

a

infv∈V ‖ v − ϕ ‖2
a

. (2.13)

Therefore, it suffices to show that

inf
v∈V

‖ v − ϕ ‖2
a≥

1

M
‖ ϕ ‖2

a, where M = 1 +
1

4(β2 + α1α2)
. (2.14)

Denote by K1 and K2 the triangles ABC and ABD respectively. Without losing

generality, assume that A = (0, 0), B = (h, 0), C = (r1, δ1), and D = (r2, δ2). Thus

α1, α2 > 0 satisfy |δ1| = α1h, |δ2| = α2h. As before V is the finite element space

associated to the current triangulation τ , and τ̃ is the triangulation obtained by

bisecting the interior edge AB of τ . Let Ṽ be the finite element space associated

with τ̃ . We can write Ṽ = V +span{ϕ} where ϕ is the new nodal basis function

corresponding to the vertex F = (A + B)/2; thus ϕ(F ) = 1 and ϕ(bi) = 0 for any

node bi in τ . For any v ∈ V we have

‖ v − ϕ ‖2
a=

∑
K∈τ

∫
K
|∇(v − ϕ)|2 dxdy ≥

∫
K1∪K2

|∇(v − ϕ)|2 dxdy. (2.15)

Introducing the space Θ = {p : K1 ∪K2 → IR | p continuous and p|K1
, p|K2

affine},
we obtain from (2.15) that

inf
v∈V

‖ v − ϕ ‖2
a≥ inf

p∈Θ

∫
K1∪K2

|∇(p− ϕ)|2 dxdy. (2.16)

Some calculations show that p̃ ∈ Θ determined by

p̃(A) = p̃(B) = 1, and p̃(C) = p̃(D) = 0,

minimizes the right hand side of inequality (2.16), that is,

inf
p∈Θ

∫
K1∪K2

|∇(p− ϕ)|2 dxdy =
∫

K1∪K2

|∇(p̃− ϕ)|2 dxdy. (2.17)
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Now, ∫
K1∪K2

|∇(p̃− ϕ)|2 dxdy =
h

2 |δ1|
(
1− 2r1

h

)2

+
2(|δ1|+ |δ2|)

h

+
h

2 |δ2|
(
1− 2r2

h

)2

, (2.18)

and

‖ ϕ ‖2
a =

h

2 |δ1|
((

1− 2r1

h

)2

+ 1

)
+

2(|δ1|+ |δ2|)
h

+
h

2 |δ2|
((

1− 2r2

h

)2

+ 1

)

=
∫

K1∪K2

|∇(p̃− ϕ)|2 dxdy +
h

2

(
1

|δ1| +
1

|δ2|
)

. (2.19)

Therefore, from (2.16), (2.17) and (2.19)

‖ ϕ ‖2
a

infv∈V ‖ v − ϕ ‖2
a

≤ ‖ ϕ ‖2
a∫

K1∪K2
|∇(p̃− ϕ)|2 dxdy

≤ 1 + (
h

2
)

(
1/ |δ1|+ 1/ |δ2|∫

K1∪K2
|∇(p̃− ϕ)|2 dxdy

)
. (2.20)

If ‖C ′F ‖≥ βh and ‖ D′F ‖≥ βh, then |r1 − h/2| ≥ βh and |r2 − h/2|βh, which

implies that |1− 2r1/h| ≥ 2β and |1− 2r2/h| ≥ 2β. Using the last two inequalities

and the relations |δ1| = α1h, |δ2| = α1h, one obtains from (2.18)∫
K1∪K2

|∇(p̃− ϕ)|2 dxdy ≥ 2β2
1

α1
+ 2(α1 + α2) +

2β2
2

α2
. (2.21)

From (2.21) and (2.20) we conclude that

‖ ϕ ‖2
a

infv∈V ‖ v − ϕ ‖2
a

≤ 1 +
1

4(β2 + α1α2)
. (2.22)

This proves (2.11). Inequality (2.10) follows by setting β = 0 in (2.11).

2.4 Shape of triangulations

In this section we analyse the shape of triangles that can be exploited using Theorem

2.2. Let us assume that the triangles ABC and ABD of Theorem 2.2 belong to

11



a mesh τ and that a new node F is tested in the middle of the edge AB. The

triangles are divided into three groups according to the size of their interior angles:

a) Triangles in local quasi-uniform meshes

b) Triangles with only one small angle

c) Triangles with one angle close to π.

2.4.1 Local quasi-uniform meshes

For local quasi-uniform meshes, any pair of triangles ABC and ABD as in Theorem

2.2 have the property that α1 ≈ 1 and α2 ≈ 1. Thus in this case we get from (2.10)

the estimate

∆̂e2
W0 ≤ ∆e2 ≤ C∆̂e2

W0,

with C ≈ 1.25.

2.4.2 Triangles with only one small angle

When the triangles ABC and ABD have only one small angle, Theorem 2.2 says

that ∆̂e2
W0 approximates ∆e2 well. This can be seen as follows:

1) If the new testing node is placed on the short edge, clearly α1α2 � 1 which

implies from Theorem 2.2 that ∆e2/∆̂e2
W0 is close to 1 (see Fig. 2.3a).

2) When the new testing node is in one of the long sides, then β as defined in

Theorem 2.2 is close to 1/2, which implies that ∆e2/∆̂e2
W0 ≤ 2, regardless of how

close α1α2 is to 0 (Fig. 2.3b).

2.4.3 Triangles with one angle close to π

When the triangles ABC and ABD have one angle close to π, Theorem 2.2 gives

a small or big bound for ∆e2/∆̂e2
W0 depending on the shape of the triangles. The

parameter β allow us to establish the cases for which the estimate given in Theorem

2.2 is inconclusive. One example of small bound is when β ≥ 1/4 as in Fig. 2.4a

where the angle C can be close to π but ‖AC‖/‖AB‖ should be close to 1/4 to

have ∆e2/∆̂e2
W0 ≤ 5. An example of a big bound is when both β and α1α2 are

12



❘
❘

A B

C

D

A

C

B

D

  (a)                                      (b)

Figure 2.3: (a) Testing a new node in the short edge gives ∆e2/∆̂e2
W0 ≈ 1. (b) When the

triangles have only one small angle, ∆e2/∆̂e2
W0 has a bound independent of the aspect

ratio.

very close to 0 (see Fig. 2.4b where the new testing node is placed at the middle

of the long side of a triangle that has two other sides of length ≈ 1/2 of the long

side ) since in this case the bound 1+1/(4(β2 +α1α2)) becomes much greater than

1. One reason for this is that Theorem 2.2 takes into account only the 2 triangles

that share the edge where a new node is being tested, without any information on

the rest of the mesh τ . For this case it is possible to construct a triangulation τ

where ∆e2/∆̂e2
W0 → ∞ as the aspect ratio → ∞. An example of this is a mesh

containing eight triangles in Fig. 2.4c, where the six surrounding triangles are

almost equilateral and the aspect ratio h/δ → ∞. For this same mesh of Fig.

2.4c, it can be shown that there is a constant C independent of h and δ such that

1 ≤ ∆e2/∆̂e2
W4 ≤ C. On the other hand numerical experiments suggest that our

refinement algorithm of Section 2.6.2 generate meshes containing triangles with

very high aspect ratio, including triangles for which Theorem 2.2 is inconclusive

(Fig. 2.4b), and still ∆e2/∆̂e2
W0 remains low (less than 6) and ∆e2/∆̂e2

W4 remains

less than 2. For numerical experiments see Chapter 4.

In addition, numerous numerical experiments suggest that our refinement algo-

rithms generate meshes containing triangles with very high aspect ratio, including

triangles for which Theorem 2.2 is inconclusive (Fig.2.4 b), and still ∆e2/∆̂e2
W4

13



❘ ❘ ❘A B
C

D

A B

C

D
A B

C

D

h

h/2

h/2

2δ

(a)         (b)         (c)

Figure 2.4: (a) The angle C can be close to π but ‖AC‖/‖AB‖ should be at most 1/4

to have ∆e2/∆̂e2
W0 ≤ 5. (b) Theorem 2.2 is inconclusive when the angle C is ≈ π and

‖ AC ‖ / ‖ CB ‖≈ 1. (c) An example of a triangulation where ∆e2/∆̂e2
W0 → ∞ as

h/δ →∞. In this example ∆e2/∆̂e2
W4 remains bounded.

remains very low (at most 3). For numerical experiments see Chapter 4.

2.5 The estimator for a 1-D model problem

Although for 1-D problems there is no analogue of elements with high aspect ratio,

the error reduction indicator ∆̂e2
W0 makes sense in this case. Moreover, we can

already see a possible complication of the error reduction approach.

For the 1-D problem:

−u′′ = f on (0, 1),

u(0) = u(1) = 0,

we have

a(u, v) =
∫ 1

0
u′v′dxdy for all u, v ∈ H1

0 (0, 1).

Let T0 be an initial partition of (0,1) with nodes x1 < x2 < ... < xN and let

x0 = 0, xN+1 = 1. Denote by ϕ1, ϕ2, . . . , ϕN the corresponding continuous and

14



piecewise linear basis functions. Consider a point x̃i ∈ (xi, xi+1), for i = 0, . . . , N ,

and let ϕ̃i be the nodal basis function associated to the partition T̃ i
0 = T0+{x̃i} and

such that ϕ̃i(x̃i) = 1. Let V and Ṽi be the finite element spaces associated to the

partitions T0 and T̃ i
0 respectively. A calculation shows that ϕ̃i ∈ V ⊥ and thus, from

Equation (2.6) we obtain that for the 1-D model problem the estimator ∆̂e2
W0 is

exactly ∆e2. Denoting by ∆e2
i the error reduction ∆e2 when introducing the node

x̃i to T0, we have

∆e2
i =

|< f, ϕ̃i >|2
‖ ϕ̃i ‖2

a

.

Consider now the situation where the solution u has an interior layer around

w ∈ (xi, xi+1) of width 2ε and that has values close to uL and uR outside but near

the layer. Consider two cases (see Figs. 2.5a and 2.5b).

i i

uL
u

u
u

x x x x x x

R
R

L

i i i+1 i i i+1

w
w

(a) (b)

Figure 2.5: A function with an interior layer of width 2ε at w ∈ (xi, xi+1). (a) The new

node x̃i satisfies |x̃i −w| > ε. (b) The new node x̃i satisfies |x̃i − w| < ε.

Case a) x̃i = 1
2
(xi + xi+1) and |x̃i − w| > ε.

For our model problem, the finite element solutions uV and uṼi
have the prop-
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erties:

uV (xj) = uṼi
(xj) = u(xj) for j = 1, ..., N and uṼi

(x̃i) = u(x̃i).

Since ∆e2
i =‖ uV − uṼi

‖2
a, we conclude that

∆e2
i ≈

|uL − uR|
h

where h = xi+1 − xi.

Case b) x̃i = 1
2
(xi + xi+1) and |x̃i − w| < ε.

In this case it is possible that ∆e2
i ≈ 0, which means that the approximation

error is going to remain almost the same if we introduce the new node x̃i.

In case a) the values of ∆e2
j for intervals (xj , xj+1) where the solution u is much

smoother than in (xi, xi+1), we have ∆e2
i /∆e2

j � 1. So ∆e2
i gives information of

intervals that must be refined. In case b), on the other hand, the estimator ∆e2
i

does not give useful information of intervals that must be refined.

To remedy the situation presented in b), we will test new nodes at 1/2, 1/3,

and 2/3 of each interval:

x̃i =
1

2
(xi + xi+1), x̃i =

1

3
(2xi + xi+1), and x̃i =

1

3
(xi + 2xi+1).

Then, if h/3 > 2ε we get

∆e2
i ≈

|uL − uR|
2h

for at least one of the three test nodes.

To simplify our refinement algorithm (mainly in 2-D), after comparing all the error

reduction indicators ∆e2
i , the refining will be done by adding nodes in the middle

of the intervals selected for refinement.

The algorithm in 1-D is as follows: let T0 be an initial partition of (0,1) with

nodes x1 < x2 < ... < xN , and compute the finite element solution uV0 in the space

V0 of continuous piecewise linear functions associated to T0. For each interval

(0, x1), (x1, x2), ..., (xN , 1) compute the error reduction estimator |<f,ϕ̃i>|2
‖ϕ̃i‖2a for the

three test nodes x̃i = 1
2
(xi + xi+1), x̃i = 1

3
(xi + 2xi+1) and x̃i = 1

3
(2xi + xi+1) and

16



take ∆e2
i as the biggest of the three computed values. If C is a threshold, 0 < C ≤ 1

and ∆e2
j=maxi=0,...,N(∆e2

i ), then if ∆e2
r ≥ C∆e2

j , mark the interval (xr, xr+1) for

refinement. Refine the marked intervals by adding a node in the middle. Let T1 be

the new mesh, V1 the new finite element space, and N1 the dimension of V1. The

procedure is repeated.

Numerical experiments suggest that for the sequence of meshes T0, T1, . . . con-

structed by this algorithm, with associated finite element spaces V0, V1, ... of dimen-

sions N0, N1, ..., the relation

lim
j→∞

∑Nj

i=0 ∆e2
i

‖ u− uVj
‖2

a

=
3

4

is satisfied. So, as stopping criterion, given a tolerance TOL for the approximation

error, we will stop refining when we reach a mesh Tj such that
∑Nj

i=0 ∆e2
i < 3

4
(Tol)2;

or when we have reached a maximum admissible number of nodes (see Fig. for a

numerical example).
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Figure 2.6: Initial mesh, refined mesh, and magnification of the refined mesh around the

layer located at x = 0.4. The exact solution is u(x) = sin(πx) tanh((x− 0.4)/0.005). For

the refined mesh
∑66

i=0
∆e2

i

‖u−uV ‖2a = 0.7361.

2.6 An anisotropic mesh refinement algorithm in 2-D

In our 2-D refinement algorithm we will compute for each interior edge ηi of the

current triangulation τ the error reduction estimator ∆e2
W , with W = W0 or W =

W4 (see Section 2.3) for three testing nodes located at 1/3, 1/2, and 2/3 of the edge

ηi; we will keep the maximum of the three computed values and denote it by ∆e2
i .

If

∆e2
j = max

i=1,...,M
{∆e2

i }, M = Number of interior edges of τ ,

and 0 < C ≤ 1 is a constant, then we mark edge ηr for refinement if ∆e2
r ≥ C∆e2

j .
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We now have to consider the cases of triangles with one, two, or three marked

edges. To describe the refinement for the case of triangles with two marked edges

we will need a few more estimates which are presented in the next section.

2.6.1 The case of two marked edges

Suppose that in the current mesh τ there is a triangle ABC with two edges, AB

and AC, marked for refinement. We will choose one of two alternatives (shown in

Figs. 2.6.1b and 2.6.1c), keeping the one that gives a bigger error reduction. We

will base our selection by estimating the reduction of the error when two degrees

of freedom are added to the current approximating space V .

A B

C

D

E

A B

C

D

A B

C

D

EE

F

G

F

G
G

x

x

F

    (c)  (b)       (a)

Figure 2.7: (a) The triangle ABC has two edges marked for refinement. (b) The first

alternative of refinement consists of adding first node F followed by G. (c) In the second

alternative the node G is added first followed by F .

Consider the alternative of Fig. b. This is done in two steps (see Fig. 2.8):

1) By testing a new node F on edge AB we would obtain a new mesh τ̃ and a new

finite element space Ṽ = V +span{ϕ} (see Section 2.3). The corresponding error

reduction can be estimated using the finite element solution uV in the mesh τ .

2) Going one step further, we want to estimate the error reduction obtained by

adding a new node G to the mesh τ̃ on edge BC.

In order to estimate the error reduction resulting from adding the node G to

τ̃ , we need the finite element solution uṼ which is not available. How can we get
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     (c)      (b)    (a)

Figure 2.8: (a) Triangle ABC in current mesh τ has two edges marked for refinement.

(b) Adding node F to τ produces a mesh τ̃ . (c) Adding node G to τ̃ produces a mesh ˜̃τ .

an estimate of uṼ ? Let W be a linear subspace of V . It can be shown that the

projection g̃ of uV−uṼ into the space W+span{ϕ} with respect to the inner product

a, satisfies the system of equations

a(g̃, vi) = 0 for vi ∈ W,

a(g̃, ϕ) = a(uV , ϕ)− < f, ϕ > .

So the difference ũ = uV − g̃ is an approximation to uṼ . Moreover g̃ is related

to the error reduction estimator (2.9) by

‖g̃‖a = ∆̂e2
W .

In our case we have W = W0 = {0} or W = W4 =span{v1, v2, v3, v4}, with

v1, v2, v3, and v4 the nodal basis functions in V associated to the nodes A, D, B,

and C respectively. We now use ũ to estimate the error reduction resulting from

introducing the new node G on edge BC of the mesh τ̃ : let ˜̃g ∈ W̃+span{ϕ̃} be

the solution of the system of equations

a(˜̃g, ṽi) = 0 for ṽi ∈ W̃ ,

a(˜̃g, ϕ) = a(ũ, ϕ̃)− < f, ϕ̃ >,
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where W̃ =span{ṽ1, ṽ2, ṽ3, ṽ4}, assuming that ṽ1, ṽ2, ṽ3, and ṽ4 are the basis func-

tions in Ṽ associated to the nodes B, C, F, and E respectively (see Fig. 2.8b)

and ϕ̃ the new degree of freedom with value 1 at node G. If ˜̃V = Ṽ +span{ϕ̃} =

V +span{ϕ, ϕ̃}, then by definition (2.5) and Equation (2.7), the exact total error

reduction of adding this way the nodes F and G to the current mesh is τ is

‖ u− uV ‖2
a − ‖ u− u ˜̃V

‖2
a=

(
‖ u− uV ‖2

a − ‖ u− uṼ ‖2
a

)
+

+
(
‖ u− uṼ ‖2

a − ‖ u− u ˜̃V
‖2

a

)
=‖ uV − uṼ ‖2

a + ‖ uṼ − u ˜̃V
‖2

a .

Therefore the total error reduction can be estimated by the sum ‖ g̃ ‖2
a + ‖ ˜̃g ‖2

a .

For the second alternative (Fig. 2.6.1c) the same procedure is applied but now

we add first node G and then node F . We compare the total error reduction esti-

mated with both alternatives and choose the one with bigger error reduction.

With respect to the function ũ = uV − g̃ of the first alternative, it can be

computed as follows: for the testing node F = tB + (1 − t)A, t = 1/3, 1/2, and

2/3, we have

ũ(F ) = uV (F )− g̃(F )

with uV (F ) = tuV (B) + (1− t)uV (A) and g̃(F ) = tβ3 + (1− t)β1 + β;

ũ(Pi) = uV (Pi)− βi with P1 = A, P2 = D, P3 = B, P4 = C.

Here we have used g̃ =
∑4

i=1 βivi + βϕ.

2.6.2 An anisotropic refinement algorithm

We now describe an algorithm for the 2-D model (3.2) problem using triangular

meshes with continuous piecewise linear functions and the estimators ∆̂e2
W0 and

∆̂e2
W4.

i) Let M0 be the number of interior edges of the initial mesh τ0. For each interior

edge ηi, compute ∆e2
W for the testing nodes located at 1/3, 1/2, and 2/3 of ηi and
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let ∆e2
i be the biggest of the three computed values.

ii) Let ∆e2
j = maxi=1,...,M0{∆e2

i } and 0 < C ≤ 1 a constant. Mark edge ηr for

refinement if ∆e2
r ≥ C∆e2

j .

iii) If a triangle in τ0 has:

1) One marked edge, refine it by joining the middle point of the marked edge with

the opposite vertex (see Fig. 2.9a).

2) Three marked edges, refine it regularly by joining the middle point of the 3 edges

(see Fig. 2.9b).

3) two marked edges, choose one of the two alternatives of Sec. 2.6.1 by computing

the indicators ‖ g̃ ‖2
a + ‖ ˜̃g ‖2

a for each alternative, and choosing the one with bigger

indicator (see Fig. 2.9c).

iv) If a triangle has marked edges and has one edge as part of ∂Ω then it is refined

as follows: if it has two marked edges, refine it regularly; for one marked edge ηr and

one boundary edge η, compare the size of ∆e2
r with the error reduction obtained if

the middle point of η is joined with the opposite vertex and the middle point of ηr

is joined with the middle of η (see Fig. 2.10), choose the refinement that gives a

bigger error reduction.

v) Let τ1 be the refined mesh and repeat the process until a mesh τj satisfies∑Mj

i=1 ∆e2
i ≤ (Tol)2 or the number of triangles in τj is bigger than a maximum num-

ber of triangles allowed.
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Figure 2.9: Refinement of a triangle for the case of 1, 2, or 3 marked edges. For the case

of two marked edges we choose one of two alternatives (see Section 2.6.1).

x

Boundary edge

A B

C

A B

C

A B

C

Figure 2.10: When a triangle has a boundary edge AB and a marked interior edge BC,

it is refined by choosing one of two alternatives.
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Chapter 3

An optimal mesh refinement

algorithm for an interpolation

problem

3.1 Introduction

There are many approximation problems for functions f of several variables (given

explicitly or implicitly) e.g., as the solution of some equation, where the task is to

find a sequence of triangulations {τi} of the domain of f and functions {fi}, where

fi is linear on each triangle of mesh τi. The goal is to make ‖fi − f‖ as small as

possible with a small number of triangles.

To achieve this, the meshes {τi} are genereted adaptively, that is, τi+1 is gener-

ated by introducing triangles only in some “appropriate” parts of τi. The “appro-

priate” parts are usually found with a criterium based on calculations on previous

meshes.

As a model problem we consider here a function f with a jump discontinuity

along a closed curve σ in the unit square and with constant values (1 and 0) in

the two different regions separated by σ. We want to approximate the function
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f with functions that are continuous and piecewise linear on triangular grids; the

approximating error is measured in the L1 norm.

For this model problem, it can be shown that if the approximating function

f̃ is the interpolant of f , then the optimal approximating error is O(1/N2) when

using grids with N triangles, contrasting with O(1/N) when using shape regular

grids. For a long time it was an open problem to find a hierarchical algorithm that

achieves O(1/N2). We analyse here shape regular refinement and an anisotropic

refinement algorithm that achieves the optimal order.

3.2 The model problem

Our model problem is the following: Let σ : [a, b] → IR2 be a closed and smooth

curve in the plane, which is 1-1 on (a, b) and enclosed in a square Ω. Let ΩI be the

closure of the open, bounded set enclosed by σ .

Define f : Ω → IR as

f(x, y) =

 1 if (x, y) ∈ ΩI ,

0 otherwise.
(3.1)

Given a triangular mesh T of Ω, denote by NT the number of triangles in T and

by fT the linear interpolant of f . Thus, fT is the continuous function that satisfies:

i) fT is linear in each triangle K ∈ T .

ii)

fT (a) =

 1 if a ∈ ΩI,

0 otherwise.
(3.2)

for all vertices a of all triangles k ∈ T .
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The error ET will measure how well fT approximates f and in the L1 norm:

ET =
∫
Ω
|f − fT | dxdy.

The problem consists in finding a sequence of meshes T0, T1, . . . where Tj is an ”im-

provement” of Tj−1 and such that ETj
= O(1/N2

j ).

We will consider two type of meshe sequences. For the first one, Tj is obtained

by refining regularly some of the triangles in the mesh Tj−1, and preserving a local

quasi-uniformity in the mesh (see Bank [9]). For the second sequence of meshes, the

shape regularity of elements is not preserved and triangles with high aspect ratio

are introduced. The rate of convergence for the anisotropic case is much better

than the regular one. In this construction, however, a good choice of the initial

mesh is important in order to achieve an optimal rate of convergence.

3.3 Regular mesh refinement

For a regular mesh refinement algorithm that produces local quasi-uniform meshes

T , the approximation error ET is no better than O(1/M), where M is the num-

ber of triangles in T . To see this, notice that for our model problem the triangles

K1, K2, ..., KN in T that intersect σ are the only ones that contribute to the ap-

proximation error ET . Regardless of the shape of Ki, with some estimates using

the formulae to calculate the volume of a tetrahedrom and other geometric shapes

in 3-D we can obtain the inequalities

1

6
Area(Ki) ≤

∫
Ki

|f − fT | dxdy ≤ Area(Ki) for i = 1, .., N .

So
1

6

N∑
i=1

Area(Ki) ≤ ET ≤ 2

3

N∑
i=1

Area(Ki).

Let hi=diam(Ki). Then local quasi-uniformity implies that

µ1h
2
i ≤ Area(Ki) ≤ µ2h

2
i for i = 1, . . . , N ,
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where the positive constants µ1 and µ2 are independent of the mesh T . The approx-

imation error is therefore proportional to
∑N

i=1 h2
i . If l = length(σ), then

∑N
i=1 hi is

proportional to l. The method of Lagrange multipliers can be used to show that

hi = l/N for i = 1, ..., N , minimizes
∑N

i=1 h2
i subject to

∑N
i=1 hi = l. And so the

minimum approximation error is of order l2/N .

3.4 Anisotropic refinement

In this section we construct an anisotropic refinement algorithm which achieves the

optimal rate of convergence, O(1/N2) for meshes with N triangles, for the model

problem of Section (3.2). Mesh refinement in this algorithm requires removing some

triangles in order to introduce new ones as illustrated in Fig. 3.1, where the two

triangles in the quadrilateral P1P2P3P4 (Fig. 3.1a) are decomposed producing the

two quadrilaterals C1C2C3C4 and C2Q1Q2C3 of Fig. 3.1b.

3.4.1 An anisotropic refinement algorithm

Our anisotropic refinement algorithm requires a “good” initial mesh. The initial

mesh has the purpose that during the refinement step the new elongated triangles

enclose the curve σ which allow us to control the error. We describe now how to

construct the initial mesh and how the refinement step is done. In the algorithm

it is assumed that the curve σ of the model problem of Section 3.2 is smooth with

curvature bounded by 1/R. The algorithm is as follows (see Fig. 3.1):

Initial Mesh

a) Split the curve σ into arcs of length at most πR/3

b) For each of the arcs σAB obtained, let P1P2P3P4 be a quadrilateral such that

A and B are the middle points of P1P4 and P2P3 respectively, P2P3 and P1P4 are

both normal to the arc σAB, and ‖P2P3‖= ‖P1P4‖ ≥ 0.7R.

Refinement procedure

1) Let D be the middle point of the curve σAB and construct the quadrilateral

C1C2C3C4 with the following properties :
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i) C1 and C4 are on the line segment P1P4

ii) A is the middle point of C1C4, D is the middle point of C2C3

iii) ‖C1C4‖ = 1
4
‖P1P4‖ = ‖C2C3‖

iv) C2C3 is normal to σAD.

2) Similarly, construct the quadrilateral C2Q1Q2C3 for the arc segment σDB

For the next refinements repeat steps 1) and 2) for each of the resulting quadrilat-

erals.
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A B
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C C
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A B
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34

1 2

34

21

3
4

1

2

D

   (a)    (b)

Figure 3.1: Type of refinement for the anisotropic refinement algorithm. The triangles in

quadrilateral (a) are replaced by the ones in (b).

The main properties of the above refinemenet algorithm are established in the

following

Theorem 3.4.1 Let σ be a smooth convex closed curve inside the unit square whose

length and curvature are bounded by a constant C. Let f be the function with values

1 in the region enclosed by σ and 0 otherwise. Then the refinement algorithm

constructs a sequence of grids T0, T1, ... such that

‖ fTj
− f ‖L1= O

(
C

N2

)
,

where N is the number of triangles in the mesh Tj and the approximating function

fTj
is taken as the linear interpolant of f in the mesh Tj.

Remark In Theorem 3.4.1 the assumption that σ is convex can be dropped as
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long as the triangles in the initial mesh construction do not overlap. In the next

section we state some lemmas which will be used to prove Theorem 3.4.1.

3.4.2 Analysis of the anisotropic refinememt algorithm

In this section we prove Theorem 3.4.1. It will be useful to consider first the case

when σ is a circle of radius R; we will see that the general case follows from this

particular one.

Lemma 3.4.1 Let σ be a circle of radius R and let A and B be two points on the

circle such that σAB is an arc of length at most πR/3. Define three sequences of

real numbers {Sn}, {Ln}, and {Kn} as follows (see Fig. 3.2) :

let D0 = B, and for any integer n ≥ 0 let Dn+1 be the middle point of σADn, that

is, Dn+1 ∈ σADn and length(σADn+1) = length(σDn+1Dn); Sn = length(σADn), Ln =

length(ADn), and Kn = distance from Dn+1 to the middle point of ADn.

Then {Ln}, and {Kn} satisfy

L0

2n
≤ Ln <

S0

2n
for n ≥ 0, (3.3)

K0

4n
≤ Kn ≤ S2

0

8R

(
1

4n

)
. (3.4)

S

A

L

 KD n

n

n

n

Figure 3.2: Construction of the sequences {Sn}, {Ln}, {Kn}.

PROOF: From the definition of Sn and Ln we conclude

Ln+1 ≥ Ln

2
and Sn =

S0

2n
for n ≥ 0. (3.5)

Then (3.3) follows from (3.5) and the fact that Ln < Sn.

Thus
L0

2n
≤ Ln <

S0

2n
for n ≥ 0. (3.6)
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If O is the center of the circle, define the angle αn as in Fig. 3.3. Then (3.4) follows

from the relations

i) Kn = R(1− cos αn+1)

ii) αn+1 = Sn+1/R = S0/(2n+1R)

iii) 1− cos β < β2/2 for any β 6= 0.

S

L

n

n

O

αn

A Dn

Figure 3.3: Angle αn in the proof of Lemma 3.4.1

Lemma 3.4.2 For the sequences of arcs {σADn} of Lemma 3.4.1, let

{Pn,1Pn,2Pn,3Pn,4} be a sequence of trapezoids such that (see Fig. 3.4)

i) A and Dn are the middle points of Pn,1Pn,4 and Pn,2Pn,3 respectively

ii) Pn,1Pn,4 and Pn,2Pn,3 are normal to the arc {σADn}
iii) ‖Pn,1Pn,4‖ = 1

4
‖Pn−1,1Pn−1,4‖ = ‖Pn,2Pn,3‖.

Then the height hn of the trapezoid Pn,1Pn,2Pn,3Pn,4 (that is, the distance from

Pn,1Pn,2 to Pn,4Pn,3) satisfies

(0.954724)
h0

4n
≤ hn ≤

(
2√
3

)
h0

4n
for n ≥ 0, provided that S0 ≤ πR/3. (3.7)

If An is the area of the trapezoid Pn,1Pn,2Pn,3Pn,4 then

A0

8n
(0.9548) ≤ An ≤

(
2.4√

3

)
A0

8n
for n ≥ 0, provided that S0 ≤ πR/3. (3.8)
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Figure 3.4: The trapezoid in the n-th refinement step.

PROOF: Let ln = ‖Pn,2Pn,3‖. We have from the definition of the angle αn that

hn+1

ln
=

cos αn+2

4
≥ 1

4
− 1

8
(αn+2)

2 =
1

4
− 1

32

(
S0

R

)2 1

4n+1
. (3.9)

If C = (S0/R)2 /8, it follows that

hn+1 ≥ h0

4n+1

∞∏
j=1

(1− C

4j
). (3.10)

If S0/R ≤ π/3, then a calculation (with the help of a computer) shows that

hn+1 ≥ (h0/4n+1)(0.954724). (3.11)

From Equation (3.9) we obtain

hn+1

ln
=

cos αn+2

4
≤ 1

4
. (3.12)

Since S0 ≤ π/3, it follows that α1 ≤ π/6. Since ln = ln−1/4 and h0 = l0 cos α1 ≥
l0
√

3/2, from (3.11) and (3.12) we obtain the inequalities (3.7). Let An be the area

of the trapezoid Pn,1Pn,2Pn,3Pn,4 (see Fig. 3.4). From (3.3) and (3.7), An satisfies

An = Lnhn ≤ 2√
3

(
S0

2n

)(
h0

4n

)
=

2√
3

S0h0

8n
, (3.13)

and

An ≥
(

L0

2n

)(
h0

4n

)
(0.9548) =

L0h0

8n
(0.9548) = (0.9548)

A0

8n
. (3.14)

The restriction S0 ≤ πR/3 implies that S0 ≤ 1.2L0, which combined with (3.13)

and (3.14) gives (3.8). This proves Lemma 3.4.2.

31



One of the requirements in the design of the anisotropic algorithm of Section

(3.4.1) was that the trapezoid Pn,1Pn,2Pn,3Pn,4 encloses the arc σADn . This condition

holds if

4Kn < hn, for all n ≥ 0. (3.15)

From (3.4) and (3.7), the last inequality holds if

4

(
S2

0

8R

)(
1

4n

)
< (0.954724)

h0

4n
and S0 ≤ πR

3
,

i.e.,

h0 ≥ S2
0

2R
(1.06) provided that S0 ≤ πR

3
. (3.16)

This means that if R is big then h0 is of size O(1/R). If R < 1 then h0 is of size

O(R).

Let us analyse the convergence of the anisotropic algorithm when σ is a circle of

radius R. Let T0, T1, ... be the sequence of meshes produced by the algorithm ( Fig.

3.5 shows the initial mesh and 3 refinement steps). For the j − th refinement the

error ETj
is proportional to the sum of the areas of the triangles in Tj that intersect

σ. Any of the first trapezoids P0,1P0,2P0,3P0,4 generated by the initial mesh has a

height h0 that satisfies (3.16) due to the fact that ‖P0,2P0,3‖= ‖P0,1P0,4‖ ≥ 0.7R.

Thus the set of all trapezoids generated in the j − th refinement will contain the

curve σ. Taking into account that the area of each trapezoid in the j−th refinement

is bounded by A0/8j, similar calculations as in the regular refinement case of Section

(3.3) allow us to conclude that

ETj
= O

(
l2

(NTj
)2

)
, where l =length(σ). (3.17)
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Figure 3.5: Initial mesh and three refinement steps when σ is a circle.

We turn our attention now to the anisotropic refinement algorithm applied to

curves other than circles. In order to prove Theorem 3.4.1 we will use the following

lemma,

Lemma 3.4.3 Let σ be a smooth closed curve inside the unit square. Let A and

B be two points on σ such that the curvature on the arc σAB has constant sign and

is bounded in absolute value by 1/R. If ‖AB‖ ≤ R, then the arc σAB is completly

enclosed between the line segment AB and the arc CAB of the circle C of radius R

that passes through A and B (Fig. 3.6).
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A B

Circle of radius R

Curve σ

Figure 3.6: The arc σAB is enclosed by an arc of a circle and a line segment AB, as stated

in Lemma 3.4.3

We now link the above lemmas to show Theorem 3.4.1. Let σ, A, B, R, CAB

be as in Lemma 3.4.2. Define D and F as the middle point of the arcs CAB and

σAB respectively. Let L0 = ‖AB‖, L1 = ‖AD‖. The initial mesh construction of

Section 3.4.1 for the arc σAB produces a quadrilateral Q1Q2Q3Q4. Similarly from

the initial mesh procedure applied to the arc of circle CAB the trapezoid P1P2P3P4

is obtained as in Fig. 3.7. As seen before, the initial mesh construction ensures that

the trapezoid Q1Q2Q3Q4 encloses the arc CAB, which, combined with Lemma 3.4.2

guarantee that the quadrilateral Q1Q2Q3Q4 encloses the arc σAB. This and the fact

that the set of trapezoids produced during the j− th refinement procedure applied

to a circle, imply that the quadrilaterals obtained during the j − th refinement

procedure will enclose the curve σ. Moreover, the j − th refinement procedure

applied to the arc of circle CAB produces trapezoids whose areas are of the same

order of magnitude as the quadrilaterals obtained after the j − th refinement is

applied to σAB. Noticing now that if in Lemma 3.4.3 we allow the piece of σ to

change sign then the curve will be enclosed between the two arcs of circles of radii

R that pass through A and B (see Fig. 3.8). This proves Theorem 3.4.1.
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Figure 3.7: Construction used to show that the quadrilateral Q1Q2Q3Q4 encloses the arc

σAB.

A
B

Figure 3.8: The arc σAB, with curvature bounded by 1/R, is enclosed between two arcs

of circles of radii R.
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Chapter 4

Numerical examples

In this chapter we present more details of the type of meshes generated by the

estimators ∆̂e2
W0 and ∆̂e2

W4. In numerical experiments the estimators ∆̂e2
W0 and

∆̂e2
W4 worked very well with the meshes generated by our refinement algorithm.

We present two examples for the elliptic model problem (2.1). In the first one we

selected the data f such that the exact solution is u = sin(πx) sin(πy) tanh((r −
0.5)/ε), where r =

√
(x− 0.1)2 + (y − 0.1)2 and ε = 0.005. This solution has rapid

variations in a thin layer (of order ε) along an arc of a circle centered at (0.1,0.1)

and with radius 0.5 (see [19]). The starting grid contains 25 degrees of freedom

(see Fig. 4.1). After several refinements based on the estimator ∆̂e2
W0 and the

threshold C=1/15, we obtained a mesh with 1780 degrees of freedom. To see how

well ∆̂e2
W0 and ∆̂e2

W4 approximate ∆e2 on the meshes generated, we computed the

exact value of ∆e2 for each interior edge, obtaining the following results: 1) for the

initial mesh: 1 ≤ ∆e2/∆̂e2
W0 ≤ 1.18 and 1 ≤ ∆e2/∆̂e2

W4 ≤ 1.0036 for all interior

edges. 2) For the refined mesh: 1 ≤ ∆e2/∆̂e2
W0 ≤ 3.9 and 1 ≤ ∆e2/∆̂e2

W4 ≤ 1.7

for all interior edges. The aspect ratio (which for triangles can be defined as the

quotient of the longest side over the shortest height) of the initial triangulation is

constant=2; for the refined mesh it varies between 2 and 137. In the second example

the solution has two interior layers that intersect. In general it can be noticed that

∆̂e2
W0 generates triangles that are slightly more elongated than the ones generated

with ∆̂e2
W4. One reason for this is that ∆̂e2

W0 is less accurate than ∆̂e2
W4 when
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a new degree of freedom is tested for the long side of a triangle with shape as in

Fig. 2.4b. Even for this case, our numerical experiments show that ∆̂e2
W4 remains

small (at most 2) and ∆e2/∆̂e2
W0 at most 6 for very high aspect ratio elements.

We present the results obtained for
∑N

i=0
∆e2

i

‖u−uV ‖2a for large N , where V denotes the finite

element space associated to the last refined mesh; N is the number of interior edges

in the last refined mesh, and ∆e2
i is the error reduction indicator (using ∆̂e2

W0 or

∆̂e2
W4 applied to the the i− th interior edge. We will see that for large N ,

∑Nj
i=0 ∆e2

i

‖u−uVj
‖2a

is close to 3/4, in agreement to what happens in the 1-D model problem (see the

end of Sec. 2.5). We have also compared the anisotropic meshes generated by

our algorithm with an adaptive shape regular refinement (using the error reduction

approach to detect triangles that must be refined), obtaining savings in the number

of triangles by a factor of 15.
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Figure 4.1: Initial grid with 25 degrees of freedom, refined grid with 1780 degrees

of freedom using ∆̂e2
W0 , and blow up of the refined grid. The exact solution is

sin(πx) sin(πy) tanh((r− 0.5)/ε), where r =
√

(x− 0.1)2 + (y − 0.1)2 and ε = 0.005. The

refined mesh contains triangles with aspect ratio up to 137 and 1 ≤ ∆e2/∆̂e2
W0 ≤ 3.9,

1 ≤ ∆e2/∆̂e2
W4 ≤ 1.7 for all its interior edges.
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Figure 4.2: Same as Fig. 4.1 but using ∆̂e2
W4 . The final mesh contains 1700 degrees of

freedom.
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4.1 An example using ∆̂e2
W4

Here we approximate the exact solution sin(πx) sin(πy) tanh((r − 0.5)/ε) of the

elliptic model problem (2.1) using the estimator ∆̂e2
W4 . The maximum aspect

ratio in the refined mesh was 65, the last mesh contains 1700 degrees of freedom,

the maxumum value of ∆e2/∆̂e2
W4 and ∆e2/∆̂e2

W0 was 1.46 and 3.41 respectively.∑Nj
i=0 ∆e2

i

‖u−uVj
‖2a =0.74.
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Figure 4.3: Initial mesh and the first three refinements using ∆̂e2
W4. The exact solution

is sin(πx) sin(πy) tanh((r − 0.5)/ε), where r =
√

(x− 0.1)2 + (y − 0.1)2 and ε = 0.005
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Figure 4.4: Next four refinements.

41



0 0.5 1
0

0.2

0.4

0.6

0.8

1

0 0.5 1
0

0.2

0.4

0.6

0.8

1

0 0.5 1
0

0.2

0.4

0.6

0.8

1

0.3 0.4 0.5 0.6 0.7
0.2

0.3

0.4

0.5

0.6

Figure 4.5: Next refinements, the last one with 1700 degrees of freedom. Also a blow up

of the last mesh.
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Figure 4.6: Blow up of the last mesh.
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Figure 4.7: Blow up of the initial mesh and the first three refinements.
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Figure 4.8: Blow up of the next four refinements.

4.2 An example with two layers that intersect

Here we approximate the exact solution 0.5 sin(πx) sin(πy)(tanh((r − 0.5)/ε) +

tanh((y−x+0.2)/ε)) of the elliptic model problem (2.1) using the estimators ∆̂e2
W4

and ∆̂e2
W0. The maximum aspect ratio in the refined meshes was 80 and 120 re-

spectively, the last meshes contain 2010 and 1820 degrees of freedom respectively,

the maxumum value of ∆e2/∆̂e2
W4 and ∆e2/∆̂e2

W0 were 1.9 and 6 respectively.

For the refinement based on ∆̂e2
W4 we got

∑Nj
i=0 ∆e2

i

‖u−uVj
‖2a =0.7524.
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Figure 4.9: Initial mesh and the first three refinements using ∆̂e2
W4 . The exact

solution is 0.5 sin(πx) sin(πy)(tanh((r − 0.5)/ε) + tanh((y − x + 0.2)/ε)), where r =√
(x− 0.1)2 + (y − 0.1)2 and ε = 0.005.
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Figure 4.10: Next four refinements.
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Figure 4.11: Next four refinements. The last one has 2010 degrees of freedom.
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Figure 4.12: Blow up of the last mesh using the estimator ∆̂e2
W4.
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Figure 4.13: The estimator ∆̂e2
W0 produced the mesh shown with 1820 degrees of free-

dom. The other pictures are magnifications of this mesh.
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