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We examine thermal convection in a two-dimensional annulus using fully resolved direct numerical
simulation (DNS) in conjunction with a low-dimensional model deriving from Galerkin truncation
of the governing Navier-Stokes Boussinesq (NSB) equations. The DNS is based on fast and accurate
pseudo-spectral discretization of the full NSB system with implicit-explicit time stepping. Inspired
by the numerical results, we propose a reduced model that is based on a Fourier-Laurent truncation of
the NSB system and can generalize to any degree of accuracy. We demonstrate that the lowest-order
model capable of satisfying all boundary conditions on the annulus successfully captures reversals of
the large-scale circulation (LSC) in certain regimes. Based on both the DNS and stability analysis of
the reduced model, we identify a sequence of transitions between (i) a motionless conductive state,
(ii) a state of steady circulation, (iii) non-periodic dynamics and chaotic reversals of the LSC, (iv)
a high Rayleigh-number state in which LSC reversals are periodic despite turbulent fluctuations at
the small scale. The reduced model reveals a link to a damped pendulum system with a particular
form of external forcing. The oscillatory pendulum motion provides an accurate prediction for the
LSC reversal frequency in the high Rayleigh-number regime.

I. INTRODUCTION

The nonlinear coupling between temperature and flow fields in thermal convection leads to a range of highly nontrivial
dynamics [1–6]. For example, the collective motion of a turbulent flow may form a large-scale circulation (LSC) that can
drive atmospheric and oceanic patterns [7, 8]. The direction of the LSC is known to reverse [9, 10], which can lead to
observable effects such as a sudden changes in wind direction [11]. Reversals of the LSC in mantle convection may even
play a role in reversals of Earth’s magnetic dipole [12], and in solar convection the magnetic switchbacks of the Sun [13]. In
other contexts, the mixing of moving fluids can substantially enhance heat transfer rates [4, 14–18], making fluids perfect
coolants. It is even more interesting when thermal convection couples to a moving interface, where processes like melting
[19–21], erosion [22–27], dissolution [28–31], and sublimation [32, 33] are accelerated by convection as solid morphology
evolves. On an extremely large scale, convection in the Earth’s mantle drives plate tectonics [34–37].
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FIG. 1. Thermal convection in an annulus. (a) Schematic showing the fluid domain [r ∈ (r0, 1/2)] as an annulus embedded in a solid
with constant vertical temperature gradient. (b) At low Ra, the fluid stays motionless and heat simply conducts through the fluid.
(c) Increasing Ra beyond a critical value leads to circulating fluid motion. (d) Further increasing Ra leads to chaotic circulations
that switch direction randomly. (e) At very high Ra, the reversal motion becomes periodic while the small-scale flow is turbulent.
Movies of (b)-(e) are included in the Supplemental Material. Rayleigh-number values are Ra = 1.4×105 (b), 3.1×106 (c), 2.5×107

(d), and 1.1× 109 (e). In all cases, Pr = 4 and r0 = 0.4.

In this manuscript and companion letter [38], we consider a canonical example of two-dimensional (2D) thermal convec-
tion shown in Fig. 1(a) [39], in which an annular domain of fluid is heated from below. Depending on the strength of the
thermal forcing, the fluid may remain motionless in a conductive state [Fig. 1(b)], circulate steadily in either the clockwise
(CW) or counter-clockwise (CCW) direction [Fig. 1(c)], or exhibit reversals of the LSC, be they chaotic [Fig. 1(d)] or
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periodic [Fig. 1(e)]. The circulatory nature of thermal convection, which appears generically across many settings, is
especially reinforced by the annular shape of the domain considered here. The feedback with geometry tends to create a
single, dominant convection cell, while minimizing other effects, such as corner rolls or detached plumes [9, 40, 41]. This
large convection cell represents large-scale coherent motion observed at high Rayleigh number in other geometries and in
other applications [4, 9, 10, 42, 43].
Previous studies have qualitatively linked the rich dynamics in Fig. 1 to the famous Lorenz system [44–46], a dynamical

system describing thermal convection in a planar domain. Diverse states with order and chaos have been observed in both
models [44, 45, 47] and experiments [48, 49]. Phenomenological models developed for other geometries lend additional
insight [9, 10, 41]. However, a precise model for annular convection that derives systematically from the governing
equations and that quantitatively predicts the sequence of transitions is still missing. In this work, we revisit this classic
configuration of thermal convection and analytically derive a low-dimensional model from the flow and heat equations. By
studying the time evolution of the fluid center of mass (CoM) and the angular momentum L, our work links the thermal
convection in Fig. 1 to a mechanical pendulum problem for CoM and provides analytic predictions of the onset of fluid
motion and chaos.
In the following, we introduce the governing equations (Sec. II), and then discuss a scheme to perform direct numerical

simulations of thermal convection (Sec. III). We next link the observed nonlinear behaviors to a low-dimensional system of
ordinary differential equations (ODEs) (Sec. IV). The derivation of this dynamical system requires minimal assumptions,
and it recovers the numerical observations over a large range of parameters. Through analyzing the critical states and
stability of the ODE system, the transition between different dynamical states can be analyzed in detail (Sec. V). We
finally show how the high Rayleigh-number convection can be linked to a mechanical pendulum (Sec. VI), and close with
some concluding remarks (Sec. VII).

II. GOVERNING EQUATIONS

Consider an annular fluid domain of inner radius R0, outer radius R1, and height h = 2R1 as depicted in Fig. 1(a).
The fluid is heated from below, with temperature difference ∆T between the bottom and top of the annulus. Material
properties include the kinematic viscosity ν, the thermal diffusivity κ, the thermal expansion coefficient βT , and the
average fluid density ρ0. The coupled fluid flow and heat transport inside the annulus are governed by the incompressible
Navier-Stokes equations with Bousinesq approximation (NSB):

∂u

∂t
+ u · ∇u = −∇p+ Pr∇2u+ PrRaTey, (1)

∂T

∂t
+ u · ∇T = ∇2T, (2)

∇ · u = 0. (3)

The above equations are in dimensionless form, with space scaled on h, time on h2/κ (the thermal diffusive timescale),
velocity on κ/h, and density variations on ∆ρ = ρ0βT∆T . Variables include the dimensionless velocity u, pressure p, and
temperature T fields. Equations (1) to (3) represent conservation of momentum, thermal transport, and incompressibility
respectively. Dimensionless parameters include the Rayleigh number Ra and the Prandtl number Pr:

Ra =
βT∆Th

3g

νκ
, Pr =

ν

κ
. (4)

The Rayleigh number measures the relative strength of thermal forcing, while the Prandtl number measures the ratio of
momentum to thermal diffusivity.
The imposed temperature on the outer boundary of the annulus decreases linearly with height, while the inner boundary

remains adiabatic. Meanwhile, the velocity field, expressed as u = ueθ + ver in polar coordinates, satisfies no-slip
conditions on both boundaries. The boundary conditions are thus:

u = v = 0 at r = r0 and r = 1/2, (5)

∂T

∂r
= 0 at r = r0, (6)

T =
1− sin θ

2
at r = 1/2. (7)

Due to our nondimensionalization, r = 1/2 represents the outer boundary and r = r0 = R0/2R1 the inner boundary. In
Eqs. (1) to (7), the three dimensionless numbers Ra,Pr, r0 serve as the control parameters.
We first note that system Eqs. (1)–(7) supports a conductive state in which the temperature decreases with height and no

fluid motion occurs. By setting u = 0 in Eq. (2) and satisfying boundary conditions Eqs. (6) and (7), the conductive-state
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temperature distribution can be determined in exact form as

Tcond =
1

2
− r0

1 + 4r20

(
r

r0
+
r0
r

)
sin θ. (8)

In this state, relatively cool, heavy fluids sits atop warm, light fluid, thus raising the center of mass (CoM). Notice that,
as a consequence of the inner adiabatic condition, the temperature within the fluid does not simply vary linearly with
height. The dimensionless coordinates of the CoM are given by

X = − 1

A0

∫
Ω

xT dA , Y = − 1

A0

∫
Ω

y T dA. (9)

where A0 = π(1−4r20)/4 is the area of the annulus and dA = r drdθ is the area element. We note that the dimensional CoM
can be obtained by multiplying by hβT∆T . Inserting (8) into (9) and integrating, gives the height of the conductive-state
CoM,

y0 =
1 + 12r20

16(1 + 4r20)
. (10)

From this formula, it is clear that y0 > 0 for any value of r0, thus confirming that the conductive-state CoM lies above
the center of the annulus.

At sufficiently high Rayleigh number, the top-heavy conductive state gives way to thermal convection. The circulatory
nature of thermal convection, which appears generically across many settings, is especially reinforced here by the annular
shape of the domain. This feedback with geometry tends to create a dominant convection cell that fits the annulus,
although fine-grained, complex dynamics may appear in combination. To characterize the leading-order dynamics, we
introduce the average angular momentum L of the fluid

L =
1

A0

∫ 2π

0

∫ 1/2

r0

r2u drdθ. (11)

Here, L > 0 corresponds to rotation in the counter-clockwise (CCW) direction.

III. DIRECT NUMERICAL SIMULATIONS

In this section, we discuss direct numerical simulation (DNS) of the NSB system given by Eqs. (1) to (7). We first
introduce the numerical methods and then discuss results of the simulations.

A. Numerical methods

Our simulation method is based on the 2D streamfunction-vorticity form of Eqs. (1) to (3):

∂ω

∂t
+ u · ∇ω = Pr∇2ω + PrRa

(
∂T

∂r
cos θ − 1

r

∂T

∂θ
sin θ

)
, (12)

∂T

∂t
+ u · ∇T = ∇2T, (13)

−∇2ψ = ω, u = ∇⊥ψ. (14)

Rather than solving for u and p, our method solves for the vorticity ω = r−1 [∂r(ru)− ∂θv] and stream function ψ.
Velocity can then be recovered as u = ∇⊥ψ = r−1ψθer − ψreθ, so u = −ψr and v = r−1ψθ.

We first discretize time with the second-order Adam-Bashforth Backward Differentiation method (ABBD2). At time
step t = n∆t, Eqs. (12) to (14) become

∇2ω(n) − σ1ω
(n) = f (n), (15)

∇2T (n) − σ2T
(n) = g(n), (16)

−∇2ψ(n) = ω(n), (17)
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where

∇2 =
∂2

∂r2
+

1

r

∂

∂r
+

1

r2
∂2

∂θ2
, σ1 =

3

2Pr∆t
, σ2 =

3

2∆t
, (18)

f (n) = Pr−1
[
2(u · ∇ω)(n−1) − (u · ∇ω)(n−2)

]
− (2Pr∆t)−1

(
4ω(n−1) − ω(n−2)

)
(19)

− Ra
(
Tr cos θ − r−1Tθ sin θ

)(n)
,

g(n) =
[
2(u · ∇T )(n−1) − (u · ∇T )(n−2)

]
− (2∆t)−1

(
4T (n−1) − T (n−2)

)
. (20)

ABBD2 is an implicit-explicit (IMEX) method for solving the stiff advection-diffusion equations, where the diffusion is
handled by the backward differentiation method and the advection terms are handled by the Adam-Bashforth method.
Furthermore, explicit and nonlinear terms in f (n) and g(n) are computed pseudo-spectrally, with an anti-aliasing filter
detailed in [50]. Through properly arranging the IMEX operator splitting, the overall accuracy of this method is second
order in time. This well-tested method has been implemented in various convection problems [51–53], yielding accurate
solutions for a wide range of parameters.
Equations (15) to (17) are Helmholtz and Poisson equations that can be solved by standard numerical methods. Consid-

ering that r ∈ (r0, 1/2) and θ is periodic, we discretize r variable with a Chebyshev series and θ variable with a truncated
Fourier expansion. For more details of this Fourier-Chebyshev method, see [51, 53]. With given initial and boundary data,
(16) can be solved first to obtain T (n), which is inserted in f (n) so (15) can be solved next. Finally, (17) is solved with
the known ω(n).
Typically, we use 1024 Fourier modes and 128 Chebyshev nodes in our simulation, which yields resolved and accurate

solutions. We further set ∆t = 5 × 10−4 Ra−1/2 to maintain time-stepping accuracy and stability, considering that the
characteristic flow speed scales as |u| ∼

√
Ra (to be shown later).

The main difficulty of solving Eqs. (15) to (17) is from the boundary conditions,

ψ = ψr = 0, Tr = 0 at r = r0, (21)

ψ = −Q(t), ψr = 0, T =
1− sin θ

2
at r =

1

2
. (22)

In these boundary conditions, we have both Neumann and Dirichlet data on ψ, but no boundary data on ω. This situation
can be handled by the influence matrix method [51], which is a method to numerically map the Neumann data of ψ to
the Dirichlet data of ω.
Due to the nonzero flow circulation, we also have to determine the flux Q(t) = (2π)−1

∫ 2π

0

∫ 1/2

r0
u(r, θ, t) drdθ in the

Dirichlet data of ψ. Denoting the θ average of f as f̂ = (2π)−1
∫ 2π

0
f dθ and averaging the eθ component of Eq. (1), we

have

∂û

∂t
+ (̂urv) +

(̂uv)

r
= PrRa ̂(T cos θ) + Pr

(
∂2û

∂r2
+

1

r

∂û

∂r
− û

r2

)
, (23)

û(r0, t) = û(0.5, t) = 0. (24)

At time t = n∆t, values of u(n−1), v(n−1) are known and T (n) can be solved by Eq. (16) first, therefore we can solve

û(r, t) pseudo-spectrally with Chebyshev method. Finally, Q(t) =
∫ 1/2

r0
û(r, t) dr.

B. Numerical results

In this section, we briefly present some results of the DNS and show how tuning parameters like Ra can lead to diverse
dynamical states. In all simulations, we set the inner radius to be r0 = 0.4 so that dynamics are confined to a relatively
narrow annulus. At Pr = 4, numerically solving Eqs. (1) to (7) yields fluid motions shown in Fig. 1, with corresponding
movies included in the Supplemental Material. Figure 1(b) shows the low-Ra case, in which buoyancy is too weak to
overcome viscous forces. In this conductive state, the fluid is motionless, and the only mechanism for thermal transport
is conduction. As Ra increases, the destabilizing buoyancy becomes strong enough to drive a circulating flow shown in
Fig. 1(c), where the fluid circulates unidirectionally in either the CW or CCW direction. At even higher Ra, Fig. 1(d) shows
that the flow is no longer unidirectional, but reverses between CW and CCW in a chaotic manner. Counterintuitively,
this reversal becomes regular as Ra gets even higher, where the flow is turbulent but the bulk motion reverses periodically
as shown in Fig. 1(e).
To better capture the circulatory nature of flow in the thin channel, Fig. 2 shows the time series of the angular momentum

L(t) as defined in Eq. (11). At each Pr, the general trend of conductive, circulating, and reversal flow patterns emerges as
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FIG. 2. Angular momentum L at various Ra and Pr reflecting the strength and direction of circulation. Four states of motion can
be identified: conductive, circulating, chaotic reversal, and periodic reversal states. In all simulations, r0 = 0.4.

we increase Ra, where the critical Ra separating these states differs depending on Pr. At Ra = 1.4× 105 (first column of
Fig. 2), the motionless conductive state is a stable equilibrium for all the DNS presented, as initially added perturbation
in L decays rapidly. In this case, a steady state exists for Eqs. (1) to (7) which has no flow (L = 0) and a conductive
temperature profile given by Eq. (8).
The second column of Fig. 2 shows the case Ra = 3.1 × 106, in which the flow reaches a steady circulating state

with nonzero angular momentum. Although all the circulating states in Fig. 2 have a CCW direction, we note that CW
circulating flow is also possible, depending on the initial distribution of temperature and flow.
So far, the flow and temperature profiles are steady as t → ∞, however this steadiness is lost as we increase Ra to

2.5× 107 for Pr = 4. This particular case shows that a steady circulating flow can also destablize, leading to the state of
chaotic reversal, where the circulation is no longer unidirectional and the flow switches between CW and CCW directions.
The dynamics of L(t) are chaotic, as small perturbations to the initial condition lead to very different trajectories. We
will later show that the Lyapunov exponent in this case is large.
Although one might expect the state of chaos to persist, or even intensify, as the Rayleigh number increases, surprisingly

order returns at sufficiently high Ra. At the Rayleigh number of 1.1× 109 (last column of Fig. 2), the trajectory of L(t)
oscillates periodically, even though the flow structure is far from trivial as shown in the supplemental movies. How does
this oscillatory state appear even though the flow is turbulent? What determines the frequency of the reversals? We
address these questions in later sections through a simplified ODE model that links this periodic flow reversal to the
oscillation of a mechanical pendulum.
The reversal states also exist for simulations with different Pr shown in Fig. 2, with an exception of those with Pr = 0.5

where the dynamics do not transition to chaos. Through investigation of the ODE model in later sections, we identify a
critical Prandtl number Pr∗, below which the state of steady circulation remains stable for arbitrarily large Ra.
In Fig. 2, the scale of L apparently depends on Ra and Pr. As a measure of this scale, we define the root mean square

of L as

Lrms =
√
⟨L2⟩, (25)

where ⟨·⟩ is the time average operation. Figure 3(a) shows that Lrms remains zero for low Ra until a critical value
Ra∗1 = 7.25 × 105 (this value will be identified later), at which point Lrms grows positive with increasing Ra. That is,

higher Ra results in stronger circulation. In the high Ra limit, Lrms ∝
√
Ra and has a weak dependence on Pr.

The flow velocity on the other hand, can be represented by the Reynolds number,

Re = Pr−1⟨max |u|⟩, (26)

where we use the maximum flow speed max |u| to represent the velocity scale and Pr to represent the scale of kinematic
viscosity. We note that the definition Eq. (26) is a consequence of our non-dimensionalization procedure, where we have
rescaled the length by h and speed by κ/h, so Re = h⟨|U |⟩/ν = (κ/ν)max |u|, where U is the maximum dimensional flow
speed.
Shown in Fig. 3(b), Re also becomes nonzero as Ra > Ra∗1, indicating the onset of fluid motion. At high Ra, Re also has

a power-law dependence with Ra that has an exponent near 0.5, agreeing with the value obtained from Rayleigh-Bénard
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convection [4, 53]. Interestingly, the scale of flow speed max |u| at a constant Ra is not strongly influenced by Pr, as Re
at a fixed Ra is inversely proportional to Pr in Fig. 3(b).
After analyzing the flow structures, we now turn our attention to the heat transfer. To measure the amount of heat

passing through the fluid, we define the dimensionless Nusselt number,

Nu =
⟨q⟩

⟨qcond⟩
=

⟨
∫ π

0
(∂rT )|r=1/2 dθ⟩

⟨
∫ π

0
(∂rTcond)|r=1/2 dθ⟩

. (27)

Above, q is the total heat flux measured in the DNS, while qcond is the heat flux associated with the conductive temperature
field in Eq. (8). Naturally, Nu = 1 for solids and motionless fluids, while thermal convection gives Nu > 1, meaning the
moving fluid is able to carry more heat convectively. Indeed, we observe this transition in Fig. 3(c), where a sudden
increase of Nu can be spotted at Ra∗1. In the limit of high Ra, a power law scaling Nu ∼ Ra0.27 emerges, similar to the
scaling observed in the Rayleigh-Bénard convection (i.e. planar boundaries) [4, 17, 53].
With the simple geometry of an annulus, it becomes possible to analyze the flow and temperature dynamics of thermal

convection. In the next section, we derive a low-dimensional dynamical system to reconcile the observations from DNS.
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FIG. 3. Time-averaged bulk quantities of the flow and temperature fields. (a) RMS value of angular momentum Lrms represents the
circulation strength. (b) Reynolds number Re indicates the scale of flow speed. (c) Nusselt number Nu measures the heat passing
through the fluid domain. In all simulations, r0 = 0.4, and a common critical Rayleigh number can be identified as Ra∗1 = 7.25×105.

IV. LOW-DIMENSIONAL DYNAMICAL SYSTEM

In this section, we derive a low-dimensional ODE system for thermal convection in an annulus. Importantly, the system
is cast in terms of physically relevant variables: the average angular momentum L(t) and CoM coordinates (X(t), Y (t))
as defined in Eqs. (9) and (11) respectively. These variables permit a transparent description of the circulatory flow fields
and buoyancy variations characterizing thermal convection.
The ODE system derives systematically from Galerkin truncation of the governing equations, a strategy that has been

successfully employed for other systems [54–57]. In particular, we perform a Fourier-Laurent expansion of solutions to the
NSB system and truncate to the lowest-order capable of satisfying all boundary conditions on the inner and outer rings
of the annulus. The velocity field that results from this process is a shear flow in the angular direction, u = u(r) and
v = 0, which best approximates the true flow when the annulus is relatively narrow, i.e. r0 ≈ 1/2. For this reason, we set
r0 = 0.4 in the majority of numerical experiments. For smaller values of r0, we expect the ODE model to still capture the
leading-order dynamics of the full system, but with larger quantitative differences.

A. Derivation of ODE system

When expressed in polar coordinates, the angular component of Eq. (1) and the incompressibility constraint Eq. (3)
take the form

ut + vur +
1

r
uuθ +

1

r
uv = −1

r
pθ +RaPrT cos θ + Pr

(
urr +

1

r
ur +

1

r2
uθθ −

1

r2
u+

2

r2
vθ

)
, (28)

vr +
1

r
v +

1

r
uθ = 0 . (29)

Multiplying Eq. (28) by r2, integrating over the annulus Ω, applying incompressibility Eq. (29) and the no-slip condition
Eq. (5), and using the CoM definition Eq. (9) gives the evolution equation

L̇ = −RaPrX +
Pr

A0

∫ 2π

0

(
r2ur

) ∣∣∣r1
r0
dθ. (30)
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This equation is exact within the NSB framework. The first term, −RaPrX, represents torque due to an off-center CoM,
much like in a pendulum system. This torque tends to destabilize the top-heavy conductive state. For example, if the
CoM is perturbed to the left, X < 0, then −RaPrX > 0, which increases L. Since the conductive CoM is raised, y0 > 0,
increasing CCW angular momentum carries X farther left, creating the positive feedback associated with instability. The
second term involving

(
r2ur

) ∣∣r1
r0

acts as damping. For example, if the rotation is primarily CCW with L > 0, then u > 0

on average. Thus, in order to satisfy the no-slip boundary conditions, u must decrease as r approaches the inner or outer
boundary, r → r+0 or r → 1/2− respectively, both giving

(
r2ur

) ∣∣r1
r0
< 0 and thus reducing the angular momentum.

We next introduce some approximations to supplement the exact evolution Eq. (30) and obtain a closed system for the
variables L(t), X(t), Y (t). Since the temperature distribution T (r, θ, t) is periodic in θ, it can be written as a Fourier series
with no approximation made,

T (r, θ, t) = a0(r, t) +

∞∑
n=1

an(r, t) cosnθ + bn(r, t) sinnθ, (31)

From (6)–(7), the coefficients inherit boundary conditions

∂ran = ∂rbn = 0 at r = r0, (32)

a0 = 1/2, b1 = −1/2, all others vanish at r = 1/2. (33)

Similarly, both velocity components are periodic in θ, and so each can be written as a (complex) Fourier series

u(r, θ, t) =

∞∑
n=−∞

ûn(r, t)e
inθ, v(r, θ, t) =

∞∑
n=−∞

v̂n(r, t)e
inθ. (34)

The no-slip boundary conditions, Eq. (5), and incompressibility, Eq. (29), respectively yield the conditions

ûn(r, t) = v̂n(r, t) = 0 at r = r0 and r = 1/2, (35)

inûn + v̂n + r∂rv̂n = 0 (36)

holding for each n.
We now aim to truncate the Fourier expansions, Eqs. (31) and (34), to the lowest order capable of satisfying all boundary

conditions. In particular, we retain up to the n = 1 mode in the temperature field and the n = 0 in the velocity field. It
is necessary to retain the n = 1 mode in the temperature field to satisfy the thermal condition, Eq. (33), whereas only the
n = 0 mode in the flow field is needed to satisfy the no-slip conditions, Eq. (35). Enforcing incompressibility, Eq. (36),
implies that v̂0(r, t) = 0, which shows that the leading-order flow structure is shear (u, v) ∼ (û0(r, t), 0).
The thermal transport equation, Eq. (2), written in polar coordinates is

Tt +
u

r
Tθ + vTr =

1

r

∂

∂r
(rTr) +

1

r2
Tθθ. (37)

Inserting the Fourier expansion Eq. (31) and the truncated velocity fields, (u, v) = (û0(r, t), 0), into Eq. (37), multiplying
by r2, and projecting onto Fourier mode n gives

r2ȧn = −nr û0(r, t) bn − n2an + r∂r (r∂ran) , (38)

r2ḃn = +nr û0(r, t) an − n2bn + r∂r (r∂rbn) . (39)

At order n = 0, the above gives a diffusion equation for a0(r, t),

ȧ0 = r−1∂r (r∂ra0) . (40)

Boundary conditions (32)–(33) imply limt→∞ a0(r, t) = 1/2, regardless of initial conditions. We will therefore set a0 = 1/2
henceforth, as variations from this value simply represent transient dynamics that are decoupled from the rest of the
system.
From Eq. (9), the CoM coordinates are given by

X(t) = − π

A0

∫ 1/2

r0

r2a1(r, t) dr, Y (t) = − π

A0

∫ 1/2

r0

r2b1(r, t) dr. (41)

Differentiating with respect to time, inserting Eqs. (38) and (39) with n = 1, and simplifying yields the formulas

Ẋ =
π

A0

∫ 1/2

r0

rû0(r, t)b1(r, t) dr −
π

A0

(
r2
∂a1
∂r

− ra1

) ∣∣∣r1
r0
, (42)

Ẏ = − π

A0

∫ 1/2

r0

rû0(r, t)a1(r, t) dr −
π

A0

(
r2
∂b1
∂r

− rb1

) ∣∣∣r1
r0
. (43)
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We now assume special forms for the radial dependence of the variables a1(r, t), b1(r, t), and û0(r, t). Guided by the
conductive-state solution, (8), we assume truncated Laurent expansions for the coefficients a1 and b1:

a1(r, t) =
1

2
A(t)(2r − 1)

(
1− 2r20r

−1
)
, (44)

b1(r, t) = −1

2
+

1

2
B(t)(2r − 1)

(
1− 2r20r

−1
)
. (45)

These are the most general Laurent expansions containing powers r−1, r0, r1 and satisying boundary conditions Eqs. (32)
and (33). Setting A(t) = 0, B(t) = −(4r20 +1)−1 recovers the conductive-state solution, Eq. (8), exactly, whereas allowing
these coefficients to vary creates different buoyancy fields.
Also guided by the Laurent expansion, we assume the following form for the angular velocity

û0(r, t) = C(t)(r − r0) (1− 2r) r−1. (46)

Similarly, this is the most general Laurent expansion that contains powers r−1, r0, r1 and that satisfies the no-slip
conditions Eq. (35). Setting C(t) = 0 trivially recovers the conductive state, whereas allowing this coefficient to vary
creates different circulatory flow fields.
Inserting Eqs. (44) and (45) into Eq. (41) and integrating yields the following linear relationships between the CoM

coordinates and the coefficients A(t), B(t):

X(t) =

(
(1− 2r0)

2(1 + 6r0 + 16r20)

48(1 + 2r0)

)
A(t), (47)

Y (t) =
1 + 2r0 + 4r20
12(1 + 2r0)

+

(
(1− 2r0)

2(1 + 6r0 + 16r20)

48(1 + 2r0)

)
B(t). (48)

Meanwhile, from Eq. (46) and the definition of angular momentum, Eq. (11), L(t) relates linearly to C(t) through

L(t) =
2π

A0

∫ 1/2

r0

r2u(r, t) dr =
(1− 2r0)

2

12
C(t). (49)

Inserting Eq. (46) into Eq. (30), using the linear relationship Eq. (49), and simplifying gives the evolution equation

L̇ = −RaPrX − αPrL, (50)

where α = 48/(1− 2r0)
2. Meanwhile, inserting Eqs. (44)–(49) into Eqs. (42) and (43), performing exact integration and

simplifying gives the following evolution equations for the CoM coordinates:

Ẋ = −kLY + γL− βX, (51)

Ẏ = +kLX + δ − βY. (52)

Here, the coefficients α, β, δ, k, and γ are each functions of r0 only, as given by:

α =
48

(1− 2r0)2
, β =

48(1 + 4r20)

(1− 2r0)2(1 + 6r0 + 16r20)
, δ =

3(1 + 12r20)

(1− 2r0)2(1 + 6r0 + 16r20)
, (53)

k = 24
(1− 2r0)(1− 6r0 − 4r20 − 88r30 + 32r40)− 96r30 ln (2r0)

(1− 2r0)5(1 + 6r0 + 16r20)
, (54)

γ =
(1− 4r20)(1− 8r0 − 224r30 − 80r40)− 192r30(1 + 2r0 + 4r20) ln (2r0)

(1− 2r0)5(1 + 2r0)(1 + 6r0 + 16r20)
. (55)

Two important length scales naturally arise from grouping like terms in Eqs. (51) and (52):

y0 = δ/β The height of the conductive-state CoM, (56)

y1 = γ/k The height of the pendulum fulcrum, (57)

where the interpretations will be justified momentarily. With these definitions, the self-contained dynamical system
Eqs. (50) to (52) becomes

L̇ = −RaPrX − αPrL, (58)

Ẋ = −kL(Y − y1)− βX, (59)

Ẏ = +kLX − β(Y − y0). (60)
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FIG. 4. Pendulum structure of the ODE system. (a) Equations (58) to (60) correspond to a pendulum with fulcrum y1 and forcing
term that drives the CoM towards y0. (b) The constants in the ODE model depend on r0 only; y0 always lies above the fulcrum,
y1, implying that ∆y = y0 − y1 > 0 for any r0.

The above form offers some important physical insight. First, if there is no flow L = 0, Eqs. (59) and (60) show that
the CoM converges to the point (X,Y ) = (0, y0) with y0 given by Eq. (56). At the same time, no fluid motion produces
the conductive-state solution Eq. (8), with CoM height given by Eq. (10). Hence, Eq. (56) must correspond to Eq. (10),
and this can be verified directly; both give equivalent formulas for the height of the conductive-state CoM.
Second, if β = 0, Eqs. (58) to (60) are mathematically identical to those of a damped pendulum with angle ϕ(t),

mass m, and length l. Equations (58) to (60) are simply written in terms of the bob’s Cartesian coordinates (X,Y ) =

(l sinϕ, y1 − l cosϕ) and angular momentum L = ml2ϕ̇. In this analogy, the gravitational constant is g = kl2RaPr, and
the damping coefficient is αPr. Most importantly, Eq. (59) shows that fulcrum of the pendulum lies at the point (0, y1)
with y1 given by Eq. (57).

The terms in Eqs. (59) and (60) with prefactor β arise from the interaction of boundary heating and thermal diffusion.
These terms drive the CoM towards the conductive-state CoM (0, y0). Through Eqs. (56) and (57), it can be shown that
0 < y1 < y0 for any r0, implying that these terms act to raise the CoM above the fulcrum and, hence, tend to destabilize
the system. Figure 4(a) illustrates these two heights, y0 and y1, and Fig. 4(b) shows their dependence on r0. A crucial
parameter that appears in the stability analysis is the distance ∆y = y0 − y1 > 0, which is positive for any r0 as seen in
Fig. 4(b). Also seen in Fig. 4(b) is the dependence of the parameters α, β, and k on r0.
It is important to remember that the constants in the ODE model, α, β, k, y0, and y1, are purely geometric in that they

depend on r0 only as given by Eqs. (53) to (55). The only parameters that depend on other physical properties, such as
the strength of thermal forcing, the viscosity, etc., are Ra and Pr.

B. Simulation of ODE system in comparison to DNS

In this section, we discuss numerical solutions of the ODE system, Eqs. (58) to (60), in comparison to the fully-resolved
DNS of Eqs. (1) to (7). Numerical solutions of the ODE system are found with Matlab’s ode45. As in previous sections,
we fix Pr = 4 and r0 = 0.4, and vary the Rayleigh number. Figure 5 shows solution trajectories of (L(t), X(t), Y (t))
computed from both the DNS (top panel) and the ODE system (bottom panel) for a sequence of four Rayleigh numbers.
In each case, we prescribe the same initial conditions in the DNS and ODE system. The resulting solution trajectories
are remarkable similar in all four cases, and in fact nearly identical in the first two [Fig. 5(a)–(b)], suggesting that the
simplified ODE system recovers detailed convective dynamics across a range of Rayleigh numbers.

The first two cases [Fig. 5(a)–(b)] feature the lowest Rayleigh numbers, Ra = 7.8 × 105 and 3.1 × 106 respectively. In
each case, the solution (L(t), X(t), Y (t)) converges to a fixed point with non-zero angular momentum, L ̸= 0, and a CoM
that is raised, Y > 0, and off-set, X ̸= 0. This type of fixed point corresponds to the steadily circulating state seen
in Fig. 1(c); the fluid rotates in either the CW or CCW direction at constant rate. The cases shown in Fig. 5(a)–(b)
exhibit CCW rotation L > 0 as a result of the initialization. The main difference between Fig. 5(a) and Fig. 5(b), is
that at Ra = 7.8× 105 the system converges to the circulating state as an overdamped oscillator, and at higher Rayleigh,
Ra = 3.1× 106, the system converges as an underdamped oscillator.
At Ra = 2.5 × 107, Fig. 5(c) shows more complex solution trajectories that appear to fill a higher-dimensional set.

Measurements in Section V of this set’s fractal dimension yield a value of 1.4, characteristic of a strange attractor. Each
sign change of L seen in Fig. 5(c) indicates a reversal of the LSC. The view of the L(t) time-series from Fig. 2 shows these
reversals to occur erratically, suggesting chaotic dynamics. While it is difficult to directly compare two chaotic time series,
the attracting sets obtained from DNS and from the ODE system appear remarkably similar, suggesting that the reduced
ODE model captures the main features of convective dynamics in this regime.

Figure 5(d) shows the highest Rayleigh number, Ra = 1.1× 109. In this case, the ODE dynamics converge to a stable
limit cycle, seen as the simple, closed curve in the bottom panel (the early-time convergence to the limit cycle is not shown).
Since L changes sign, this limit cycle corresponds to periodic reversals of the LSC, much like was observed in the DNS
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FIG. 5. Comparison between ODE model Eqs. (58) to (60) and fully-resolved DNS. (a) At Ra = 7.8 × 105, the dynamical system
is overdamped and the solution trajectory (L, X, Y ) quickly approaches the steady circulating state. (b) At Ra = 3.1 × 106, the
dynamical system becomes underdamped and the solution is an inward spiral towards the steady circulating state. (d) Increasing
Ra to 2.5 × 107 brings the trajectory to chaos, whose shape indicates a strange attractor with fractal dimension of 1.4. (e) Limit
cycle appears at Ra = 1.1 × 109, indicating a periodic solution. In all simulations, Pr = 4 and r0 = 0.4. Movies of (b)-(d) are
included in the Supplemental Material.

at high Ra (see the right-most panel of Fig. 2). The top panel of Fig. 5(d) shows that the DNS dynamics approximately
follow a similarly shaped limit cycle, though with fluctuations about the cycle. In the DNS, the LSC reversals are nearly
periodic, but with a small amount of variability. This variability will be quantified further in Section VI by measurements
of the frequency spectrum. Despite the presence of fluctuations, the main shape of the limit cycle from DNS and the ODE
model in Fig. 5(d) appear similar, again suggesting that the ODE model captures the leading-order convective dynamics
well.
The close match between the ODE model and DNS observed in Fig. 5 suggests that the ODE model successfully captures

the main features of convective dynamics across a range of Rayleigh numbers. Since the ODEmodel is substantially simpler,
it may offer insight into the transitions between the different convective steps, and this idea is explored in the next section.

V. STABILITY AND BIFURCATION ANALYSIS

To better understand the transitions between different convective states, we now examine the stability and bifurcations
of the ODE model, Eqs. (58) to (60). First, to locate the fixed points, we set L̇ = 0 and Ẏ = 0 to obtain

X = − α

Ra
L, Y = y0 −

kα

βRa
L2. (61)

Then setting Ẋ = 0 yields a condition for the fixed points in terms of L only,

L
[
k2αL2 −

(
βkRa∆y − αβ2

)]
= 0. (62)

There can be up to three roots of this cubic equation:

L = 0, L = ±L1 = ±β
k

√
kRa

αβ
∆y − 1. (63)

The first root, L = 0, corresponds to the conductive state. The second two roots, L = ±L1, are real only if the term under
the radical is positive. These roots correspond to circulating states of constant angular momentum in either the CCW or
CW direction (+L1 and −L1 respectively). The three roots yield three possible fixed points of the system:

L = 0, X = 0, Y = y0 The conductive state, (64)

L = ±L1, X = ∓ α

Ra
L1, Y = y1 +

αβ

kRa
The circulating states. (65)

For general (L,X, Y ), the Jacobian of Eqs. (58) to (60) is given by

J(L,X, Y ) =

 −αPr −RaPr 0
−k(Y − y1) −β −kL

kX kL −β

 . (66)
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Evaluating the Jacobian determines the type and stability of each fixed point.

A. Ra < Ra∗
1, stable conductive state

We now analyze bifurcations with respect to increasing Rayleigh number, Ra, while holding r0 and Pr fixed. In
particular, for Rayleigh numbers below the critical value,

Ra∗1 =
αβ

k∆y
, (67)

the term under the radical in Eq. (63) is negative and so the circulating-state fixed points do not exist. Thus, for Ra < Ra∗1
the conductive state, Eq. (64), is the only fixed point of the system. Evaluating the Jacobian gives

Jcond =

 −αPr −RaPr 0
−k∆y −β 0

0 0 −β

 . (68)

Consider the three eigenvalues z1, z2, z3 of this matrix. Due to the zeros in the last row and last column, one eigenvalue
is z1 = −β. The other two are eigenvalues of the smaller 2 × 2 subsystem that excludes the final row and final column.
The trace of this subsystem is negative, and the determinant is equal to Pr(αβ− kRa∆y), which transitions from positive
to negative precisely as Ra crosses the threshold Ra∗1. Thus, for Ra < Ra∗1, all three eigenvalues are negative and so the
conductive state corresponds to a stable node. For Ra > Ra∗1, two eigenvalues are negative and one is positive, meaning
the conductive state is a saddle point.

B. Ra∗
1 ≤ Ra < Ra∗

2, bistable circulating states

As Ra crosses the critical value Ra∗1, the two circulating-state fixed points emerge, and, simultaneously, the conductive
state loses stability. That is, a supercritical pitchfork bifurcation occurs. Evalauting the Jacobian at the circulating fixed
points will show that they emerge as stable fixed points and then undergo stability transitions at yet higher Rayleigh
numbers.
In particular, the Jacobian matrix, Eq. (66), evaluated at each circulating fixed-point, Eq. (65), is given by

J± =

 −αPr −RaPr 0
−αβ/Ra −β ∓kL1

∓αkL1/Ra ±kL1 −β

 . (69)

The characteristic polynomial of this matrix is

P (z) = z3 + c2z
2 + c1z + c0, (70)

c0 = 2αk2L2
1 Pr, (71)

c1 = k2L2
1 + β2 + αβ Pr, (72)

c2 = αPr + 2β. (73)

This cubic polynomial has three roots, z1, z2, and z3. At least one root is guaranteed to be real, while the other two may
either be real or form a complex-conjugate pair. The discriminant ∆ determines which occurs,

∆ = (z1 − z2)
2(z2 − z3)

2(z1 − z3)
2 = c21c

2
2 − 4c0c

3
2 + 18c0c1c2 − 4c31 − 27c20. (74)

If ∆ ≥ 0, then all three roots are real, whereas if ∆ < 0, then two of the roots are complex conjugates.
We first consider Ra slightly above the critical value Ra∗1, in which case L2

1 = O(Ra− Ra∗1) is small. Substituting into
(74) gives

∆ = c21α
2Pr2 +O(Ra− Ra∗1). (75)

Thus, if Ra > Ra∗1 and Ra is sufficiently close to Ra∗1, then ∆ > 0 and so all three roots are real. Furthermore, the
coefficients c0, c1, c2 are all positive, and so there cannot be any positive roots of Eq. (70). Therefore, in this case of Ra
slightly above Ra∗1, all three eigenvalues are negative, and so the circulating states correspond to bistable nodes.

As Ra continues to increase, the discriminant eventually becomes negative implying that two eigenvalues become
complex. The precise Rayleigh number at which this occurs, denoted Ra∗3/2, can be determined by setting ∆ = 0 in (74).

As Ra crosses Ra∗3/2, the circulating states transition from stable nodes to stable spirals. In the former stage, the system
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behaves as an overdamped oscillator as seen in Fig. 5(a), and in the later stage, as an underdamped oscillator as seen in
Fig. 5(b).

As Ra increases further beyond Ra∗3/2, the circulating states eventually lose stability. To determine where the transition
occurs, we use Vieta’s formulas

z1 + z2 + z3 = −c2, (76)

z1z2 + z2z3 + z1z3 = c1, (77)

z1z2z3 = −c0. (78)

where z1, z2, z3 are the three eigenvalues, and c0, c1, c2 are the coefficients given by Eqs. (71) to (73). Let z1 denote the
real eigenvalue and z2,3 = σ ± iω the complex-conjugate pair. Then the circulating-state fixed points are stable spirals
if σ < 0 and unstable spirals if σ > 0. The transition occurs at σ = 0, which implies that z2 + z3 = 0 and z2z3 = ω2.
Inserting into Eqs. (76) to (78) gives z1 = −c2, ω2 = c1, and z1ω

2 = −c0 respectively, which combine to give c0 = c1c2.
Substituting this relationship into the definition of the coefficients, Eqs. (71) to (73), yields

2αk2L2
1 Pr = (k2L2

1 + β2 + αβ Pr)(αPr + 2β), (79)

Recall that the Rayleigh number appears in k2L2
1 through

k2L2
1 = α−1βkRa∆y − β2. (80)

Therefore, solving (79) for k2L2
1 yields the critical Rayleigh number Ra∗2 at which the circulating states lose stability,

Ra∗2 =
α2 Pr

k∆y

(
αPr + 4β

αPr− 2β

)
. (81)

Beyond this threshold, all fixed points of the system are unstable.

C. Ra ≥ Ra∗
2, chaos and eventual return to order

As Ra crosses Ra∗2, a Hopf bifurcation occurs and the circulating states change from stable to unstable spiral points.
Past this critical value, all fixed points of the system are unstable, thereby introducing the possibility of chaotic dynamics
as supported by the numerical observations in Fig. 5(c). Before analyzing the chaotic state, the explicit form of Eq. (81)
offers a few simple observations. First, for Pr smaller than the critical value

Pr∗ = 2β/α, (82)

the denominator in Eq. (81) is negative, implying that there is no Ra∗2 threshold. That is, if Pr ≤ Pr∗ and the circulating
states exist, then they remain stable no matter how large the Rayleigh number is. Thus, Pr ≤ Pr∗ precludes the possibility
of chaos; trajectories are simply attracted to one of the bistable circulating states or to the conductive state.

The second observation is that taking the limit Pr → ∞ in Eq. (81) shows that the threshold Ra∗2 scales linearly with
Pr with prefactor α2/(k∆y). That is, large Pr numbers require large Ra values to reach the chaotic regime. Since large
Ra values generally require greater computational expense in DNS, this observation suggests that the most practical way
to realize the chaotic state in the DNS is to choose Pr above the threshold Eq. (82), but not too large.

The value r0 = 0.4 chosen for Fig. 5 gives α = 1200, β = 330, k = 5.5,∆y = 0.1, Pr∗ = 0.55, and Ra∗1 = 7.3×105. These
values, combined with the choice Pr = 4, yields Ra∗2 = 1.6× 107. Thus, the values of Ra = 7.8× 105 and Ra = 3.1× 106

used in Fig. 5(a)–(b) lie in the range [Ra∗1,Ra
∗
2], for which stability analysis predicts the circulating states to be stable fixed

points. This prediction is confirmed by both the DNS and ODE numerical trajectories shown in the figure. Meanwhile,
the value Ra = 2.5× 107 used in Fig. 5(c) lies above the Ra∗2 threshold for which the analysis predicts all fixed points to
be unstable. Again, this prediction is consistent with the chaotic numerical trajectories observed in the figure. Lastly, the
value Ra = 1.1 × 109 also exceeds the Ra∗2 threshold, but rather than chaotic dynamics, trajectories converge towards a
stable limit cycle. In summary, all of the numerical trajectories from both DNS and the ODE system shown in Fig. 5 are
consistent with the threshold values, Eqs. (67) and (81), predicted by stability analysis.

An important insight provided by the numerical trajectories in Fig. 5(c)–(d) is that, for Ra ≥ Ra∗2, the long-time
dynamics may either be chaotic, as in Fig. 5(c), or periodic, as in Fig. 5(d); both behaviors are consistent with the
conclusion from stability analysis that all fixed points are unstable. Figure 5, however, only shows a selection of four
particular Rayleigh numbers, and thus offers only a coarse evaluation of the predictions from stability analysis. In the
next section, we conduct a more thorough comparison.



13

D. Stability results in comparison to numerical trajectories

In this section, we systematically compare the predictions of the stability analysis with the numerical trajectories of
Eqs. (58) to (60). In particular, we examine bifurcations with respect to increasing Rayleigh number. Figure 6 shows
long-time numerical trajectories of the CoM coordinates, (X(t), Y (t)), plotted against Ra on the horizontal axis (L(t) is
not shown). The Prandtl number is set to Pr = 4 and 0.25 in Fig. 6(a) and (b) respectively.
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FIG. 6. Bifurcation diagrams show long-time trajectories of CoM coordinates, (X,Y ), computed numerically from the ODE system
Eqs. (58) to (60). Trajectories are plotted against Rayleigh number, with r0 = 0.4 and with Pr = 4 and 0.25 in (a) and (b)
respectively. In both cases, a pitchfork bifurcation occurs at Ra∗1 predicted by Eq. (67), where the bistable circulating states emerge
as stable nodes. (a) For Pr = 4, a second, Hopf bifurcation occurs at Ra∗2 predicted by Eq. (81), where the circulating states lose
stability and chaotic dynamics emerge. For Ra > 109, chaos gives way to periodic dynamics. (b) For Pr = 0.25, below the threshold
value Pr∗ = 0.55 from Eq. (82), the circulating states remain stable for arbitrarily large Ra.

For low Ra, both figures show that long-time dynamics collapse to a single stable fixed point that corresponds to the
conducting state. As Ra increases, a supercritical pitchfork bifurcation occurs precisely at the value Ra = Ra∗1 predicted
by Eq. (67). This value, Ra∗1 = 7.3 × 105, is independent of Pr, and thus the pitchfork bifurcation occurs at exactly the
same location in both (a) and (b). The two branches to the right of the pitchfork represent the bistable circulating states.
As Ra increases further, Fig. 6(a) shows that a Hopf bifurcation occurs at the value Ra = Ra∗2 = 1.6 × 107 predicted

by Eq. (81). Here, the circulating states lose stability and give way to chaotic dynamics, seen by the blue, turquoise, teal,
and green trajectories. Meanwhile, Fig. 6(b) does not exhibit a Hopf bifurcation. In Fig. 6(b), the Prandtl number 0.25
lies below the critical value Pr∗ = 0.55 predicted by Eq. (82). Therefore, the bistable circulating states remain stable for
arbitrarily large Ra, as is consistent with the trajectories seen in Fig. 6(b).
Returning to Fig. 6(a), as Ra increases further beyond Ra∗2, the chaotic dynamics eventually subside and give way

to the more confined and regular dynamics, shown by the green, yellow, and red trajectories. The figure suggests the
transition to occur at roughly Ra = 109. These trajectories resemble small circular arcs, consistent with pendulum motion.
Furthermore, Fig. 5(d) shows that the corresponding dynamics are periodic, or in the case of DNS, nearly periodic.

D2 λ

106105 107 108 109 1010

Ra

0

106105 107 108 109 1010

Ra

1400

0

1

2(a) (b)

FIG. 7. The fractal dimension D2 and Lyapunov exponent λ from trajectories in Fig. 6(a) characterize states of order and chaos.
(a) For Ra < Ra∗2, the fractal dimension is nearly zero, reflecting convergence to a fixed point. As Ra crosses Ra∗2, the fractal
dimension abruptly increases to a value in the range 1 < D2 < 2, characteristic of a strange attractor. For Ra > 109, D2 drops
back to unity, reflecting convergence to a one-dimensional limit cycle. (b) For Ra < Ra∗2, the Lyapunov exponent is nearly zero or
negative, consistent with convergence to a fixed point. As Ra crosses Ra∗2, λ suddenly grows large, indicating extreme sensitivity to
initial conditions that is characteristic of chaotic dynamics. For Ra > 109, λ is nearly zero, reflecting a return to order.

To further quantify the chaotic regime and distinguish it from the orderly dynamics, Fig. 7 shows the fractal dimension
D2 (specifically the correlation dimension [58]) and the Lyapunov exponent λ corresponding to the trajectories shown in
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Fig. 6(a). The figure shows that at low Ra, the fractal dimension is zero and the Lyapunov exponent is small or negative,
consistent with convergence to a stable fixed point (either the conducting state or one of the circulating states). As Ra
crosses Ra∗2 = 1.6 × 107, D2 suddenly increases beyond unity and λ grows large. For Ra in the range [Ra∗2, 10

9], the
value of D2 indicates a strange attractor with dimension in between 1 and 2, while the large value of λ indicates extreme
sensitivity to initial conditions. Both observations suggest chaotic dynamics. As Ra crosses 109, D2 suddenly drops to
approximately one and λ drops to nearly zero, indicating a return to orderly dynamics, specifically periodic motion along
a one-dimensional limit cycle.

VI. RETURN TO ORDER AT HIGH RAYLEIGH NUMBER

Figures 5 to 7 demonstrate that at very high Rayleigh number, large-scale order returns. The LSC reversals become
periodic and the fluid CoM moves along an arc-like path, reminiscent of pendulum motion [see Fig. 9(a) for a close-up
view]. In this section, we will reconcile this high-Ra behavior with the pendulum structure of Eqs. (58) to (60) that was
observed in Section IV.
First, although the large-scale dynamics are orderly at high Rayleigh number, Fig. 8 shows that turbulent fluctuations

prevail at the small scales. The snapshot seen in Fig. 8(a) illustrates the small-scale complexity of the temperature field
arising in the DNS at Ra = 1.6×109. To further characterize this state, Fig. 8(b) shows a time-series of the temperature T0
measured at a fixed location in the annulus. The signal exhibits a dominant oscillatory structure, with period corresponding
to the LSC reversals. However, the signal shows significant fluctuations about this periodic oscillation. The frequency
power-spectrum of T0 shown in Fig. 8(c) reveals greater detail. The spectrum peaks at a value f∗ corresponding to the
main periodic component, and thus the frequency of LSC reversals. At higher frequencies, the spectrum decays with a
-1.4 power, consistent with the Bolgiano-Obukhov turbulence scaling of natural convection [59, 60]. These observations
not only demonstrate the presence of turbulence at Ra = 1.6 × 109, but also confirm that the DNS successfully resolves
the turbulent behavior.
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FIG. 8. Temperature measurements reveal the presence of large-scale periodic motion and small-scale turbulent fluctuations. (a)
A temperature “probe” is placed at the center of the annular channel, θ = 0, r = 0.45. (b) The temperature T0 measured at the
probe shows periodic oscillation in time, with small-scale perturbations due to the turbulent flow field. (c) The power spectrum
of T0 shows the main frequency of oscillation f∗ and a power-law decay with exponent −1.4 in the inertial regime of turbulence.
Parameter values are Ra = 1.6× 109, Pr = 4, and r0 = 0.4.

We now ask whether the dominant frequency, f∗, of LSC reversals in the high-Ra regime can be predicted by the ODE
model, Eqs. (58) to (60)? As observed in Section IV, this system corresponds to a damped, driven pendulum with fulcrum

(0, y1), angle ϕ(t), mass m, length l, CoM coordinates (X,Y ) = (l sinϕ, y1 − l cosϕ), and angular momentum L = ml2ϕ̇.
In the following analysis, we identify an energy law satisfied by this pendulum system that leads to accurate estimates of
the frequency f∗.
First, the length of the pendulum can generally vary with time l = l(t). Multiplying Eq. (59) by X, Eq. (60) by Y , and

adding gives the exact relation

d

dt
l2 = −2βl2 + 2β∆y(Y − y1), (83)

where ∆y = y0 − y1 > 0. For the system to reach a limit cycle, the time average of dl2/dt must vanish, giving the exact
relationship

⟨l2⟩ = ∆y⟨Y − y1⟩, (84)

where ⟨·⟩ indicates a time average. This equation offers an immediate observation: the fact that l2 is non-negative implies
that ⟨Y − y1⟩ ≥ 0. Hence, in the case of a limit-cycle solution, the average position of the CoM lies above the fulcrum.
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Next, to estimate the oscillation frequency it is necessary to solve for l, at least in the mean sense. To this end, we
introduce the energy

E =
1

2
kL2 +RaPr(Y − y1). (85)

The terms on the right side of Eq. (85) represent kinetic and potential energy respectively. Taking a time derivative, using
Eqs. (58) and (60), and simplifying yields the energy law,

Ė = −αPr kL2 + βRaPr(y0 − Y ). (86)

The first term on the right-hand side represents energy dissipation associated with a non-trivial flow field, L ̸= 0 (recall
Pr is proportional to viscosity). The second term represents positive energy injected into the system by the driving terms

with prefactor β in Eq. (60). For a limit cycle to exist, the condition ⟨Ė⟩ = 0 must hold, giving

kα⟨L2⟩ = Raβ⟨y0 − Y ⟩. (87)

When this condition is met, the energy lost to dissipation balances the energy injected into the system over a cycle.
Equations (84) and (87) constitute two constraints for the three unknowns ⟨l2⟩, ⟨Y ⟩, ⟨L2⟩. One additional constraint

is needed to close the system. To obtain this last constraint, we introduce two assumptions. First, we assme the length
l to be nearly constant in time, as is consistent with numerical measurements that will be shown in Fig. 9(a). Second,
although Eq. (86) shows that energy is not conserved in general, it is conserved on average for a limit cycle. We will
therefore assume the energy to be equal to its average value E(t) = ⟨E⟩. Taking the time average of Eq. (85) gives

⟨E⟩ = 1

2
k⟨L2⟩+RaPr⟨Y − y1⟩. (88)

At the bottom of the swing, Y = y1 − l, the angular momentum is near it’s maximum L = Lmax, giving energy

Ebot =
1

2
kL2

max − RaPr l. (89)

Assuming nearly constant energy, Ebot = ⟨E⟩, gives the relationship

RaPr (l + ⟨Y − y1⟩) =
1

2
k
(
L2
max − ⟨L2⟩

)
. (90)

Naturally, the scales of L2
max and ⟨L2⟩ are directly related. For example, if L(t) varies sinusoidally, then ⟨L2⟩ = L2

max/2.
We therefore set ⟨L2⟩ = L2

max/m for some constant m to be chosen later (e.g. m = 2 for a sinusoidal wave and m = 3 for
a triangular wave). Making this substitution in Eq. (90), while using Eq. (87), and simplifying gives

2αPr (l + ⟨Y − y1⟩) = β(m− 1)⟨y0 − Y ⟩. (91)

Then inserting Eq. (84) with constant l gives a quadratic equation for l

2αPr l(∆y + l) = β(m− 1)
(
∆y2 − l2

)
. (92)

The quadratic can be factored exactly and possesses one positive root,

l = ∆y

(
(m− 1)β

(m− 1)β + 2αPr

)
. (93)

We have therefore solved for the pendulum length under the assumptions that a limit cycle has been reached and that the
length is nearly constant. The parameter m relates the maximum and RMS values of angular momentum L. Observations
from DNS suggest that L(t) lies approximately between a sinusoidal (m = 2) and triangular (m = 3) waveform; see, for
example, the right-most panel of Fig. 2. We will therefore set m = 2.5.
If the amplitude of the pendulum motion were small, we could determine the period Tp right away using the well-known

formula Tp = 2π
√
l/g, where g = kl2 RaPr for the pendulum system given by Eqs. (58) to (60). Numerical measurements,

however, will show the amplitude of motion to be large [see Fig. 9(a)]. In this case, the period is given by the more general
formula

Tp =
4√

klRaPr
K

(
sin2

ϕmax

2

)
, (94)

where ϕmax is the maximum angle reached by the pendulum, and K(x) =
∫ π/2

0

(
1− x2 sin2 θ

)−1/2
dθ is the complete

elliptic integral of the first kind. The value of ϕmax is thus needed to estimate the period and hence f∗.
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At the apex, ϕ = ϕmax and Ẋ = Ẏ = 0, which upon inserting into Eqs. (59) and (60) and simplifying gives X2 =
(y0 − Y )(Y − y1). Inserting the definitions X = l sinϕ and Y = y1 − l cosϕ and solving for l gives the relationship
l = −∆y cosϕmax. Some further manipulations then give the argument of the elliptic integral in Eq. (94) as

sin2
ϕmax

2
=

1− cosϕmax

2
=

∆y + l

2∆y
=

(m− 1)β + αPr

(m− 1)β + 2αPr
, (95)

where we have assumed constant l as given by Eq. (93). Inserting this formula into Eq. (94) gives the period of oscillations,

Tp =
4√

klRaPr
K

(
(m− 1)β + αPr

(m− 1)β + 2αPr

)
. (96)

The frequency of LSC reversals is then given by f∗ = 1/Tp.
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FIG. 9. At high Ra, the fluid CoM oscillates like a mechanical pendulum. (a) The CoM trajectory approaches a circular arc as
Ra → ∞, showing periodic oscillation. (b) The pendulum length l and maximum swing angle ϕmax each converge to an asymptote
as Ra → ∞. (c) The dominant frequency f∗ of LSC reversals measured from DNS and from the ODE model are well predicted by
Eq. (96) at high Ra. (a)-(b) and squares in (c) are obtained from the ODE solutions, circles in (c) are from full DNS. All data have
Pr = 4 and r0 = 0.4.

Figure 9 shows numerical measurements of the CoM motion in the high-Ra regime in comparison to this prediction.
First, Fig. 9(a) shows CoM trajectories computed numerically from Eqs. (58) to (60) for Rayleigh numbers in the range
Ra = 1/4–16 × 1010. Each trajectory closely resembles the rhythmic swinging of a pendulum about the fulcrum point
(0, y1) that is predicted by Eq. (57). At Ra = 1/4 × 1010 (blue orbit), the pendulum length l varies somewhat over the
period. At higher Rayleigh number, though, the orbit tightens and l remains nearly constant throughout the period. This
observation is consistent with the assumption of constant l made in the analysis above. Figure 9(b) show measurements
of the pendulum length l and maximum swing angle ϕmax, both of which lie in a relatively narrow range over four decades
of Ra. Interestingly, as Ra → ∞, ϕmax appears to converge to a value near 3π/4.
Most importantly, Fig. 9(c) shows numerical measurements of the LSC reversal frequency f∗ in comparison to the

theoretical prediction Eq. (96). The figure shows measurements of f∗ taken from both the DNS (blue circles) and from
simulation of the ODE system (orange squares), along with the prediction from Eq. (96) with m = 2.5 (dashed line). The
figure shows that Eq. (96) accurately predicts the LSC reversal frequency over roughly the largest decade of Rayleigh
numbers that are practical for DNS. For Ra > 2× 109, the DNS becomes computationally prohibitive, but measurements
of f∗ from simulations of the ODE model are possible and still agree with the prediction from Eq. (96). The close
agreement between DNS, the ODE model, and Eq. (96) suggest that the main mechanism for high-Ra LSC reversals has
been properly accounted for. In particular, LSC reversals result from an inertial overshoot of the CoM, directly analogous
to a damped, driven pendulum system.

VII. DISCUSSION

In this work, we have examined thermal convection in an annulus using both DNS and a simplified ODE model that
derives systematically from the governing equations. In both the DNS and the ODE model, we observe the onset of fluid
motion at a critical Rayleigh number Ra∗1, where flow begins to circulate steadily in one direction, and we observe the
transition to chaotic bidirectional flows at a higher critical Rayleigh number Ra∗2. Stability analysis of the ODE model
yields formulas for Ra∗1 and Ra∗2 that accurately predict these transitions with no adjustable parameters, demonstrating a
modeling accuracy that has not been achieved previously. Both the DNS and ODE model show a high-Rayleigh number
state, in which the bulk flow changes direction periodically despite small-scale turbulent fluctuations in the flow field.
There are still many interesting aspects of this annular convection problem awaiting exploration. First, one surprising

observation in Fig. 6 is the existence of a critical Pr∗, below which the circulating state remains stable for arbitrarily
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large Ra. For the case shown in Fig. 6, the threshold value Pr∗ = 0.55 is below that of common working fluids such as
water. However, liquid metal convection [61] is known to have low Pr due to the high thermal conductivity. Thus, future
experiments featuring liquid metal could attempt to verify this ever-circulating state. Such experiments, combined with
new analysis that builds upon the present theory, could offer insight into thermal transport and potentially novel Nu–Ra
scaling relationships associated with the ever-circulating state.
Secondly, in this work, we have examined a fixed annular geometry with r0 = 0.4, but changing the radius of the inner

boundary could certainly affect the states of convection. Preliminary inquiries suggest smaller r0 causes the periodic state
to appear over a wider range of Ra. In the limit of r0 → 0, the annular geometry tends to a circular domain, which is a
canonical case worthy of study. We note that the low-dimensional ODE model discussed here loses accuracy in this limit
as a result of the wider channel permitting larger deviations from shear flow. This situation thus presents new modeling
challenges for future work.

SUPPLEMENTAL MATERIAL

Supplementary movies are available at https://math.nyu.edu/~jinzi/research/AnnularConvection/Movie/.
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