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ABSTRACT. We study the large-$N$ limit of a system of $N$ bosons interacting with a potential of intensity $1/N$. When the ground state energy is to the first order given by Hartree’s theory, we study the next order, predicted by Bogoliubov’s theory. We show the convergence of the lower eigenvalues and eigenfunctions towards that of the Bogoliubov Hamiltonian (up to a convenient unitary transform). We also prove the convergence of the free energy when the system is sufficiently trapped. Our results are valid in an abstract setting, our main assumptions being that the Hartree ground state is unique and non-degenerate, and that there is complete Bose-Einstein condensation on this state. Using our method we then treat two applications: atoms with “bosonic” electrons on one hand, and trapped 2D and 3D Coulomb gases on the other hand.
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1. Introduction

In a famous paper [9], Bogoliubov was able to predict the excitation spectrum of a quantum gas satisfying the Bose statistics and he used this to understand its superfluid behavior. Since Bogoliubov’s work, there has been several attempts to formulate Bogoliubov’s theory in a mathematically rigorous way. This was especially successful for completely integrable 1D systems [21, 30, 33, 12, 11, 60, 61], for the ground state energy of one and two-component Bose gases [42, 43, 56], and for the Lee-Huang-Yang formula of dilute gases [19, 22, 65]. Recently, Seiringer [53] and Grech-Seiringer [24] have for the first time justified Bogoliubov’s theory for the excitation spectrum of trapped Bose gases, with a general short range interaction, in the mean-field regime. See, e.g., [66] for a recent review on the subject and [15] for a discussion of translation-invariant systems.

The purpose of this article is to give general conditions under which Bogoliubov’s theory is valid, that is, predicts the lowest part of the spectrum of the many-body Hamiltonian of bosons, in the mean-field regime. Our results cover a very large class of interacting Bose gases and they generalize the recent works [53, 24]. In particular, our method applies to Coulomb systems.

We consider a system of $N$ quantum particles, described by the Hamiltonian

$$H_N = \sum_{i=1}^{N} T x_i + \frac{1}{N-1} \sum_{1 \leq i < j \leq N} w(x_i - x_j),$$

acting on the symmetric (a.k.a. bosonic) space

$$\mathcal{H}^N = \bigotimes_{\text{sym}} L^2(\Omega)$$

of square-integrable functions $\Psi \in L^2(\Omega^N)$ which are symmetric with respect to exchanges of their variables, namely

$$\Psi(x_{\sigma(1)}, \ldots, x_{\sigma(N)}) = \Psi(x_1, \ldots, x_N),$$

for every $\sigma$ in the permutation group $\mathcal{S}_N$. Here $\Omega$ is an open subset of $\mathbb{R}^d$ with $d \geq 1$, $T$ is a self-adjoint operator on $L^2(\Omega)$ with domain $D(T)$, and $w$ is an even real-valued function describing the interactions between particles. We have neglected spin for convenience, but it can be added without changing any of our result. The Hamiltonian $H_N$ describes a system of $N$ bosons living in $\Omega$.

The operator $T$ can contain both the kinetic energy and an external potential which is applied to the system, including possibly a magnetic field. We typically think of $T = -\Delta$ on a bounded set $\Omega$ with appropriate boundary conditions (Dirichlet, Neumann or periodic), or of $T = -\Delta + V(x)$ on $\Omega = \mathbb{R}^d$, with $V$ an external potential which serves to bind the particles. In the latter case, the function $V$ could tend to zero at infinity but it then has to be sufficiently negative somewhere, or it could tend to infinity at infinity, in which case all the particles are confined. We could also replace the non-relativistic operator $-\Delta$ by its relativistic counterpart $\sqrt{1 - \Delta^2} - 1$. We shall keep the operator $T$ sufficiently general in this paper, such that all
these situations are covered. The function \( w \) could also be replaced by an abstract two-body operator but we do not consider this here for simplicity.

We are interested in the limit of a large number \( N \) of particles. Here we are considering the mean-field regime, in which the interaction has a fixed range (the function \( w \) is fixed) but its intensity is assumed to tend to zero in the limit \( N \to \infty \), hence the factor \( 1/(N-1) \) in front of the interaction term in the Hamiltonian \( H_N \). This factor makes the two sums of order \( N \) in \( H_N \) and, in this case, an important insight is given by Hartree theory.

Let us recall that a Hartree state is an uncorrelated many-body wave function in which all of the particles live in the same state \( u \in L^2(\Omega) \) such that \( \int_\Omega |u|^2 = 1 \), and which takes the form

\[
\Psi(x_1, \ldots, x_N) = u(x_1) \cdots u(x_N).
\]

The energy of such a state is

\[
\langle \Psi, H_N \Psi \rangle = N \left( \langle u, Tu \rangle + \frac{1}{2} D(|u|^2, |u|^2) \right) := NE_H(u)
\]

where

\[
D(f, g) := \int_\Omega \int_\Omega f(x) g(y) w(x-y) \, dx \, dy
\]

is the classical interaction. Henceforth, all the Hilbert spaces we consider have inner products which are conjugate linear in the first variable and linear in the second.

Provided that there is Bose-Einstein condensation, the leading term of the ground state energy

\[
E(N) := \inf \text{spec} \, H_N
\]

is given by Hartree’s theory:

\[
E(N) = Ne_H + o(N),
\]

where \( e_H \) is the corresponding Hartree ground state energy:

\[
e_H := \inf_{u \in L^2(\Omega)} \inf_{|u| = 1} E_H(u) = \inf_{u \in L^2(\Omega)} \inf_{|u| = 1} \left\{ \langle u, Tu \rangle + \frac{1}{2} D(|u|^2, |u|^2) \right\}. (1)
\]

In this paper, we shall assume that there exists a unique Hartree minimizer \( u_0 \) for \( e_H \). It is then a solution of the nonlinear Hartree equation

\[
0 = (T + |u_0|^2 * w - \mu_H) u_0 := h u_0,
\]

where \( \mu_H \in \mathbb{R} \) is a Lagrange multiplier.

Bogoliubov’s theory predicts the next order term (of order \( O(1) \)) in the expansion of the ground state energy \( E(N) \). It also predicts the leading term and the second term for the lower eigenvalues of \( H_N \). The Bogoliubov method consists in describing variations of the wavefunctions around the Hartree state \( u_0 \otimes \cdots \otimes u_0 \) in a suitable manner. We will explain this in detail in Section 2.2 below. The final result is an effective Hamiltonian \( H^* \), called the Bogoliubov Hamiltonian which is such that the lower spectrum of \( H_N \) in \( \mathcal{H} \) is given, in the limit \( N \to \infty \), by the spectrum of the effective
operator $Ne_H + \mathbb{H}$, up to an error of order $o(1)$. Formally, we therefore find that

$$H_N \simeq Ne_H + \mathbb{H} + o(1).$$

(3)

This vague statement is made precise in our main result, Theorem 2 below.

The essential fact about the Bogoliubov Hamiltonian $\mathbb{H}$ is that it is a non-particle conserving self-adjoint operator acting on the Fock space

$$\mathcal{F}_+ := \mathbb{C} \oplus \bigoplus_{n \geq 1} \mathcal{H}_+$$

where

$$\mathcal{H}_+ = \{u_0\}^\perp \subset L^2(\Omega)$$

is the one-body space of excited particles. We started with a particle-conserving model and we end up with a theory in Fock space, in which the number of particles is not fixed. The reason is that we are describing here the excitations around the reference Hartree state.

For the acquainted reader, we mention that $\mathbb{H}$ is indeed nothing but the second-quantization of (half) the Hessian of the Hartree energy at $u_0$, and its expression in a second quantized form is

$$\mathbb{H} := \int_{\Omega} a^*(x)(ha)(x) \, dx + \frac{1}{2} \int_{\Omega} \int_{\Omega} w(x-y) \left( 2u_0(x)\overline{u_0(y)}a^*(x)a(y) 
+ u_0(x)\overline{u_0(y)}a^*(x)a(y) + u_0(x)\overline{u_0(y)}a(x)a(y) \right) \, dx \, dy. \quad (4)$$

Here $a^*(x)$ is the creation operator of an excited particle at $x$, acting in the Fock space $\mathcal{F}_+$, and $h$ is defined in (2). We will explain the meaning of this formula later in Section 2.2.

A result similar to (3) has recently been obtained for weakly interacting Bose gases by Seiringer [53] and Grech-Seiringer [24]. They assumed that $w$ is bounded, decays fast enough and has non-negative Fourier transform. The operator $T$ was $T = -\Delta$ in a box with periodic boundary conditions in [53] and $T = -\Delta + V(x)$ on $\mathbb{R}^d$ with $V(x) \to +\infty$ at infinity in [24]. Our method is different from that of [53, 24] and it applies to a larger class of models.

We give in this paper a list of abstract conditions that a Bose gas should satisfy in order to get the Bogoliubov result (3). These conditions are given and explained in Section 2.1 below. Loosely speaking, we assume that there is complete Bose-Einstein condensation on a unique Hartree minimizer $u_0$ which we assume to be non-degenerate. Our message is that, once the Bose-Einstein condensation is proved, one can get the next order in the expansion of the energy by Bogoliubov’s theory. No further assumption is needed.

The paper is organized as follows. In the next section, we define our model by giving the appropriate assumptions on $T$ and $w$, and we properly define the Bogoliubov Hamiltonian $\mathbb{H}$. We then state our main results, Theorem 2 and Theorem 3. In Sections 3.1 and 3.2, we apply our abstract result to two particular examples: bosonic atoms and trapped Coulomb gases. Sections 5–7 are devoted to the proof of the main abstract results.
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2. Main abstract results

In this section we state our main result.

2.1. Assumptions. We start by giving the main assumptions on $T$ and $w$, under which our results apply. Later in Section 3 we consider two specific examples, for which all the following assumptions are satisfied.

The first condition concerns the properties of $T$ and $w$ which are necessary to give a proper meaning to the many-body Hamiltonian $H_N$.

(A1) (One- and two-body operators). The operator $T : D(T) \to L^2(\Omega)$ is a densely defined, bounded from below, self-adjoint operator. The function $w : \mathbb{R}^d \to \mathbb{R}$ is Borel-measurable and $w(x) = w(-x)$. Moreover, there exist constants $C > 0$, $1 > \alpha_1 > 0$ and $\alpha_2 > 0$ such that
\[
-\alpha_1(T_x + T_y + C) \leq w(x - y) \leq \alpha_2(T_x + T_y + C) \quad \text{on } L^2(\Omega^2).
\]

Note that, although we keep the one-body operator $T$ abstract, we use a two-body operator $w$ which is a translation-invariant multiplication operator in $L^2(\Omega^2)$. This is only for convenience. All our results are also valid if $w$ is an abstract two-body operator on $\mathcal{H}$ which satisfies an estimate of the same type as (5), and if $\mathcal{H} = L^2(\Omega)$ is an abstract separable Hilbert space. However, in this case the expressions of the Hartree energy and of the corresponding nonlinear equations are different (they cannot be expressed using a convolution). We shall not consider this abstract setting to avoid any confusion.

Under Assumption (A1), $H_N$ is bounded from below,
\[
H_N \geq (1 - \alpha_1) \sum_{i=1}^N T_i - CN.
\]

In the paper we always work with the Friedrichs extension [47], still denoted by $H_N$. Note that we do not assume the positivity or boundedness of $w$ or its Fourier transform, but only that it is relatively form-bounded with respect to $T$.

Our second assumption is about Hartree theory.

(A2) (Hartree theory). The variational problem (7) has a unique (up to a phase) minimizer $u_0$ in the quadratic form domain $Q(T)$ of $T$. Moreover, $u_0$ is non-degenerate in the sense that
\[
\left( \begin{array}{cc} h + K_1 & K_2 \\ K_2 & 0 \\ \end{array} \right) \geq \eta_H \quad \text{on } \mathcal{H}_+ \oplus \overline{\mathcal{H}}_+
\]
for some constant $\eta_H > 0$, where $\mathcal{H}_+ = \{u_0\}^\perp$. Here
\[
h := T + |u_0|^2 \ast w - \mu_H,
\]
with the Lagrange multiplier \( \mu_H := \varepsilon_H + D((|u_0|^2, |u_0|^2)/2\) (which ensures that \( hu_0 = 0 \)), and \( K_1 : \mathcal{S}_+ \to \mathcal{S}_+ \) and \( K_2 = \mathcal{S}_+ \to \mathcal{S}_+ \) are operators defined by

\[
\langle u, K_1 v \rangle = \int_{\Omega} \int_{\Omega} u(x)v(y)u_0(x)\overline{u_0(y)}w(x-y)dx dy,
\]

\[
\langle u, K_2 v \rangle = \int_{\Omega} \int_{\Omega} u(x)v(y)u_0(x)\overline{u_0(y)}w(x-y)dx dy
\]

for all \( u, v \in \mathcal{S}_+ \). The operators \( K_1 \) and \( K_2 \) are assumed to be Hilbert-Schmidt, that is

\[
\int_{\Omega} \int_{\Omega} |u_0(x)|^2 |u_0(y)|^2 w(x-y)^2 dx dy < \infty. \tag{8}
\]

**Remark 1.** Note that once we have assumed that \( u_0 \) is a minimizer for (4), then we always have the mean-field equation \( hu_0 = 0 \) due to a standard argument (see e.g. [37, Theorem 11.5]). In the whole paper we will for simplicity use the same notation for the operator \( h \) on the full one-body space \( \mathcal{S}_+ \) and for its restriction to the smaller space \( \mathcal{S}_+ \). For an operator \( A \) on \( \mathcal{S}_+ \), the notation \( \overline{A} \) means \( JAJ \) with \( J \) being the complex conjugate, namely \( \overline{A}(v) = A(\overline{v}) \) for every \( v \in \mathcal{S}_+ \).

**Remark 2.** While we shall treat \( K_1 \) as a one-body operator, we should really think of \( K_2 \) as its integral kernel \( K_2(x, y) = (Q \otimes \overline{Q})(u_0 \otimes u_0 w(., .))(x, y) \), which is the two-body function obtained by projecting the symmetric function \( u_0(x) \overline{u_0(y)}w(x-y) \) onto \( \mathcal{S}_+^2 \).

In (A2) we are making assumptions about the uniqueness and non-degeneracy of the Hartree ground state \( u_0 \). The Hessian of the Hartree energy can easily be seen to be

\[
\frac{1}{2} \text{Hess } \mathcal{E}_H(u_0)(v, v) = \langle v, hv \rangle + \frac{1}{2} \int_{\Omega} \int_{\Omega} w(x-y) \left( \overline{v(x)}u_0(x)\overline{u_0(y)}v(y) + v(x)\overline{u_0(x)}u_0(y)\overline{v(y)} + \overline{v(x)}u_0(x)\overline{u_0(y)}v(y) + v(x)\overline{u_0(x)}u_0(y)\overline{v(y)} \right) dx dy
\]

\[
= \frac{1}{2} \left\langle \begin{pmatrix} v \\ \overline{v} \end{pmatrix} , \begin{pmatrix} h + K_1 & K_2 \\ K_2 & h + K_1 \end{pmatrix} \begin{pmatrix} v \\ \overline{v} \end{pmatrix} \right\rangle_{\mathcal{S}_+ \otimes \mathcal{S}_+} \tag{9}
\]

for all \( v \in \mathcal{S}_+ \). It turns out that the non-degeneracy of the Hessian,

\[
\text{Hess } \mathcal{E}_H(u_0)(v, v) \geq 2\eta_H \|v\|_{L^2(\Omega)}^2,
\]

is equivalent to our assumption (7). When \( u_0 \) is real, as it is in many applications, then \( \mathcal{S}_+ = \mathcal{S}_+^r \), \( K_1 = K_2 \) and it can be verified (using a test function of the form \( (v, -v) \)) that (7) implies \( h \geq \eta_H \) on \( \mathcal{S}_+^r \), which means that there is a gap above the first eigenvalue 0. In general, we however only know that \( h + K_1 \geq \eta_H \).

The Hilbert-Schmidt assumption (8) on \( K_1 \) and \( K_2 \) will be useful later to ensure that the Bogoliubov Hamiltonian \( \mathcal{H} \) is well defined (see Section 2.2 below).
Our last assumption is about the validity of Hartree theory in the limit $N \to \infty$. We assume that the system condensates in the unique Hartree ground state $u_0$. This assumption will be necessary for the proof of the lower bound on the spectrum of $H_N$.

(A3) (Complete Bose-Einstein condensation). For any constant $R > 0$, there exists a function $\varepsilon_R : \mathbb{N} \to [0, \infty)$ with $\lim_{N \to \infty} \varepsilon_R(N) = 0$ such that, for any wave function $\Psi_N \in \mathcal{F}^N$ satisfying $\langle \Psi_N, H_N \Psi_N \rangle \leq E(N) + R$, one has

$$\frac{\langle u_0, \gamma_{\Psi_N} u_0 \rangle}{N} \geq 1 - \varepsilon_R(N) \quad (10)$$

where $u_0$ is the Hartree minimizer in Assumption (A2).

Here $\gamma_{\Psi}$ is the one-body density matrix of the wave function $\Psi \in \mathcal{F}^N$, which is the trace-class operator on $L^2(\Omega)$ with kernel

$$\gamma_{\Psi}(x, y) := \int_{\Omega^{N-1}} \Psi(x, x_2, ..., x_N) \overline{\Psi(y, x_2, ..., x_N)} dx_2 ... dx_N.$$

Note that a Hartree state has the density matrix $\gamma_{u_0} \otimes N = Nu_0(x)\overline{u_0(y)}$. Therefore (10) is the same as saying that $\gamma_{\Psi_N}$ is in some sense close to $\gamma_{u_0} \otimes N$. For more explanation about the Bose-Einstein condensation, we refer to the discussion in [40].

In many practical situations, the complete Bose-Einstein condensation (A3) follows from the uniqueness of the Hartree ground state in (A2). This is discussed in the recent work [32], based on a compactness argument which does not provide any explicit error estimate.

For Coulomb systems (see Section 3), a stronger condensation property with an explicit error estimate will hold true. Namely, we will have a bound from below valid for all $\Psi_N \in \mathcal{F}^N$, and not only for those which have a low energy. We therefore introduce the following stronger assumption, which obviously implies (A3):

(A3s) (Strong condensation). We have $h \geq \eta_H > 0$ on $\mathcal{F}_+$, and there exists a constant $0 < \varepsilon_0 < 1$ such that

$$H_N - Ne_H \geq (1 - \varepsilon_0) \sum_{j=1}^N h_j + o(N).$$

Here $h$ is the mean-field operator given in Assumption (A2).

In fact, in practice (A3s) follows from a Lieb-Oxford inequality

$$\left\langle \Psi, \left( \sum_{1 \leq i < j \leq N} w_{ij} \right) \Psi \right\rangle \geq \frac{1}{2} D(\rho_{\Psi}, \rho_{\Psi}) + \text{error}$$

where $\rho_{\Psi}(x) = \gamma_{\Psi}(x, x)$. It is for proving estimates of this form that it is often useful to know that $\hat{w} \geq 0$ where $\hat{\cdot}$ denotes the Fourier transform. We will come back to this in Section 3 where we consider two examples.
2.2. The Bogoliubov Hamiltonian. Near the Hartree minimizer we have
\[ E_H \left( \frac{u_0 + v}{1 + \|v\|^2} \right) = E_H(u_0) + \frac{1}{2} \text{Hess} E_H(v, v) + o(\|v, (T + C)v\|) \]  \hspace{1cm} (11)
for any \( v \) which is orthogonal to \( u_0 \), that is, \( v \in \mathfrak{F}_+ \). The next order in the expansion of the eigenvalues of the Hamiltonian \( H_N \) will be given by the Bogoliubov Hamiltonian \( \mathbb{H} \), which is obtained by second quantizing the Hessian in (11). More precisely, this means replacing \( v(x) \) by an operator \( a^*(x) \) which creates an excited particle at \( x \), and \( v(x) \) by an operator \( a(x) \) which annihilates it. These operators (formally) act on the Fock space of excited particles
\[ \mathcal{F}_+ := \mathbb{C} \oplus \bigoplus_{n \geq 1} \mathfrak{F}_+^n = \mathbb{C} \oplus \bigoplus_{n \geq 1} \mathfrak{F}_+^n. \]
So the expression of the Bogoliubov Hamiltonian is
\[ \mathbb{H} := \int_\Omega a^*(x)((h + K_1)a)(x) \, dx \]
\[ + \frac{1}{2} \int_\Omega \int_\Omega \left( K_2(x,y)a^*(x)a^*(y) + \overline{K_2(x,y)}a(x)a(y) \right) \, dx \, dy. \]  \hspace{1cm} (12)

In order to make the formula (12) more transparent, let us explain how the Hamiltonian \( \mathbb{H} \) acts on functions of \( \mathcal{F}_+ \). If we have a \( \psi_k \in \mathfrak{F}_+^k \), with \( k \geq 2 \), then we get
\[ \mathbb{H} \psi_k = \cdots 0 \oplus \psi_{k-2}' \oplus 0 \oplus \left( \sum_{j=1}^{k} (h + K_1)_j \right) \psi_k \oplus 0 \oplus \psi_{k+2}' \oplus 0 \cdots \]  \hspace{1cm} (13)
where
\[ \psi_{k+2}'(x_1, \ldots, x_{k+2}) = \frac{1}{\sqrt{k!(k+2)!}} \sum_{\sigma \in \Sigma_{k+2}} K_2(x_{\sigma(1)}, x_{\sigma(2)}) \psi_k(x_{\sigma(3)}, \ldots, x_{\sigma(k+2))}, \]
\[ \psi_{k-2}'(x_1, \ldots, x_{k-2}) = \sqrt{k(k-1)} \int dx_{k-1} \int dx_k K_2(x_{k-1}, x_k) \psi_k(x_1, \ldots, x_k). \]

The link between the formal expression (12) and the rigorous formula (13) is explained in [31, Sec. 1]. See also (67) in Appendix A for another equivalent expression of \( \mathbb{H} \) using one-body density matrices.

Let us remark that for \( \psi_{k+2}' \) to be in \( L^2(\Omega^{k+2}) \) for all \( \psi_k \in L^2(\Omega^k) \), it is necessary and sufficient to have \( K_2(\ldots) \) in \( L^2(\Omega^2) \), which is the same as assuming that \( K_2 \) is a Hilbert-Schmidt operator, as required in Assumption (A2).

Since \( K_1 \) and \( K_2 \) are Hilbert-Schmidt, the Hamiltonian \( \mathbb{H} \) is well defined on states living in truncated Fock spaces and in the domain of \( h \): \[ \bigcup_{M \geq 0} \bigoplus_{n=0}^{M} D(h). \]  \hspace{1cm} (14)
The following theorem tells us that $H$ is bounded from below and it is a well-defined self-adjoint operator by the Friedrichs method with the form domain being the same as that of $d\Gamma(1 + h)$ on $\mathcal{F}_+$. Here we have used the usual notation $d\Gamma(A)$ for the second quantization in Fock space of an operator $A$ acting on the one-body space $\mathcal{F}_+$:

$$d\Gamma(A) := \bigoplus_{m=0}^{\infty} \sum_{j=1}^{m} A_j = \int_{\Omega} a^*(x)(Aa)(x) \, dx.$$ (15)

Remark 3. We shall always denote by $C > 0$ some (large) constant which depends only on $T$ and $w$. Two $C$’s in the same line may refer to different constants.

Theorem 1 (Bogoliubov Hamiltonian). If (A1)-(A2) hold true, then the operator $H$ is symmetric and on the core domain (14) one has

$$C^{-1}d\Gamma(h + 1) - C \leq H \leq d\Gamma(h + C) + C.$$ (16)

Consequently, the form domain of its Friedrichs extension (still denoted by $H$) is the same as that of $d\Gamma(1 + h)$ on $\mathcal{F}_+$:

$$\bigoplus_{n=0}^{\infty} \bigotimes_{\text{sym}} D((h + 1)^{1/2}).$$ (17)

Moreover, we have the following spectral properties.

(i) (Ground state and ground state energy). The Hamiltonian $\mathbb{H}$ has a unique ground state in $\mathcal{F}_+$. The ground state energy of $\mathbb{H}$ is strictly negative, except if $w = 0$, in which case we have $\inf \sigma(\mathbb{H}) = 0$ (the ground state being the vacuum in $\mathcal{F}_+$).

(ii) (Essential spectrum). The essential spectra of $h$ and $\mathbb{H}$ are simultaneously empty or non empty, and we have in the latter case

$$\sigma_{\text{ess}}(\mathbb{H}) = \sigma(\mathbb{H}) + \sigma_{\text{ess}}(h).$$

Consequently, $\inf \sigma_{\text{ess}}(\mathbb{H}) - \inf \sigma(\mathbb{H}) = \inf \sigma_{\text{ess}}(h) \geq \eta_H > 0$.

(iii) (Lower spectrum). Assume that $T = T$ (in this case $u_0$ is a real-valued function and hence $K_1 = K_2$). If $h + K_1$ has infinitely many eigenvalues below its essential spectrum, then $\mathbb{H}$ also has infinitely many eigenvalues below its essential spectrum.

On the other hand, if $T = T$, $K_1 \geq 0$ and $h$ has only finitely many eigenvalues below its essential spectrum, then $\mathbb{H}$ also has finitely many eigenvalues below its essential spectrum.

We refer to Appendix A for a proof of Theorem 1 and further discussions.

Remark 4. Note that since $h + K_1 \geq \eta_H$ due to (7) and $K_1$ is Hilbert-Schmidt, we always have $\inf \sigma_{\text{ess}}(h) \geq \eta_H > 0$.

Remark 5. The reader should be cautious with the fact that, when $w \neq 0$, even though $K_2$ is a Hilbert-Schmidt operator on the one-body Hilbert space, the pairing term

$$\frac{1}{2} \int_{\Omega} \int_{\Omega} \left( K_2(x, y)a^*(x)a^*(y) + K_2(x, y)a(x)a(y) \right) \, dx \, dy$$
is neither bounded on $\mathcal{F}_+$, or relatively compact with respect to $d\Gamma(h)$. Indeed, when the essential spectrum of $h$ is non empty, we have
\[
\inf \sigma_{\text{ess}}(\mathbb{H}) = \inf \sigma(\mathbb{H}) + \inf \sigma_{\text{ess}}(h) = \inf \sigma_{\text{ess}}(d\Gamma(h))
\]
due to Theorem \( \square \) and hence $\mathbb{H}$ and $d\Gamma(h)$ have different essential spectra.

### 2.3. Exciting the Hartree state.

In this section we explain how to appropriately describe the variations of a many-body wave function $\Psi$ in the neighborhood of the Hartree state $u_0^{\otimes N}$. We will see that the Fock space $\mathcal{F}_+$ arises naturally. We will also define a unitary operator $U_N$ which will be essential for our main statements.

For two symmetric functions $\Psi_k \in \mathcal{F}^k$ and $\Psi_\ell \in \mathcal{F}^\ell$, we recall that the symmetric tensor product is defined by
\[
\Psi_k \otimes_s \Psi_\ell(x_1, \ldots, x_{k+\ell}) = \frac{1}{\sqrt{k!\ell!(k + \ell)!}} \sum_{\sigma \in \mathfrak{S}_N} \Psi_k(x_{\sigma(1)}, \ldots, x_{\sigma(k)})\Psi_\ell(x_{\sigma(k+1)}, \ldots, x_{\sigma(k+\ell)}).
\]
Note that this tensor product satisfies the commutative property $\Psi_k \otimes_s \Psi_\ell = \Psi_\ell \otimes_s \Psi_k$ and the associative property $(\Psi_k \otimes_s \Psi_\ell) \otimes_s \Psi_m = \Psi_k \otimes_s (\Psi_\ell \otimes_s \Psi_m)$ for all $\Psi_k \in \mathcal{F}^k$, $\Psi_\ell \in \mathcal{F}^\ell$ and $\Psi_m \in \mathcal{F}^m$. Consider now any (real-valued) orthonormal basis $u_0, u_1, \ldots$ of $L^2(\Omega)$, containing the Hartree minimizer $u_0$. Then, it is known that $\{u_1 \otimes_s \cdots \otimes_s u_N\}$ is an orthogonal basis of the symmetric space $\mathcal{H}^N$, where
\[
u_1 \otimes_s \cdots \otimes_s u_N(x_1, \ldots, x_N) := \frac{1}{\sqrt{N!}} \sum_{\sigma \in \mathfrak{S}_N} u_{\sigma(1)}(x_1) \cdots u_{\sigma(N)}(x_N).
\]
So we can write our many-body Hilbert space $\mathcal{H}^N$ as a direct sum of spaces
\[
\mathcal{H}^N = \mathcal{R}^N_0 \oplus \cdots \oplus \mathcal{R}^N_N
\]
where $\mathcal{R}^N_0 = \text{span}(u_0 \otimes \cdots \otimes u_0)$ and
\[
\mathcal{R}^N_k = \frac{u_0 \otimes \cdots \otimes u_0 \otimes_s \bigotimes_{s}^{k} \mathcal{H}_+ + u_0^{\otimes(N-k)} \otimes_s \mathcal{H}_+}{\text{sym}},
\]
where we recall again that $\mathcal{H}_+ = \{u_0\}^\perp = \text{span}\{u_1, u_2, \ldots\} \subset L^2(\Omega)$. In other words, we can write any wavefunction $\Psi \in \mathcal{H}^N$ as follows
\[
\Psi := \psi_0 u_0^{\otimes N} + u_0^{\otimes(N-1)} \otimes_s \psi_1 + u_0^{\otimes(N-2)} \otimes_s \psi_2 + \cdots + \psi_N
\]
where $\psi_k \in \mathcal{H}_+^k$. It is a simple exercise to verify that
\[
\langle u_0^{\otimes(N-k)} \otimes_s \psi_k, u_0^{\otimes(N-\ell)} \otimes_s \psi_\ell \rangle_{\mathcal{H}^N} = \langle \psi_k, \psi_\ell \rangle_{\mathcal{H}_+^k} \delta_{k\ell}
\]
from which we deduce that
\[
\|\Psi\|^2 = |\psi_0|^2 + \sum_{k=1}^N \|\psi_k\|^2_{\mathcal{H}_+^k}.
\]
Therefore we see that the linear map

\[
U_N: \mathcal{F}^N \to \mathcal{F}^N_+ = \bigoplus_{n=0}^{N} \mathcal{F}^n_+
\]

\[
\Psi \mapsto \psi_0 \oplus \psi_1 \oplus \cdots \oplus \psi_N
\]

(18)

is a unitary operator from \(\mathcal{F}^N\) onto the truncated Fock space \(\mathcal{F}^N_+\). The latter can always be seen as being embedded in the full Fock space \(\mathcal{F}^+\) of excited particles and the unitary operator \(U_N\) is also a partial isometry from \(\mathcal{F}^N\) to \(\mathcal{F}^+\). We see that, in the limit \(N \to \infty\), the Fock space \(\mathcal{F}^N_+\) of excited particles arises naturally as the limit of the truncated Fock spaces \(\mathcal{F}^N\).

The operator \(U_N\) is a mathematical tool which implements what is called a \(c\)-number substitution \([41, 40]\). In Fock space the usual way to formalize the \(c\)-number substitution is to use the Weyl operator, and here \(U_N\) plays the same role. The difference is that the Weyl operator is defined on the whole Fock space \(\mathcal{F}\) with values in \(\mathcal{F}\), while with the operator \(U_N\) we go immediately from the \(N\)-body space \(\mathcal{F}^N\) to the excitation Fock space \(\mathcal{F}^+_N\), which is a proper subspace of \(\mathcal{F}\). We shall give important properties of the operator \(U_N\) in Section 4.

One of our main results will be that

\[
U_N(H_N - N e_H)U_N^* \to \mathbb{H}
\]

in an appropriate (weak) sense.

2.4. Convergence of the excitation spectrum. A convenient way to describe the lower eigenvalues is to use the min-max principle (see \([48]\)). If \(A\) is a self-adjoint operator, which is bounded from below, on a (separable) Hilbert space, then we may define the min-max values

\[
\lambda_L(A) := \inf_{Y, \text{subspace}} \max_{\dim Y = L} \frac{\langle \Phi, A \Phi \rangle}{\lVert \Phi \rVert = 1}
\]

for \(L = 1, 2, \ldots\). It is known that \(\lim_{L \to \infty} \lambda_L(A) = \inf \sigma_{\text{ess}}(A)\), where we use the convention that \(\inf \sigma_{\text{ess}}(A) = +\infty\) when the essential spectrum of \(A\) is empty. Moreover, if

\[
\lambda_L(A) < \inf \sigma_{\text{ess}}(A),
\]

then \(\{\lambda_j(A)\}_{j=1}^L\) are the lowest \(L\) eigenvalues of \(A\), counted with multiplicity.

Our main result is the following.

**Theorem 2** (Convergence of the excitation spectrum). Assume that (A1)-(A2)-(A3) hold true.

(i) (Weak convergence to \(\mathbb{H}\)). For every fixed \(\Phi\) and \(\Phi'\) in the quadratic form domain of the Bogoliubov Hamiltonian \(\mathbb{H}\), we have

\[
\lim_{N \to \infty} \langle \Phi', U_N(H_N - N e_H)U_N^* \Phi \rangle_{\mathcal{F}^+_N} = \langle \Phi', \mathbb{H} \Phi \rangle_{\mathcal{F}^+_N}
\]

where \(U_N\) is defined in (18) and by convention \(U_N^*\) is extended to 0 outside of \(\mathcal{F}^N_+\).

(ii) (Convergence of eigenvalues). Let \(\lambda_1(H_N) \leq \lambda_2(H_N) \leq \ldots\) and \(\lambda_1(\mathbb{H}) \leq \lambda_2(\mathbb{H}) \leq \ldots\) be the min-max values of \(H_N\) in \(\mathcal{F}^N\) and \(\mathbb{H}\) in \(\mathcal{F}^+_N\), respectively.
We have
\[ \lim_{N \to \infty} \left( \lambda_L(H_N) - N \epsilon_H \right) = \lambda_L(\mathbb{H}) \]
for every \( L = 1, 2, \ldots \). Consequently, we have the spectral gap
\[ \liminf_{N \to \infty} \left( \inf \sigma_{\text{ess}}(H_N) - \lambda_1(H_N) \right) \geq \inf \sigma_{\text{ess}}(\mathbb{H}) - \lambda_1(\mathbb{H}) = \inf \sigma_{\text{ess}}(h) > 0. \]

(iii) (Convergence of the ground state). The Hamiltonian \( \mathbb{H} \) has a unique ground state \( \Phi^{(1)} \) in \( \mathcal{F}_+ \) (up to a phase factor) and \( H_N \) also has a unique ground state \( \Psi^{(1)}_N \) for \( N \) large enough. Furthermore (up to a correct choice of phase for \( \Psi^{(1)}_N \)),
\[ \lim_{N \to \infty} U_N \Psi^{(1)}_N = \Phi^{(1)} \]
strongly in \( \mathcal{F}_+ \). The latter convergence is strong in the norm induced by the quadratic form of \( \mathbb{H} \) on \( \mathcal{F}_+ \) if (A3s) holds true.

(iv) (Convergence of lower eigenvectors). Assume that \( \lambda_L(\mathbb{H}) < \inf \sigma_{\text{ess}}(\mathbb{H}) \) for some \( L \geq 1 \). Then \( \lambda_L(\mathbb{H}) \) is the \( L \)-th eigenvalue of \( \mathbb{H} \) and for \( N \) large enough, \( \lambda_L(H_N) \) is the \( L \)-th eigenvalue of \( H_N \). Furthermore, if \( (\Psi^{(L)}_N)_{N \geq 2} \) is a sequence of associated eigenvectors, then, up to a subsequence,
\[ \lim_{N \to \infty} U_N \Psi^{(L)}_N = \Phi^{(L)} \]
strongly in \( \mathcal{F}_+ \), where \( \Phi^{(L)} \) is an eigenvector of \( \mathbb{H} \) associated with the eigenvalue \( \lambda_L(\mathbb{H}) \). The latter convergence is strong in the norm induced by the quadratic form of \( \mathbb{H} \) on \( \mathcal{F}_+ \) if (A3s) holds true.

The proof of Theorem 2 is provided in Section 7.1. Let us now make some comments on this result.

The weak limit (19) shows how the Bogoliubov Hamiltonian \( \mathbb{H} \) arises from the particle-conserving Hamiltonian \( H_N \). This convergence essentially implies the upper bounds on the eigenvalues of \( H_N \) and this is the easy part of our proof. In previous results (for instance in [56]) the upper bounds were more involved because the argument was carried out in the original Fock space \( \mathcal{F} \) and the trial state had to be projected on \( \mathcal{F}_+ \). On the contrary we work in the excited Fock space \( \mathcal{F}_+ \) and only need to project the state on \( \mathcal{F}_+^\leq M \) with \( M \leq N \) (in practice \( 1 \ll M \ll N \)) before applying \( U_N^* \), which is much easier. Note that we actually do not need the condensation assumption (A3) for showing (i) and the upper bound on the eigenvalues.

The difficult part of the proof is the lower bound on the eigenvalues, which requires (A3) as well as a localization method in the Fock space \( \mathcal{F}_+ \), in the spirit of a previous result of Lieb and Solovej [42 Thm. A.1]. The idea is to estimate the error made by replacing a vector \( \Phi \in \mathcal{F}_+ \) by its truncation on \( \mathcal{F}_+^\leq M \), in a lower bound. This method is the object of Section 6 where we prove an IMS-type localization formula.

Even if our simplified statement does not reflect this, we are able to prove explicit error estimates. For instance, for the convergence of \( \lambda_L(H_N) \) in (ii), we will prove that
\[ -C_L(\epsilon_{RL}(N) + N^{-1/3}) \leq \lambda_L(H_N) - N \epsilon_H - \lambda_L(\mathbb{H}) \leq C_L N^{-1/3} \]
implies the following convergence of the one-body density matrices. Indeed, if (A1)-(A2)-(A3s) hold, then the convergence of eigenvectors in the norm of \( H \) operators holds for the lower excited states \( \Psi(1) \). This is because the vacuum in \( \Phi(1) \) of the Bogoliubov Hamiltonian is slightly worse than the Hartree state. More precisely, in [53], Seiringer treated the case of \( \Omega \) a cube in any dimension, \( T = -\Delta \) with periodic boundary conditions, and \( w \) a bounded and positive periodic function such that \( \tilde{w} \geq 0 \). In [24], the same method was used to treat the case of \( \Omega = \mathbb{R}^d \), \( T = -\Delta + V_{\text{ext}} \) with \( V_{\text{ext}} \to \infty \) at infinity, and \( w \) a bounded positive function such that \( \tilde{w} \geq 0 \). In these two cases, the properties (A1), (A2) and (A3s) are all satisfied and Theorem 2 applies. The proof of strong condensation (A3s) is simple and relies on \( \tilde{w} \) being positive, see, e.g., [53, Lemma 1].

The speed of convergence (22) that we can establish in our abstract setting is slightly worse than the \( O(N^{-1/2}) \) obtained in [53, 24]. The method of proof is rather different, however. In [53, 24], the authors relate \( H_N \) to an \( N \)-dependent Hamiltonian \( H_{\text{Bos}} \) which is quadratic in the effective annihilation operators \( b_j = a_j a_j^\dagger / \sqrt{N} - 1 \). These operators only satisfy the commutation relations in the limit \( N \to \infty \). The effective Bogoliubov Hamiltonian \( H_{\text{Bog}} \) can be diagonalized by a unitary transform, up to an error. The unitary is constructed by inserting the effective \( b_j \)'s in the formula of the Bogoliubov rotation which diagonalizes the true Hamiltonian \( \mathbb{H} \).

In the present paper, by applying the unitary \( U_N \), we settle the problem in the excited Fock space \( \mathcal{F}_+ \), in which the true Bogoliubov Hamiltonian \( \mathbb{H} \) acts. The main advantage of our approach is that \( \mathcal{F}_+ \) and \( \mathbb{H} \) are now independent of \( N \), which makes the comparison with \( U_N H_N U_N^\dagger \) clearer, in our opinion. The effective operators \( b_j \)'s were also used in previous works [72, 14, 40] on the one- and two-component Bose gases, for which our approach could be useful as well.

Let us remark that the convergence (20) in the Fock space \( \mathcal{F}_+ \) can be rewritten in the original \( N \)-body space \( \mathfrak{y}_N \) as

\[
\left\| \Psi_N^{(1)} - U_N^* \Psi_N^{(1)} \right\|_{\mathfrak{y}_N} = \left\| \Psi_N^{(1)} - \phi_0^{(1)} u_0^\otimes N - \sum_{j=1}^N \phi_j^{(1)} \otimes_s u_0^\otimes (N-j) \right\|_{\mathfrak{y}_N} \to 0 \quad N \to \infty
\]

where \( \Phi^{(1)} = \phi_0^{(1)} \oplus \phi_1^{(1)} \oplus \cdots \in \mathcal{F}_+ \). In particular, when \( w \neq 0 \), we see that the many-body ground state \( \Psi_N^{(1)} \) is never close to the Hartree state \( u_0^\otimes N \) in the norm of \( \mathfrak{y}_N \). This is because the vacuum in \( \mathcal{F}_+ \) is never an eigenvector of the Bogoliubov Hamiltonian \( \mathbb{H} \), except when \( w \equiv 0 \). A similar property holds for the lower excited states \( \Psi_N^{(1)} \).

Although the wavefunction \( \Psi_N^{(1)} \) is in general not close to the Hartree state \( u_0^\otimes N \) in the norm of \( \mathfrak{y}_N \), its density matrices are close to that of \( u_0^\otimes N \). Indeed, if (A1)-(A2)-(A3s) hold, then the convergence of eigenvectors in (iv) implies the following convergence of the one-body density matrices

\[
\lim_{N \to \infty} \left| \operatorname{Tr} \left[ Q \gamma_\Psi^{(1)} Q - \gamma_\Psi^{(1)} \right] \right| = 0
\]
and
\[
\lim_{N \to \infty} \text{Tr} \left| P \gamma_{\Phi_N^{(L)}} P - (N - N_+^{(L)}) |u_0\rangle \langle u_0| \right| = 0
\]
where \( P = |u_0\rangle \langle u_0| = 1 - Q \) and \( N_+^{(L)} = \text{Tr} \gamma_{\Phi_N^{(L)}} \). In particular, by simply controlling the cross term \( P \gamma_{\Phi_N^{(L)}} Q \) by the Cauchy-Schwarz inequality, we immediately obtain the complete Bose-Einstein condensation
\[
\text{Tr} \left| N^{-1} \gamma_{\Phi_N^{(L)}} - |u_0\rangle \langle u_0| \right| \leq O(N^{-1/2}).
\]
More generally, we can show that if \( \Psi \) is a wave function in \( \mathcal{H}^N \) satisfying \( \langle \Psi_N, H_N \Psi_N \rangle \leq E(N) + O(1) \), then we have
\[
\text{Tr} \left| \Gamma_{\Psi_N}^{(k)} - |u_0^{\otimes k}\rangle \langle u_0^{\otimes k}| \right| \leq O(N^{-1/2})
\]
where \( k \in \mathbb{N} \) is fixed, and \( \Gamma_{\Psi_N}^{(k)} \) is the operator on \( \mathcal{H}^k \) with kernel
\[
\Gamma_{\Psi_N}^{(k)}(x_1, ..., x_k; y_1, ..., y_k) = \int \Psi_N(x_1, ..., x_N) \Psi_N(y_1, ..., y_N) dx_{k+1}...dx_N dy_{k+1}...dy_N.
\]
Note that, by looking at the first order of the density matrices in (23), the excited states cannot be distinguished from the ground state. A slightly weaker version of (23), namely that \( \Gamma_{\Psi_N}^{(k)}(x_1, ..., x_k; x_1, ..., x_k) \) converges to \( |u_0(x_1)|^2 ... |u_0(x_k)|^2 \) weakly in \( \mathcal{H}^k \), was proved recently by Kiessling for the ground state of bosonic atoms \([30]\). In fact, the convergence of reduced density matrices in (23) is well understood in the time-dependent setting \([58, 20, 1, 2, 50, 14]\), and in this case there has been recent interest in corrections to the Hartree equation \([25, 26, 6]\), where our method might also apply.

**Remark 6.** In the convergence in (iii), the sequence of ground states \( \{ \Psi_N^{(1)} \}_N \) can be replaced by any sequence of approximate ground states. More precisely, if for every \( N \) we take a wave function \( \Psi_N' \in \mathcal{H}^N \) such that
\[
\lim_{N \to \infty} \left( \langle H_N \rangle_{\Psi_N'} - \lambda_1(H_N) \right) = 0,
\]
then we still have \( U_N \Psi_N' \to \Phi^{(1)} \) in the same sense as in Theorem 2.

**Remark 7.** If we perturbate the factor \( 1/(N - 1) \) in front of the interaction term in the Hamiltonian \( H_N \) by a term of \( O(N^{-2}) \) order, then our results in Theorem 2 remain valid, with the modification that the eigenvalues are shifted by an extra term of order \( O(1) \). More precisely, if \( \kappa_N = (N - 1)^{-1} + \kappa N^{-2} + o(N^{-2}) \) with \( \kappa \in \mathbb{R} \) fixed, then the min-max values of the Hamiltonian
\[
H_{N,\kappa} := \sum_{i=1}^{N} T_i + \kappa_N \sum_{1 \leq i < j \leq N} w(x_i - x_j)
\]
satisfy
\[
\lambda_L(H_{N,\kappa}) = N e_H + \kappa (\mu_H - e_H) + \lambda_L(\mathbb{H}) + o(1).
\]
2.5. **Positive temperature.** At a positive temperature $\beta^{-1} > 0$, the free energy of the system is given by

$$F_{\beta}(N) := \inf_{\Gamma \geq 0} \left\{ \text{Tr}[H_N \Gamma] - \beta^{-1} S(\Gamma) \right\} = -\beta^{-1} \log \text{Tr}_{\beta N} e^{-\beta H_N}$$

where $S(\Gamma) := -\text{Tr}[\Gamma \log \Gamma]$ stands for the von Neumann entropy. Our goal is to establish the convergence

$$\lim_{N \to \infty} \left( F_{\beta}(N) - N e_H \right) = -\beta^{-1} \log \text{Tr}_{F_{\beta}^+} \left[ e^{-\beta H} \right].$$

For this we need two new conditions. At positive temperature the stability of the system does not follow from the simple relative boundedness assumptions (A1) on $w$. So we need the following

(A4) **(Stability).** There exists $\beta_0 > 0$ such that $F_{\beta_0}(N) \geq -CN$ for all $N$ and $\text{Tr}_{F_{\beta}^+} \left[ e^{-\beta_0 H} \right] < \infty$.

Our second new assumption is a modified version of the zero-temperature condensation (A3), which we now only assume to hold for the Gibbs state at temperature $\beta^{-1}$ for simplicity.

(A3') **(Bose-Einstein condensation at positive temperature).** For any $\beta^{-1} < \beta_0^{-1}$, one has

$$\lim_{N \to \infty} \left\langle u_0, \gamma_{\beta,N} u_0 \right\rangle = 1$$

where $\gamma_{\beta,N}$ is the one-body density matrix of the Gibbs state $\Gamma_{\beta,N} := e^{-\beta H_N} / \text{Tr} \left[ e^{-\beta H_N} \right]$, namely, in terms of kernels,

$$\gamma_{\beta,N}(x,y) := N \int_{\Omega^{N-1}} \Gamma_{\beta,N}(x,x_2,...,x_N;y,x_2,...,x_N) dx_2...dx_N.$$

Let us remark that if the strong condensation assumption (A3s) holds true for some $\epsilon_0 \in (0,1)$ and $\text{Tr}_{F_{\beta}^+} \left[ e^{-\left(1-\epsilon_0\right)\beta_0 H} \right] < \infty$ for some $\beta_0$, then we can prove (A3') and (A4) for the corresponding $\beta_0$. We of course always assume that (A1) and (A2) hold true. Moreover, if $h \geq \eta_H$ and $K_1 = K_2 \geq 0$, then

$$d\Gamma(h + C) + C \geq H \geq d\Gamma(h - \epsilon) - C_\epsilon$$

(see (69) in Appendix A), and hence the condition $\text{Tr}_{F_{\beta}^+} \left[ e^{-\left(1-\epsilon_0\right)\beta_0 H} \right] < \infty$ is equivalent to $\text{Tr} \left[ e^{-\left(1-\epsilon_0\right)\beta_0 h} \right] < \infty$. The latter holds true if we have $\text{Tr} \left[ e^{-\left(1-\epsilon_0\right)(1-\alpha_1)\beta_0 T} \right] < \infty$, because $h \geq (1 - \alpha_1)T - C$, where $\alpha_1 \in (0,1)$ is given in Assumption (A1).

Our main result is the following

**Theorem 3** *(Positive temperature case). Assume that (A1)-(A2)-(A3')-(A4) hold true. Then for every $\beta^{-1} < \beta_0^{-1}$, we have*

$$\lim_{n \to \infty} \text{Tr}_{F_{\beta}^+} \left[ U_N e^{-\beta (H_N - N e_H)} U_N^* - e^{-\beta H} \right] = 0.$$  

*This implies the convergence of the corresponding Gibbs states and of the free energy:*

$$\lim_{N \to \infty} \left( F_{\beta}(N) - N e_H \right) = -\beta^{-1} \log \text{Tr}_{F_{\beta}^+} \left[ e^{-\beta H} \right].$$
Theorem 3 is proved using the same argument as that of the proof of Theorem 2, together with a well-known localization inequality for the entropy, see Section 7.2.

3. Applications

It is easy to verify that the model considered by Seiringer in [53] and by Grech-Seiringer in [24] satisfy our assumptions (A1), (A2) and (A3s). So our approach applies and we are able to recover their results.

In the rest of this section, we consider two Coulomb systems for which we are able to apply our main results.

3.1. Bosonic atoms. For a bosonic atom we mean a system including a classical nucleus at the origin in \( \mathbb{R}^3 \) of charge \( Z > 0 \) and \( N \) “bosonic quantum electrons” of charge \( -1 \). The system is described by the Hamiltonian

\[
\sum_{i=1}^{N} \left( -\Delta_i - \frac{Z}{|x_i|} \right) + \sum_{1 \leq i < j \leq N} \frac{1}{|x_i - x_j|}
\]

acting on the symmetric space \( \mathfrak{h}^N = \bigotimes_{\text{sym}}^N L^2(\mathbb{R}^3) \). For simplicity of writing, we only consider spinless electrons. We shall study the asymptotics of \( H_{N,Z} \) when \( N \to \infty \) and \( (N - 1)/Z \) is fixed.

By using the unitary \( D_\ell : \mathfrak{h}^N \to \mathfrak{h}^N \) defined by \( (D_\ell \Psi)(x_1, \ldots, x_N) = \ell^{3N/2} \Psi(\ell x_1, \ldots, \ell x_N) \) with \( \ell = N - 1 \), we can rescale the Hamiltonian to

\[
H_{t,N} := \sum_{i=1}^{N} \left( -\Delta_i - \frac{1}{t|x_i|} \right) + \frac{1}{N - 1} \sum_{1 \leq i < j \leq N} \frac{1}{|x_i - x_j|}
\]

where \( t := (N - 1)/Z \). The Hamiltonian \( H_{t,N} \) has the same form as in the previous section, with \( \Omega = \mathbb{R}^3 \), \( T = -\Delta - 1/(t|x|) \) and \( w(x - y) = |x - y|^{-1} \). The eigenvalues of the original Hamiltonian are then proportional to \((N - 1)^2\) times the eigenvalues of \( H_{t,N} \).

Note that Assumption (A1) holds due to Kato’s inequality

\[
\frac{1}{|x|} \leq -\varepsilon \Delta x + \frac{1}{4\varepsilon} \quad \text{on} \quad L^2(\mathbb{R}^3).
\]

and the fact that \( H_{t,N} \) is self-adjoint on \( \bigotimes_{\text{sym}}^N H^2(\mathbb{R}^2) \). Note also that the first eigenvalue of \( H_{t,N} \), when it exists, is always non-degenerate. In the following we shall denote by \( \Phi_{t,N}^{(1)} \) the corresponding unique positive ground state.

It was already proved by Benguria and Lieb [7] that for every \( t > 0 \), the leading term of the ground state energy of \( H_{t,N} \) is given by Hartree’s energy, that is

\[
\inf \sigma(H_{t,N}) = N e_H(t) + o(N)
\]

as \( N \to \infty \), where

\[
e_H(t) := \inf_{u \in L^2(\mathbb{R}^3)} \left\{ \int_{\mathbb{R}^3} |\nabla u(x)|^2 \, dx - \frac{1}{t} \int_{\mathbb{R}^3} \frac{|u(x)|^2}{|x|} \, dx + \frac{1}{2} D(|u|^2, |u|^2) \right\}.
\]
Here, again

$$D(f, g) := \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{f(x)g(y)}{|x - y|} \, dx \, dy.$$ 

Note that $D(f, f) \geq 0$ because the Coulomb potential $|x|^{-1}$ has positive Fourier transform.

The fact that the next order in the expansion of the ground state energy of bosonic atoms is given by Bogoliubov’s theory was first conjectured in [45]. In the following, by applying Theorem 2, we shall establish not only this conjecture but also many other properties of the system.

By a convexity argument, it can be shown (see [35]) that the Hartree minimization problem (27) has a minimizer $u_t$ if and only if $t \leq t_c$, for some critical number $t_c \in (1, 2)$ (it was numerically computed in [5] that $t_c \approx 1.21$). In the case of existence, the minimizer is unique, positive, radially-symmetric. Moreover it decays exponentially and it solves the mean-field equation

$$\begin{cases} h_t u_t = 0, \\ h_t := -\Delta - \frac{1}{t|x|} + |u_t|^2 \ast \frac{1}{|x|} - \mu(t), \end{cases}$$

with the Lagrange multiplier $\mu(t) \leq 0$. Moreover, if $t < t_c$, then $\mu(t) < 0$ and there is a constant $\eta(t) > 0$ such that

$$h_t \geq \eta(t) > 0 \text{ on } \mathcal{H}_+ := \{u_t\}^\perp. \quad (28)$$

The critical binding number $t_c$ in Hartree’s theory also plays an important role for the original quantum problem. In fact, it was shown in [7, 55, 3] that for every $N$ there are two numbers $b(N) \leq b'(N)$ satisfying that $H_{t,Z}$ always has a ground state if $t \leq b(N)$ and $H_{t,Z}$ has no ground states if $t \geq b'(N)$, and that

$$\lim_{N \to \infty} b(N) = \lim_{N \to \infty} b'(N) = t_c.$$

In the following we shall always assume that $t$ is fixed strictly below $t_c$. In this case, Assumption (A2) holds true. In fact, due to Hardy’s inequality

$$\frac{1}{4|x|^2} \leq -\Delta x \text{ on } L^2(\mathbb{R}^3), \quad (29)$$

the function $K_t(x, y) := u_t(x)|x - y|^{-1}u_t(y)$ belongs to $L^2((\mathbb{R}^3)^2)$. Hence, $K_t(x, y)$ is the integral kernel of a Hilbert-Schmidt operator, still denoted by $K_t$. Note that $K_t \geq 0$ because $|x - y|^{-1}$ is a positive kernel. Thus the spectral gap (28) implies the non-degeneracy of the Hessian, namely

$$\begin{pmatrix} h_t + K_t & K_t \\ K_t & h_t + K_t \end{pmatrix} \geq \eta(t) \text{ on } \mathcal{H}_+ \oplus \mathcal{H}_+.$$ 

The condensation in Assumption (A3) is implicitly contained in the proof of the asymptotic formula (26) by Benguria and Lieb. In fact, the upper bound in (26) can be seen easily by using the Hartree state $u_t^\otimes N$. The lower bound is more involved and it follows from the Lieb-Oxford inequality
which says that for every wave function $\Psi \in \mathcal{F}^N$,
\[
\left\langle \Psi, \left( \sum_{1 \leq i < j \leq N} \frac{1}{|x_i - x_j|} \right) \Psi \right\rangle \geq \frac{1}{2} D(\rho_{\Psi}, \rho_{\Psi}) - 1.68 \int_{\mathbb{R}^3} \rho_{\Psi}(x)^{3/2} dx. \tag{30}
\]

The following is a quantitative version of the strong condensation (A3s).

**Lemma 4** (Strong condensation of bosonic atoms). If $t \leq t_c$, then
\[
H_{t,N} - N \epsilon_{H} \geq \left( 1 - N^{-2/3} \right) \sum_{i=1}^{N} (h_t)_i - C N^{1/3}. \tag{31}
\]

**Remark 8.** In particular, from (31) it follows that if $\langle H_{t,N} \rangle \rho \leq N \epsilon_{H} + R$, then $\langle u_0, \gamma_{\Psi} u_0 \rangle \geq N - C N^{1/3}$ which is (A3). When $t < t_c$, by Theorem 2 we can improve the estimate to $\langle u_0, \gamma_{\Psi} u_0 \rangle \geq N - C$. The latter was shown by Bach, Lewis, Lieb and Siedentop in [4] using a different method.

**Proof.** We start by estimating the terms on the right side of the Lieb-Oxford inequality (30). First, from the positivity $D(f, f) \geq 0$, we have
\[
\frac{1}{2} D(\rho_{\Psi}, \rho_{\Psi}) \geq D(\rho_{\Psi}, N|u_t|^2) - \frac{1}{2} D(N|u_t|^2, N|u_t|^2)
= ND(\rho_{\Psi}, |u_t|^2) + N^2(\epsilon_{H}(t) - \mu_{H}(t)). \tag{32}
\]

On the other hand, using the Hoffmann-Ostenhof inequality [29] and Sobolev’s inequality [37, Theorem 8.3] we can estimate
\[
\left\langle \Psi, \left( \sum_{i=1}^{N} -\Delta_i \right) \Psi \right\rangle = \text{Tr}[\Delta \gamma_{\Psi}] \geq \langle \sqrt{\rho_{\Psi}}, -\Delta \sqrt{\rho_{\Psi}} \rangle \geq C \left( \int_{\mathbb{R}^3} \rho_{\Psi}^{3/2} \right)^{1/3} \tag{33}.
\]

Therefore, by Hölder inequality, we find that
\[
\int \rho_{\Psi}^{4/3} \leq \left( \int \rho_{\Psi}^{3} \right)^{1/6} \left( \int \rho_{\Psi} \right)^{5/6} \leq \epsilon \text{Tr}[\Delta \gamma_{\Psi}] + C N^{5/3} \frac{N^{5/3}}{\epsilon}. \tag{34}
\]

Thus using the Lieb-Oxford inequality (30), the estimate (32) and $h_t \geq -\Delta/2 - C$ we get
\[
\langle H_{t,N} \rangle \rho \geq N \epsilon_{H}(t) + \left( 1 - \frac{2\epsilon}{N} \right) \text{Tr}[h_t \gamma_{\Psi}] - 2 \epsilon - C \epsilon^{-1} N^{2/3}
\]
for all $\epsilon > 0$. Replacing $\epsilon$ by $N^{1/3}/2$, we obtain (31). \qed

All this shows that if $t < t_c$, then Assumptions (A1)-(A2)-(A3s) hold true, and we may apply Theorem 2 to show that the lower spectrum of $H_{t,Z}$ converges to the lower spectrum of the Bogoliubov Hamiltonian
\[
\mathbb{H}_t := \int_{\Omega} a^*(x)((h_t + K_t)a)(x) \, dx
+ \frac{1}{2} \int_{\Omega} \int_{\Omega} K_t(x,y) \left( a^*(x)a^*(y) + a(x)a(y) \right) \, dx \, dy,
\]
which acts on the Fock space $\mathcal{F}_+ = \bigoplus_{n=0}^{\infty} \bigotimes_{\text{sym}}^{n} \mathcal{F}_+$. Beside some basic properties of $\mathbb{H}_t$ already given in Theorem 1, we have the following additional information.
Proposition 5 (Bogoliubov Hamiltonian of bosonic atoms). For every \( t \in (0, t_c) \) one has
\[
\sigma_{\text{ess}}(H_t) = \left[ \inf \sigma(H_t) - \mu_H(t), \infty \right).
\]
Moreover, if \( t < 1 \), then \( H_t \) has infinitely many eigenvalues below its essential spectrum. On the other hand, if \( t \geq 1 \), then \( H_t \) only has finitely many eigenvalues below its essential spectrum.

Proof. First, since \( h_t = -\Delta + V_t(x) - \mu_H(t) \), where \( V_t(x) := (|u_0|^2 * |.|^{-1})(x) - t^{-1}|x|^{-1} \) is relatively compact with respect to \( -\Delta \), we obtain \( \sigma_{\text{ess}}(h_t) = [-\mu_H(t), \infty) \). Thus \( \sigma_{\text{ess}}(H_t) = [\inf \sigma(H_t) - \mu_H(t), \infty) \) by (ii) in Theorem 1.

The other statements follow from (iii) in Theorem 1 and the fact that \( h_t \) has infinitely many eigenvalues below its essential spectrum if and only if \( t < 1 \).

In fact, if \( t < 1 \), then \( V_t(x) = m_t * |.|^{-1} \) where the measure
\[
m_t := |u_0|^2 - t^{-1} \delta_0
\]
has negative mass \( \int m < 0 \), and we can follow [43] Lemma II.1.

On the other hand, if \( t \geq 1 \), then by applying Newton’s Theorem for the radially symmetric function \( |u_0(x)|^2 \), we can write
\[
V_t(x) \geq \int_{\mathbb{R}^3} \frac{|u_t(y)|^2}{\max\{|x|, |y|\}} dy - \frac{1}{|x|} = \int_{|y| \geq |x|} |u_t(y)|^2 \left( \frac{1}{|y|} - \frac{1}{|x|} \right) dy.
\]

Because \( u_t(x) \) decays exponentially, we obtain that \( [V(x)]_- \) also decays exponentially and hence belongs to \( L^{3/2}(\mathbb{R}^3) \). Therefore, by the CLR bound (see e.g., [39] Theorem 4.1), we conclude that \( h_t \) has finitely many eigenvalues below \( -\mu_H(t) \).

By the celebrated HVZ Theorem [48], one has
\[
\sigma_{\text{ess}}(H_{t,N}) = [\Sigma_{t,N}, \infty)
\]
where \( \Sigma_{t,N} \) is the ground state energy of the \((N-1)\)-body Hamiltonian
\[
\sum_{i=1}^{N-1} \left( -\Delta_i - \frac{1}{t|x_i|} \right) + \frac{1}{N-1} \sum_{1 \leq i < j \leq N-1} \frac{1}{|x_i - x_j|}.
\]

An asymptotic formula for \( \Sigma_{t,N} \) can be obtained by the same method as that of Theorem 2 (see Remark 4 in the end of Sec. 2.4), namely
\[
\Sigma_{t,N} = Ne_H(t) - \mu_H(t) + \inf \sigma(H_t) + o(1) = Ne_H(t) + \inf \sigma_{\text{ess}}(H_t) + o(1).
\]

It thus turns out that the essential spectrum of \( H_{t,N} - Ne_H(t) \) converges to the essential spectrum of \( H_t \).

Thus, by combining the HVZ Theorem and Theorem 2, we obtain the convergence of the whole spectrum of \( H_{t,N} \) as follows.

Theorem 6 (Spectrum of bosonic atoms). If \( t \in (0, t_c) \) is fixed, then we have the following statements in the limit \( N \to \infty \).

(i) (Essential spectrum). The essential spectra of \( H_{t,N} \) and \( H_t \) are
\[
\sigma_{\text{ess}}(H_{t,N}) = [\Sigma_{t,N}, \infty), \quad \sigma_{\text{ess}}(H_t) = [\inf \sigma(H_t) - \mu_H(t), \infty)
\]
and we have the convergence
\[
\lim_{N \to \infty} (\Sigma_{t,N} - Ne_H(t)) = \inf \sigma(H_t) - \mu_H(t).
\]
(ii) (Ground state energy and ground state). We have
\[
\lim_{N \to \infty} \left( \inf \sigma(H_{t,N}) - N e_H(t) \right) = \inf \sigma(\mathbb{H}_t) < 0.
\]
For \(N\) large enough, \(H_{t,N}\) has a ground state \(\Psi_{t,N}^{(1)}\) (which is then unique and can be assumed positive) and
\[
\lim_{N \to \infty} U_N \Psi_{t,N}^{(1)} = \Phi_{t}^{(1)}
\]
strongly in the norm induced by the kinetic energy in \(\mathcal{F}_+\), where \(\Phi_{t}^{(1)} \in \mathcal{F}_+\) is the unique ground state of \(\mathbb{H}_t\) such that \(\langle \Phi_{t}^{(1)}, \Omega \rangle_{\mathcal{F}_+} > 0\), \(\Omega\) being the vacuum state in \(\mathcal{F}_+\).

(iii) (Lower eigenvalues and eigenstates). Assume that \(\mathbb{H}_t\) has \(L\) eigenvalues below its essential spectrum, for some \(L \geq 1\). Then for \(N\) large enough, \(H_{t,N}\) also has \(L\) eigenvalues below its essential spectrum, and the \(L\)-th eigenvalue of \((H_{t,N} - N e_H(t))\) converges to the \(L\)-th eigenvalue of \(\mathbb{H}_t\) as \(N \to \infty\).
Moreover, if \(\Psi_{t,N}^{(L)}\) is a corresponding eigenvector, then up to a subsequence, \(U_N \Psi_{t,N}^{(L)}\) converges to an eigenvector of the \(L\)-th eigenvalue of \(\mathbb{H}_t\) as \(N \to \infty\).

3.2. Trapped Coulomb gases. We consider a two- or three- dimensional system of \(N\) bosons trapped by an external potential and interacting via the Coulomb potential. The system is described by the Hamiltonian
\[
H_N = \sum_{i=1}^{N} (K x_i + V(x_i)) + \frac{1}{N-1} \sum_{1 \leq i < j \leq N} w(x_i - x_j)
\]
acting on the symmetric space \(\mathcal{H}^N = \bigotimes_{\text{sym}} L^2(\mathbb{R}^d)\) for \(d = 2\) or \(d = 3\), where \(K = -\Delta\) or \(K = \sqrt{1 - \Delta} - 1\) is the kinetic energy operator.

Our study in this section was motivated by a recent work of Sandier and Serfaty \cite{52, 51}. They proved in \cite{51} that for the classical 2D Coulomb systems, the ground state energy behaves like
\[
N e_H - \frac{1}{4} \log N + c + o(1)
\]
where \(e_H\) is the Hartree ground state energy when \(K \equiv 0\) and \(c\) is the ground state energy of an infinite system of point charges in the plane, interacting through the Coulomb potential and with a neutralizing jellium background.
The log \(N\) term is due to some local scaling invariance (think of replacing \(V\) by a constant in a small box and shrinking the system about the center of this box). We shall see that, when the kinetic energy is introduced, since the local scaling invariance is broken and shrinking the particles has a too large cost, the logarithmic term disappears and the next term is of order \(O(1)\), given by Bogoliubov’s theory. In order to make this vague statement rigorous, we need some natural assumptions on \(T = K + V\) and on \(w\).

Assumptions. If \(d = 2\), then \(w(x) = -\log |x|\), \(K\) is either \(-\Delta\) or \(\sqrt{-\Delta + 1} - 1\), and \(V \in L^2_{\text{loc}}(\mathbb{R}^2, \mathbb{R})\) satisfying that
\[
\liminf_{|x| \to \infty} \frac{V(x)}{|\log |x||^2} > 0.
\]
If \( d = 3 \), then \( w(x) = |x|^{-1} \), \( K \) is either \( -\Delta \) or \( \sqrt{-\Delta + 1} - 1 \), and \( V \in L^3_{\text{loc}}(\mathbb{R}^3, \mathbb{R}) \) satisfying that \( V(x) \to \infty \) as \( |x| \to \infty \).

Let us show that under these conditions, Assumptions (A1)-(A2)-(A3s) in Theorem 2 hold true. First, note that \( K + V \) is bounded from below on \( L^2(\mathbb{R}^d) \) (see [37, Sec. 11.3]). When \( d = 3 \), if \( K = \sqrt{1 - \Delta} - 1 \), then the relative bound (5) in (A1) follows from the relativistic Hardy inequality [39, Lemma 8.2]

\[
\frac{2}{\pi |x|} \leq \sqrt{-\Delta} \leq \sqrt{1 - \Delta} \quad \text{on} \quad L^2(\mathbb{R}^3),
\]

while if \( K = -\Delta \), then we even have the stronger bound

\[
|w(x-y)|^2 \leq C_0[K_x + K_y + V(x) + V(y)] + C \quad \text{on} \quad L^2((\mathbb{R}^d)^2)
\]

due to Hardy’s inequality (29). When \( d = 2 \), then (33) also holds true, due to the estimates \( K + V \geq C^{-1}[\log(1 + |x|)]^2 - C \) and

\[
|w(x-y)|^2 \leq 2 \left[ \frac{1}{|x-y|} + [\log(1 + |x|)]^2 + [\log(1 + |y|)]^2 \right] + C
\]

for some \( C > 0 \). Thus (A1) holds true. On the other hand, Assumption (A2) follows from the following

**Proposition 7** (Hartree theory). Under the previous assumptions, the variational problem

\[
e_H := \inf_{u \in L^2(\mathbb{R}^d)} \left\{ \langle u, (K + V)u \rangle + \frac{1}{2} \int \int |u(x)|^2 w(x-y)|u(y)|^2 \, dx \, dy \right\}
\]

has a unique minimizer \( u_0 \) which satisfies that \( u_0(x) > 0 \) for a.e. \( x \in \mathbb{R}^d \) and solves the mean-field equation

\[
\begin{cases}
h u_0 = 0, \\
h := K + V + |u_0|^2 * w - \mu_H,
\end{cases}
\]

for some Lagrange multiplier \( \mu_H \in \mathbb{R} \). The operator \( h \) has only discrete spectrum \( \lambda_1(h) < \lambda_2(h) \leq \lambda_3(h) \leq \ldots \) with \( \lim_{i \to \infty} \lambda_i(h) = \infty \). Moreover, the operator \( K \) with kernel \( K(x,y) = u_0(x)w(x-y)u_0(y) \) is Hilbert-Schmidt on \( L^2(\mathbb{R}^d) \) and it is positive on \( H_+ \). Finally, \( u_0 \) is non-degenerate in the sense of [17].

Before proving Proposition 7, let us mention that in 2D, the Coulomb potential \( w(x) = -\log |x| \) does not have positive Fourier transform. More precisely, \( \hat{w} = \text{pv} \cdot |\cdot|^{-1} \), the principal value of \( \cdot |\cdot|^{-1} \). Although \( w \) is not a positive type kernel, we still have the following restricted positivity (see [13]).

**Proposition 8** (Coulomb log kernel). For any function \( f \in L^1(\mathbb{R}^2) \cap L^{1+\varepsilon}(\mathbb{R}^2) \) for some \( \varepsilon > 0 \) with

\[
\int_{\mathbb{R}^2} \log(2 + |x|)|f(x)| \, dx < \infty \quad \text{and} \quad \int_{\mathbb{R}^2} f = 0,
\]
we have

\[ 0 \leq D(f, f) := -\iint_{\mathbb{R}^2 \times \mathbb{R}^2} f(x) \log |x-y| f(y) \, dx \, dy < \infty. \]

We can now provide the

**Proof of Proposition 9.** By using the relative bound (38), Sobolev’s embedding [37] Theorem 8.4 and the fact that \( V(x) \to \infty \) as \( |x| \to \infty \), it is straightforward to show that there is a minimizer \( u_0 \) for \( \epsilon_H \) in (34) such that \( u_0 \in D(K^{1/2}) \) and

\[ \int_{\mathbb{R}^d} V(x)|u_0(x)|^2 \, dx < \infty. \]

Since \( \langle u, Ku \rangle \geq \langle |u|, |Ku| \rangle \) [37] Theorems 7.8 and 7.13, we may assume that \( u_0 \geq 0 \). Moreover, the Hartree equation \( hu_0 = 0 \) implies that \( u_0(x) > 0 \) for a.e. \( x \in \mathbb{R}^2 \) and \( u_0 \) is then the unique ground state of \( h \). Moreover, because \( V(x) + (|u_0|^2 * w)(x) \to \infty \) as \( |x| \to \infty \), the operator \( h \) (on \( \mathcal{F}_+ \)) has only discrete spectrum \( \lambda_1(h) \leq \lambda_2(h) \leq \ldots \) with \( \lambda_1(h) > 0 \) and \( \lim_{i \to \infty} \lambda_i(h) = \infty \) (see [38], Theorem XIII.16).

For any normalized function \( u \in \mathcal{F}_+ \), we have \( \int (|u|^2 - |u_0|^2) = 0 \) and hence \( D(|u|^2 - |u_0|^2, |u|^2 - |u_0|^2) \geq 0 \) by Proposition 8. Using this and a convexity argument we can show that \( u_0 \) is the unique minimizer of \( \epsilon_H \) in (34).

The operator \( K \) with kernel \( K(x,y) = u_0(x)w(x-y)u_0(y) \) is Hilbert-Schmidt in \( L^2((\mathbb{R}^d)^2) \). When \( d = 2 \), or \( d = 3 \) and \( K = -\Delta \), this fact holds true due to [39]. When \( d = 3 \) and \( K = \sqrt{1-\Delta} - 1 \), the Hilbert-Schmidt property follows from the Hardy-Littlewood-Sobolev inequality [37] Theorem 4.3 and the Sobolev’s embedding \( H^{1/2}(\mathbb{R}^3) \subset L^3(\mathbb{R}^3) \).

Finally, the operator \( K \) is positive on \( \mathcal{F}_+ \) because \( \langle v, Kv \rangle = D(vu_0, vu_0) \geq 0 \) for every \( v \in \mathcal{F}_+ \). The latter inequality follows from Proposition 8 and the fact that \( \int (vu_0) = 0 \). We then deduce from \( h \geq \lambda_2(h) - \lambda_1(h) := \eta_H > 0 \) that \( u_0 \) is non-degenerate in the sense of (77).

We have shown that (A1) and (A2) hold true. Therefore, we may consider the Bogoliubov Hamiltonian

\[ \mathbb{H} = \int_{\Omega} a^*(x)(h + K)a(x) \, dx + \frac{1}{2} \int_{\Omega} \int_{\Omega} K(x,y) \Big( a^*(x)a^*(y) + a(x)a(y) \Big) \, dx \, dy, \]

which acts on the Fock space \( \mathcal{F}_+ = \bigoplus_{n=0}^{\infty} \bigotimes_{\text{sym}}^n \mathcal{F}_+ \). From Theorem 4 and the spectral property of \( h \), the following can easily be proved.

**Proposition 9** (Bogoliubov Hamiltonian of trapped Coulomb gases). Under the above assumptions on \( K, V \) and \( w \), the Bogoliubov Hamiltonian \( \mathbb{H} \) is bounded from below. Its spectrum is purely discrete, consisting of a sequence of eigenvalues \( \lambda_1(\mathbb{H}) < \lambda_2(\mathbb{H}) \leq \lambda_3(\mathbb{H}) \leq \cdots \) with \( \lim_{j \to \infty} \lambda_j(\mathbb{H}) = \infty \).

Now we consider Assumption (A3s). In three dimensions, the condensation can be obtained by following the proof of Lemma 1. In two dimensions, we have the following result.
Lemma 10 (Strong condensation of 2D Coulomb gases). Under the above assumptions on $K$, $V$ and $w$, we have
\[ H_N - Nc_H \geq (1 - N^{-1}) \sum_{i=1}^{N} h_i - \frac{\log N}{4N} - \frac{C}{N}. \]

This condensation can be proved by using the same argument as in the proof of Lemma 4 and the following Lieb-Oxford type inequality, whose proof can be found in Appendix C.

Proposition 11 (Logarithmic Lieb-Oxford inequality). For any wave function $\Psi \in \otimes_1^N L^2(\mathbb{R}^2)$ such that $|\Psi|^2$ is symmetric and $\rho_\Psi \in L^1 \cap L^{1+\varepsilon}$ for some $0 < \varepsilon \leq 1$ and $\int_{\mathbb{R}^2} \log(2 + |x|) \rho_\Psi(x) \, dx < \infty$, we have
\[
\left\langle \Psi, \left( \sum_{1 \leq i < j \leq N} -\log |x_i - x_j| \right) \Psi \right\rangle \geq \frac{1}{2} D(\rho_\Psi, \rho_\Psi) - \frac{1}{4} \int_{\mathbb{R}^2} \rho_\Psi \log \rho_\Psi \\nonumber \\
- C \int_{\mathbb{R}^2} \rho_\Psi - \frac{C}{\varepsilon} \left( \int_{\mathbb{R}^2} \rho_\Psi \right) \left( \int_{\mathbb{R}^2} \frac{\rho_\Psi}{\rho_\Psi} \right)^{1+\varepsilon}. \tag{35}
\]

The estimate (35) is probably not optimal but it is sufficient for our purpose. In particular we do not know if the error term involving $\varepsilon$ can be removed. By applying Theorem 2 and Theorem 3 we get the following results.

Theorem 12 (Spectrum of trapped Coulomb gases). Assume that $K$, $V$ and $w$ satisfy the above assumptions.

(i) (Eigenvalues). The Hamiltonian $H_N$ has only discrete spectrum $\lambda_1(H_N) < \lambda_2(H_N) \leq \lambda_3(H_N) \leq \ldots$ with $\lim_{N \to \infty} \lambda_L(H_N) = \infty$. For every $L = 1, 2, \ldots$ we have the following convergence
\[ \lim_{N \to \infty} (\lambda_L(H_N) - Nc_H) = \lambda_L(\mathbb{H}) \]
where $\lambda_L(\mathbb{H})$ is the $L$-th eigenvalue of the Bogoliubov Hamiltonian $\mathbb{H}$.

(ii) (Eigenvectors). If $\Psi_N^{(L)}$ is an eigenvector of the $L$-th eigenvalue of $H_N$, then up to a subsequence, $U_N \Psi_N^{(L)}$ converges (strongly in the norm induced by $K + V$) to an eigenvector of the $L$-th eigenvalue of $\mathbb{H}_L$ as $N \to \infty$, where $U_N$ is defined in (13).

(iii) (Positive temperature). If we assume furthermore that $\text{Tr} e^{-\beta_0(K + V)} < \infty$ for some $\beta_0 > 0$, then for every $0 < \beta^{-1} < \beta_0^{-1}$ we obtain the convergence
\[ \lim_{N \to \infty} \text{Tr}_F \left[ U_N e^{-\beta(H_N - Nc_H)} U^*_N - e^{-\beta \mathbb{H}} \right] = 0. \]

In particular, we have the convergence of the free energy
\[ \lim_{N \to \infty} \left( -\beta^{-1} \log \text{Tr}_N e^{-\beta H_N} - N c_H \right) = -\beta^{-1} \log \text{Tr}_F e^{-\beta \mathbb{H}}. \tag{36} \]

We have a couple of remarks on Theorem 12.

First, we note that the condition $\text{Tr} e^{-\beta_0(K + V)} < \infty$ is satisfied if $V$ grows fast enough at infinity. For example, if $K = -\Delta$, $d = 2$ or $d = 3$, and
\[ \lim_{|x| \to \infty} \frac{V(x)}{\log |x|} > \frac{d}{\beta_0}, \]
then one has the Golden-Thompson-Symanzik inequality \[23, 64, 62\] (see also \[18\] for an elementary proof)
\[
\text{Tr} e^{-\beta_0 (\mathcal{K} + V)} \leq (4\pi\beta_0)^{-d/2} \int_{\mathbb{R}^N} e^{-\beta_0 V(x)} dx < \infty.
\]
Moreover, if \( K = \sqrt{-\Delta + 1} - \frac{1}{2}, d = 2 \) or \( d = 3 \), and
\[
\liminf_{|x| \to \infty} \frac{V(x)}{|x|} > 0,
\]
then \( \text{Tr} e^{-\beta_0 (\mathcal{K} + V)} < \infty \) for all \( \beta_0 > 0 \), due to \[18, \text{Theorem 1}\] and the operator inequality
\[
\sqrt{-\Delta} + |x| \geq \sqrt{-\Delta + |x|^2} \quad \text{in} \quad L^2(\mathbb{R}^d).
\]
The latter is a consequence of the operator monotonicity of the square root and the fact that \( \sqrt{-\Delta} |x| + |x| \sqrt{-\Delta} \geq 0 \) in \( L^2(\mathbb{R}^d) \), see \[28, \text{Theorem 1}\].

Second, in \[51, \text{Theorem 1}\] the authors provided upper and lower bounds on the classical free energy at nonzero temperatures, which coincide when \( \beta^{-1} \to 0 \). In the quantum case we are able to identify precisely the limit \( (36) \) even when \( \beta^{-1} > 0 \), which is given by the Bogoliubov Hamiltonian.

4. Operators on Fock spaces

In this preliminary section, we introduce some useful operators on Fock spaces and we consider the unitary \( U_N \) defined in \[18\] in detail.

For any vector \( f \in \mathcal{H} \), we may define the \textit{annihilation operator} \( a(f) \) and the \textit{creation operator} \( a^*(f) \) on the Fock space \( \mathcal{F} = \bigoplus_{N=0}^{\infty} \mathcal{H}^N \) by the following actions
\[
a(f) \left( \sum_{\sigma \in \mathcal{S}_N} f_{\sigma(1)} \otimes ... \otimes f_{\sigma(N)} \right) = \sqrt{N} \sum_{\sigma \in \mathcal{S}_N} \langle f, f_{\sigma(1)} \rangle f_{\sigma(2)} \otimes ... \otimes f_{\sigma(N)}, \quad (37)
\]
\[
a^*(f_N) \left( \sum_{\sigma \in \mathcal{S}_{N-1}} f_{\sigma(1)} \otimes ... \otimes f_{\sigma(N-1)} \right) = \frac{1}{\sqrt{N}} \sum_{\sigma \in \mathcal{S}_N} f_{\sigma(1)} \otimes ... \otimes f_{\sigma(N)}, \quad (38)
\]
for all \( f, f_1, ..., f_N \in \mathcal{H} \), and all \( N = 0, 1, 2, ... \). These operators satisfy the \textit{canonical commutation relations}
\[
[a(f), a(g)] = 0, \quad [a^*(f), a^*(g)] = 0, \quad [a(f), a^*(g)] = \langle f, g \rangle_{\mathcal{H}}. \quad (39)
\]

Note that when \( f \in \mathcal{H}_+ \), then \( a(f) \) and \( a^*(f) \) leave \( \mathcal{F}_+ \) invariant, and hence we use the same notations for annihilation and creation operators on \( \mathcal{F}_+ \). The operator-valued distributions \( a(x) \) and \( a^*(x) \) we have used in \[12\] can be defined so that for all \( f \in \mathcal{H}_+ \),
\[
a(f) = \int_{\Omega} f(x) a(x) dx \quad \text{and} \quad a^*(f) = \int_{\Omega} f(x) a^*(x) dx.
\]
To simplify the notation, let us denote $a_n = a(u_n)$ and $a_n^* = a^*(u_n)$, where $\{u_n\}_{n=0}^{\infty}$ is an orthonormal basis for $L^2(\Omega)$ such that $u_0$ is the Hartree minimizer and $u_n \in D(h)$ for every $n = 1, 2, \ldots$. Then the Bogoliubov Hamiltonian defined in (12) can be rewritten as

$$\mathbb{H} = \sum_{m,n \geq 1} \langle u_m, (h + K_1)u_n \rangle_{L^2(\Omega)} a_m^* a_n + \frac{1}{2} \langle u_m \otimes u_n, K_2 \rangle_{L^2(\Omega^2)} a_m^* a_n^* + \frac{1}{2} \langle K_2, u_m \otimes u_n \rangle_{L^2(\Omega^2)} a_m a_n. \quad (40)$$

The sums here are not convergent in the operator sense. They are well-defined as quadratic forms on the domain given in (14). Since the so-obtained operator is bounded from below (by Theorem 1), it can then be properly defined as a self-adjoint operator by the Friedrichs extension.

It is also useful to lift operators on $\mathcal{S}^N$ to the Fock space $\mathcal{F}$. The following identities are well-known; their proofs are elementary and can be found, e.g., in [8 and 57, Lemmas 7.8 and 7.12].

**Lemma 13** (Second quantizations of one- and two-body operators). Let $A$ be a symmetric operator on $\mathcal{S}$ such that $u_n \in D(A)$ for all $n \geq 0$, and let $\omega$ be a symmetric operator on $\mathcal{S} \otimes \mathcal{S}$ such that $u_m \otimes u_n \in D(\omega)$ and $\langle u_m \otimes u_n, \omega u_p \otimes u_q \rangle = \langle u_n \otimes u_m, \omega u_p \otimes u_q \rangle$ for all $m, n, p, q \geq 0$. Then

$$d\Gamma(A) := 0 \oplus \bigoplus_{N=1}^{\infty} \bigoplus_{j=1}^{N} A_j = \sum_{m,n \geq 0} \langle u_m, Au_n \rangle_{\mathcal{S}} a_m^* a_n$$

and

$$0 \oplus 0 \oplus \bigoplus_{N=2}^{\infty} \bigoplus_{1 \leq i < j \leq N} \omega_{ij} = \frac{1}{2} \sum_{m,n,p,q \geq 0} \langle u_m \otimes u_n, \omega u_p \otimes u_q \rangle_{\mathcal{S}^2} a_m^* a_n^* a_p a_q$$

as quadratic forms on the domain

$$\bigcup_{M=0}^{\infty} \bigoplus_{N=0}^{N} \left( \text{Span}\{u_0, u_1, \ldots\} \right) \subset \mathcal{F}.$$ 

The same identities also hold for operators on the Fock space $\mathcal{F}_+$, where we can use the orthonormal basis $\{u_n\}_{n=1}^{\infty}$ for $\mathcal{S}_+$. In particular, the particle number operator $N = d\Gamma(1) = \sum_{j=0}^{\infty} j \delta_j$ on $\mathcal{F}$ can be rewritten as $N = \sum_{n=0}^{\infty} a_n^* a_n$, and the particle number operator on $\mathcal{F}_+$ is $N_+ = \sum_{n=1}^{\infty} a_n^* a_n$.

By using the second quantization, we can write $H_N : \mathcal{S}^N \to \mathcal{S}^N$ as

$$H_N = \left( \sum_{m,n \geq 0} T_{mn} a_m^* a_n + \frac{1}{2(N - 1)} \sum_{m,n,p,q \geq 0} W_{mnpq} a_m^* a_n^* a_p a_q \right)_{\mathcal{S}^N}. \quad (41)$$

Here $T_{mn} := \langle u_m, Tu_n \rangle$ and

$$W_{mnpq} := \iint_{\Omega \times \Omega} u_m(x)u_n(y)w(x - y)u_p(x)u_q(y)dx dy.$$

Since $H_N$ and $\mathbb{H}$ live in different Hilbert spaces, to compare them we need to use the unitary transformation $U_N : \mathcal{S}^N \to \mathcal{F}^N_+$ defined before in
The action of $U_N$ on annihilation and creation operators is given in the following lemma, whose proof is elementary and is left to the reader.

**Proposition 14 (Properties of $U_N$).** The operator $U_N$ defined in (18) can be equivalently written as

$$U_N(\Psi) = \bigoplus_{j=0}^{N} Q^{\otimes j} \left( \frac{a_{0}^{N-j}}{\sqrt{N-j}} \Psi \right)$$

for all $\Psi \in \mathcal{H}^N$, and where $Q = 1 - |u_0\rangle\langle u_0|$. Similarly we have

$$U_N \left( \bigoplus_{j=0}^{N} \phi_j \right) = \sum_{j=0}^{N} \frac{(a_{0}^*)^{N-j}}{\sqrt{(N-j)!}} \phi_j$$

for all $\phi_j \in \mathcal{H}_j^j$, $j = 0, \ldots, N$. These operators satisfy the following identities on $F_\leq N$:

$$U_N a_{0}^* a_0 U_N^* = N - N_+, \quad U_N a_{0}^* (f) a_0 U_N^* = a_{0}^* (f) \sqrt{N - N_+},$$

$$U_N a_{0}^* a(f) U_N^* = \sqrt{N - N_+} a(f), \quad U_N a_{0}^* (f) a(g) U_N^* = a_{0}^* (f) a(g),$$

for all $f, g \in \mathcal{H}_+$. Note that the previous properties are purely algebraic. They do not depend on any special choice of the reference one-body function $u_0 \in \mathcal{H}$. Roughly speaking, the unitary transformation $U_N(\cdot)U_N^*$ leaves any $a_m^*$ or $a_m$ invariant when $m \geq 1$, and it replaces each $a_0$, and $a_0^*$, by $\sqrt{N - N_+}$. The latter is essentially the number $\sqrt{N}$ if $N_+$ is small in comparison with $N$, on the considered sequence of states.

By using these identities and the commutation relations (39), we can compute easily $U_N A U_N^*$ where $A$ is any operator on $\mathcal{H}^N$ which is a (particle-conserving) polynomial in the creation and annihilation operators. For example,

$$U_N(a_0^* a_0 a_m a_n) U_N^* = U_N(a_0^* a_m) U_N^* U_N(a_0^* a_n) U_N^* = \sqrt{N - N_+} a_m \sqrt{N - N_+} a_n.$$  

Using that $a(f) \sqrt{N - N_+} = \sqrt{N - N_+ - 1} a(f)$ for all $f \in \mathcal{H}_+$, we obtain

$$U_N(a_0^* a^*_0 a_m a_n) U_N^* = \sqrt{(N - N_+)(N - N_+ - 1)} a_m a_n.$$

A tedious but straightforward computation shows that

$$U_N H_N U_N^* - N e_H = \sum_{j=0}^{4} A_j$$ (44)
where
\[ A_0 = \frac{1}{2} W_{0000} \frac{N_+ (N_+ - 1)}{N - 1} \]
\[ A_1 = \sum_{m \geq 1} \left( T_{0m} + W_{0000} \frac{N - N_+ - 1}{N - 1} \right) \sqrt{N - N_+ a_m} \]
\[ + \sum_{m \geq 1} a_m^{\ast} \sqrt{N - N_+} \left( T_{m0} + W_{m000} \frac{N - N_+ - 1}{N - 1} \right), \]
\[ A_2 = \sum_{m,n \geq 1} \left< u_m, (T - \mu_H) u_n \right> a_m^{\ast} a_n \]
\[ + \sum_{m,n \geq 1} \left< u_m, (|u_0|^2 + K_1) u_n \right> a_m^{\ast} a_n \frac{N - N_+}{N - 1} \]
\[ + \frac{1}{2} \sum_{m,n \geq 1} \left< u_m \otimes u_n, K_2 \right> a_m^{\ast} a_n \frac{\sqrt{(N - N_+)(N - N_+ - 1)}}{N - 1} \]
\[ + \frac{1}{2} \sum_{m,n \geq 1} \left< K_2, u_m \otimes u_n \right> a_m^{\ast} a_n \frac{\sqrt{(N - N_+)(N - N_+ - 1)}}{N - 1} a_m a_n, \]
\[ A_3 = \frac{1}{N - 1} \sum_{m,n,p \geq 1} W_{mnp0} a_m^{\ast} a_n^{\ast} a_p \sqrt{N - N_+} \]
\[ + \frac{1}{N - 1} \sum_{m,n,p \geq 1} W_{0mn0} \sqrt{N - N_+} a_p^{\ast} a_n a_m, \]
\[ A_4 = \frac{1}{2(N - 1)} \sum_{m,n,p,q \geq 1} W_{mnpq} a_m^{\ast} a_n^{\ast} a_p^{\ast} a_q. \]

Here recall that \( e_H = T_{00} + (1/2) W_{0000} \) and \( \mu_H = T_{00} + W_{0000} \).

In the next section, we shall carefully estimate all the terms of the right side of (44) to show that
\[ U_N H_N U_N - Ne_H \approx \mathbb{H} \]
in the regime \( N_+ \ll N \).

5. Bound on truncated Fock space

The main result in this section is the following bound.

Proposition 15 (Preliminary bound on truncated Fock space). Assume that (A1) and (A2) hold true. For any vector \( \Phi \) in the quadratic form domain of \( \mathbb{H} \) such that \( \Phi \in F_{\leq M}^{\leq M} \) for some \( 1 \leq M \leq N \), we have
\[ \left| \left< U_N (H_N - Ne_H) U_N^{\ast} \right> \Phi - \left< \mathbb{H} \right> \Phi \right| \leq C \sqrt{\frac{M}{N}} \left< \mathbb{H} + C \right> \Phi. \]

Here for a self adjoint operator \( A \) and an element \( a \) in a Hilbert space, we write \( \left< A \right>_a \) instead of \( \left< a, Aa \right> \) for short. Recall that the quadratic form domain of \( \mathbb{H} \) is the same as that of \( d \Gamma(h + 1) \), on which the quadratic form \( U_N (H_N - Ne_H) U_N^{\ast} \) is well-defined. As an easy consequence of Proposition 15, we can prove the weak convergence in the first statement of Theorem 2.
**Corollary 16** (Weak convergence towards $\mathbb{H}$). Assume that (A1) and (A2) hold true. Then we have for all fixed $\Phi, \Phi'$ in the quadratic form domain of the Bogoliubov Hamiltonian $\mathbb{H}$,

$$
\lim_{N \to \infty} \langle \Phi', U_N(H_N - Ne_H)U_N^* \Phi \rangle_{\mathcal{F}^+} = \langle \Phi', \mathbb{H} \Phi \rangle_{\mathcal{F}^+}.
$$

(45)

where by convention $U_N^*$ is extended to 0 outside of $\mathcal{F}^N$.

**Proof of Corollary 16.** It suffices to show the statement for $\Phi' = \Phi$. Note that the quadratic form domain of $\mathbb{H}$ is the same as that of $\mathrm{d}\Gamma(h + 1)$ because of (16), and $\mathrm{d}\Gamma(h + 1)$ preserves all the subspaces $\mathcal{F}^N$'s. Therefore, if we denote by $\Phi_M$ the projection of $\Phi$ onto $\mathcal{F}^M$, then

$$
\lim_{M \to \infty} \langle \mathbb{H} \rangle_{\Phi_M} = \langle \mathbb{H} \rangle_{\Phi} \quad \text{and} \quad \lim_{M \to \infty} \lim_{N \to \infty} \langle \mathbb{H} + C \rangle_{\Phi_N - \Phi_M} = 0.
$$

If we denote $\widetilde{H}_N := U_N(H_N - Ne_H)U_N^*$, then from Proposition 15 we have

$$
\lim_{M \to \infty} \langle \widetilde{H}_N - \mathbb{H} \rangle_{\Phi_M} = 0 \quad \text{and} \quad \lim_{M \to \infty} \lim_{N \to \infty} \langle \widetilde{H}_N \rangle_{\Phi_N - \Phi_M} = 0.
$$

The latter convergence still holds true with $\widetilde{H}_N$ replaced by a non-negative operator $H'_N := \widetilde{H}_N + C_0(h + C)$, where $C_0 > 0$ is chosen large enough. By using the Cauchy-Schwarz inequality for the operator $H'_N$, we deduce that

$$
\lim_{M \to \infty} \lim_{N \to \infty} \langle \widetilde{H}_N \rangle_{\Phi} - \langle \widetilde{H}_N \rangle_{\Phi_M} = 0.
$$

We then can conclude that $\langle \widetilde{H}_N \rangle_{\Phi} \to \langle \mathbb{H} \rangle_{\Phi}$ as $N \to \infty$. \hfill \Box

The rest of the section is devoted to the proof of Proposition 15. We shall need the following technical result.

**Lemma 17.** If (A1)-(A2) hold true, then we have the operator inequalities on $\mathcal{F}^+$:

$$
d\Gamma(QTQ) \leq \frac{1}{1 - \alpha_1} \mathbb{H} + C \mathcal{N}_+ + C,
$$

$$
d\Gamma(Q(|u_0|^2 * |w|)Q) \leq \frac{\alpha_2}{1 - \alpha_1} \mathbb{H} + C \mathcal{N}_+ + C,
$$

where $1 > \alpha_1 > 0$ and $\alpha_2 > 0$ are given in the relative bound (4) in Assumption (A1).

**Proof.** Using (5) we get $|u_0|^2 * w \geq \alpha_1(T + C)$ and $|u_0|^2 * |w| \leq \alpha_2(T + C)$. Consequently, $T \leq (1 - \alpha_1)^{-1}h + C$ and $|u_0|^2 * |w| \leq \alpha_2(1 - \alpha_1)^{-1}h + C$. The desired estimates follows from the lower bound $\mathbb{H} \geq d\Gamma(h) - C \mathcal{N}_+ - C$ (see Remark 10 in Appendix A). \hfill \Box

Now we give the

**Proof of Proposition 15.** Let $\Phi$ be a normalized vector in the quadratic form domain of $\mathbb{H}$ such that $\Phi \in \mathcal{F}^M$ for some $1 \leq M \leq N$. Starting from the identity (44), we shall compare $\langle A_2 \rangle_{\Phi}$ with $\langle \mathbb{H} \rangle_{\Phi}$, and show that the remaining part is negligible.
Step 1. Main part of the Hamiltonian.

**Lemma 18** (Bound on \( A_2 - \mathbb{H} \)). We have

\[
\left| \langle A_2 \rangle_\Phi - \langle \mathbb{H} \rangle_\Phi \right| \leq \frac{M}{N-1} \left( \frac{\alpha_2}{1-\alpha_1} \langle \mathbb{H} \rangle_\Phi + C \langle N_+ + 1 \rangle_\Phi \right).
\]

*Proof.* From (40) and (44) we have

\[
\langle A_2 \rangle_\Phi - \langle \mathbb{H} \rangle_\Phi = - \left\langle d\Gamma \left( Q(|u_0|^2 \ast w)Q + K_1 \right) \frac{N_+ - 1}{N-1} \right\rangle_\Phi
\]

\[+ \Re \sum_{m,n \geq 1} \langle u_m \otimes u_n, K_2 \rangle \langle a_m^* a_n^* X \rangle_\Phi \quad (46)
\]

where \( X := \sqrt{(N-N_+)(N-N_+ - 1)/(N-1)} \).

Since \( d\Gamma \left( Q(|u_0|^2 \ast w)Q + K_1 \right) \) commutes with \( N_+ \), we have

\[
0 \leq d\Gamma \left( Q(|u_0|^2 \ast w)Q + K_1 \right) \frac{N_+ - 1}{N-1} \leq \frac{M}{N-1} d\Gamma \left( Q(|u_0|^2 \ast w)Q + K_1 \right)
\]

on \( \mathcal{F}_{\mathbb{H}}^{\leq M} \). By using Lemma 17 and the boundedness of \( K_1 \), we can bound the first term of the right side of (46) as

\[
\left| \left\langle d\Gamma \left( Q(|u_0|^2 \ast w)Q + K_1 \right) \frac{N_+ - 1}{N-1} \right\rangle_\Phi \right|
\]

\[\leq \frac{M}{N-1} \left( \frac{\alpha_2}{1-\alpha_1} \langle \mathbb{H} \rangle_\Phi + C \langle N_+ \rangle_\Phi + C \right). \quad (47)
\]

The second term of the right side of (46) can be estimated using the Cauchy-Schwarz inequality

\[
\left| \sum_{m,n \geq 1} \langle u_m \otimes u_n, K_2 \rangle \langle a_m^* a_n^* X \rangle_\Phi \right|
\]

\[\leq \left( \sum_{m,n \geq 1} |\langle u_m \otimes u_n, K_2 \rangle|^2 \right)^{1/2} \left( \sum_{m,n \geq 1} \langle a_m^* a_n^* a_m a_n \rangle_\Phi \right)^{1/2} \langle X^2 \rangle_\Phi^{1/2}
\]

\[\leq \left( \int_{\Omega} \int_{\Omega} |K_2(x,y)|^2 dx dy \right)^{1/2} \left( \langle N_+^2 \rangle_\Phi \right)^{1/2} \left\langle \frac{4(N_+ + 1)^2}{(N-1)^2} \right\rangle_\Phi^{1/2}
\]

\[\leq \frac{CM}{N-1} \langle N_+ + 1 \rangle_\Phi \quad (48)
\]

Here we have used the fact that the operator \( K_2 \) is Hilbert-Schmidt and the inequality \((X-1)^2 \leq 4(N_+ + 1)^2/(N-1)^2\) and the estimate \( N_+ \leq M \) on \( \mathcal{F}_{\mathbb{H}}^{\leq M} \). From (46), (47) and (48), the bound in Lemma 18 follows. \( \Box \)

Step 2. Unimportant parts of the Hamiltonian. Now we estimate the other terms of the right side of (44). First at all, by using \( N_+^2 \leq MN_+ \) on \( \mathcal{F}_{\mathbb{H}}^{\leq M} \) we get

\[
|\langle A_0 \rangle_\Phi| = \left| W_{0000} \frac{\langle N_+ (N_+ - 1) \rangle_\Phi}{N-1} \right| \leq \frac{CM}{N} \langle N_+ \rangle_\Phi. \quad (49)
\]

The terms \( \langle A_1 \rangle_\Phi, \langle A_4 \rangle_\Phi \) and \( \langle A_3 \rangle_\Phi \) are treated in the next lemmas.
Lemma 19 (Bound on $A_1$). We have

\[ |\langle A_1 \rangle_\Phi| \leq C \sqrt{\frac{M}{N}} \langle N_+ \rangle_\Phi. \]

Proof. By using Hartree's equation $\left( T + |u_0|^2 * w - \mu \right) u_0 = 0$ we obtain

\[ T_{m0} = \langle u_m, T u_0 \rangle = -\langle u_m, (|u_0|^2 * w)u_0 \rangle = -W_{m00} \]

for all $m \geq 1$. Therefore,

\[ \langle A_1 \rangle_\Phi = -2\Re \sum_{m \geq 1} \frac{W_{m00}}{N-1} \langle a_m^* \sqrt{N-N_+ N_+} \rangle_\Phi. \]

By using the Cauchy-Schwarz inequality we get

\[ |\langle A_1 \rangle_\Phi| \leq \frac{2}{N-1} \left( \sum_{m \geq 1} |W_{m00}|^2 \right)^{1/2} \left( \sum_{m \geq 1} \langle a_m^* a_m \rangle_\Phi \langle N_+^2 (N-N_+) \rangle_\Phi \right)^{1/2} \]

\[ \leq C \sqrt{\frac{M}{N}} \langle N_+ \rangle_\Phi. \]

Here in the last estimate we have used the bound

\[ \sum_{m \geq 1} |W_{m00}|^2 = \sum_{m \geq 1} \left| \int_{\Omega} \int_{\Omega} u_m(x)u_0(y)u_0(x)u_0(y)w(x-y) dx dy \right|^2 \]

\[ \leq \int_{\Omega} \int_{\Omega} |u_0(x)|^2 |u_0(y)|^2 w(x-y)^2 dx dy < \infty \]

and the inequality $N_+^2 (N-N_+) \leq MN N_+$ on $\mathcal{F}_+^M$. \hfill \Box

Lemma 20 (Bound on $A_4$). We have

\[ |\langle A_4 \rangle_\Phi| \leq \frac{M}{N-1} \left( \frac{\alpha_2}{1-\alpha_1} \langle \mathcal{H} \rangle_\Phi + C \langle N_+ \rangle_\Phi + C \right). \]

Proof. From Assumption (A1) we have

\[ Q \otimes Q \left( \alpha_2 (T_x + T_y + C) - w(x-y) \right) Q \otimes Q \geq 0 \]

on $\mathcal{F}_+^2$, where $Q = 1 - |u_0\rangle \langle u_0|$. By taking the second quantization (see Lemma 13) of this two-body operator, we can bound $A_4$ from above by

\[ \frac{1}{2(N-1)} \sum_{m,n,p,q \geq 1} \langle u_m \otimes u_n, \alpha_2 (T \otimes 1 + 1 \otimes T + C)u_p \otimes u_q \rangle a_m^* a_n^* a_p a_q \]

\[ = \frac{\alpha_2}{N-1} d\Gamma(QTQ)(N_+ - 1) + \frac{C}{2(N-1)} N_+ (N_+ - 1). \]

By using Lemma 17 and the fact that $d\Gamma(QTQ)$ commutes with $N_+$, we obtain the operator inequality

\[ A_4 \leq \frac{M}{N-1} \left( \frac{\alpha_2}{1-\alpha_1} \mathcal{H} + CN_+ + C \right) \quad \text{on} \quad \mathcal{F}_+^\leq M. \]

Employing this argument with $w$ replaced by $-w$, we obtain the same upper bound with $A_4$ replaced by $-A_4$, and the bound in Lemma 20 follows. \hfill \Box
Lemma 21 (Bound on $A_3$). We have

$$|\langle A_3 \rangle_\Phi| \leq \sqrt{\frac{M}{N-1}} \left( \frac{\alpha_2}{1 - \alpha_1} \langle \mathcal{H} \rangle_\Phi + C \langle \mathcal{N}_+ \rangle_\Phi + C \right).$$

Proof. Let us write $w = w_+ - w_-$ where $w_+ = \max\{w,0\}$ and $w_- = \max\{-w,0\}$. By taking the second quantization (see Lemma 13) of the non-negative two-body operator

$$Q \otimes (Q - \varepsilon P)w_+ Q \otimes (Q - \varepsilon P) + (Q - \varepsilon P) \otimes Qw_+(Q - \varepsilon P) \otimes Q$$

$$+ (Q \otimes (Q + \varepsilon P)w_- Q \otimes (Q + \varepsilon P) + (Q + \varepsilon P) \otimes Qw_-(Q + \varepsilon P) \otimes Q$$

where $Q = 1 - P = 1 - |u_0\rangle\langle u_0|$ and $\varepsilon > 0$, we obtain the following Cauchy-Schwarz inequality

$$\sum_{m,n,p \geq 1} \langle u_m \otimes u_n, w u_p \otimes u_0 \rangle a_m^* a_n^* a_p a_0$$

$$+ \sum_{m,n,p \geq 1} \langle u_0 \otimes u_p, w u_n \otimes u_m \rangle a_0^* a_p a_n a_m$$

$$\leq \varepsilon^{-1} \sum_{m,n,p,q \geq 1} \langle u_m \otimes u_n, |w| u_p \otimes u_q \rangle a_m^* a_n^* a_p a_q$$

$$+ \varepsilon \sum_{m,n \geq 1} \langle u_m \otimes u_0, |w| u_n \otimes u_0 \rangle a_m^* a_n^* a_0 a_0.$$

After performing the unitary transformation $U_N(\cdot) U_N^*$ we find that

$$A_3 \leq \frac{1}{\varepsilon (N-1)} \sum_{m,n,p,q \geq 1} \langle u_m \otimes u_n, |w| u_p \otimes u_q \rangle a_m^* a_n^* a_p a_q$$

$$+ \frac{\varepsilon}{N-1} d\Gamma(Q(|u_0|^2 * |w|)Q)(N - \mathcal{N}_+).$$

(50)

for every $\varepsilon > 0$.

On the other hand, by the same proof of Lemma 20 we have

$$\frac{1}{N-1} \sum_{m,n,p,q \geq 1} \langle u_m \otimes u_n, |w| u_p \otimes u_q \rangle a_m^* a_n^* a_p a_q \Phi$$

$$\leq \frac{M}{N-1} \left( \frac{\alpha_2}{1 - \alpha_1} \langle \mathcal{H} \rangle_\Phi + C \langle \mathcal{N}_+ \rangle_\Phi + C \right).$$

(52)

Moreover, by using Lemma 17 we get

$$d\Gamma(Q(|u_0|^2 * |w|)Q)(N - \mathcal{N}_+) \leq (N-1)d\Gamma(Q(|u_0|^2 * |w|)Q)$$

and

$$\langle d\Gamma(Q(|u_0|^2 * |w|)Q) \frac{N - \mathcal{N}_+}{N-1} \rangle_\Phi \leq \langle d\Gamma(Q(|u_0|^2 * |w|)Q) \rangle_\Phi$$

$$\leq \left( \frac{\alpha_2}{1 - \alpha_1} \langle \mathcal{H} \rangle_\Phi + C \langle \mathcal{N}_+ \rangle_\Phi + C \right).$$

(53)

From (50), (51) and (53), we can deduce that

$$\langle A_3 \rangle_\Phi \leq \sqrt{\frac{M}{N-1}} \left( \frac{\alpha_2}{1 - \alpha_1} \langle \mathcal{H} \rangle_\Phi + C \langle \mathcal{N}_+ \rangle_\Phi + C \right).$$
By repeating the above proof with \( w \) replaced by \(-w\), we obtain the same upper bound on \(-\langle A_3 \rangle_{\Phi}\) and then finish the proof of Lemma 21 \(\square\)

Step 3. Conclusion. Using Lemmas 18, 19, 20, 21 and (49), we can conclude from (44) that

\[
|\langle U_N(H_N - N e_H)U_N^\ast \rangle_{\Phi} - \langle \mathcal{H} \rangle_{\Phi}| \leq \frac{M}{N-1} \left( \frac{3 \alpha_2}{1 - \alpha_1} \langle \mathcal{H} \rangle_{\Phi} + C \langle \mathcal{N}_+ + 1 \rangle_{\Phi} \right)
\]

where \(\alpha_1\) and \(\alpha_2\) are the constants appearing in the relative bound in (A1). Since \(\mathcal{N}_+ \leq C(\mathcal{H} + C)\) due to (16), the estimate in Proposition 15 follows. \(\square\)

6. Localization in Fock space

From Proposition 15 we have

\[
\lim_{N \to \infty} \langle U_N H_N U_N^\ast - N e_H - \mathcal{H} \rangle_{\Phi} = 0
\]

for every \(\Phi \in \mathcal{F}^M_+\) with \(M\) fixed. In the next step, we want to localize a state in \(\mathcal{F}^M_+\) into the smaller truncated Fock space \(\mathcal{F}^N_+\) with \(M < N\), without changing the energy too much. The following result is an adaption of the localization method used by Lieb and Solovej in [42, Theorem A.1].

**Proposition 22** (Localization of band operators in \(\mathcal{F}_+\)). Let \(\mathcal{A}\) be a non-negative operator on \(\mathcal{F}\) such that \(P_j \mathcal{D}(\mathcal{A}) \subset \mathcal{D}(\mathcal{A})\) and \(P_j \mathcal{A} P_j = 0\) when \(|i - j|\) is larger than some constant \(\sigma\), where \(P_j\) is the projection onto \(\mathcal{S}^j\).

Let \(0 \leq f, g \leq 1\) be smooth, real functions such that \(f^2 + g^2 \equiv 1\), \(f(x) = 1\) for \(|x| \leq 1/2\) and \(f(x) = 0\) for \(|x| \geq 1\) and let \(f_M\) and \(g_M\) be the localization operators on \(\mathcal{F}_+\) defined by

\[
f_M = f(\mathcal{N}_+ / M) = \sum_{j=0}^{\infty} f(j/M) P_j \quad \text{and} \quad g_M = g(\mathcal{N}_+ / M) = \sum_{j=0}^{\infty} g(j/M) P_j.
\]

(i) We have

\[
-\frac{C_1 \sigma^3}{M^2} \mathcal{A}_0 \leq \mathcal{A} - f_M \mathcal{A} f_M - g_M \mathcal{A} g_M \leq \frac{C_1 \sigma^3}{M^2} \mathcal{A}_0
\]

where \(\mathcal{A}_0 = \sum P_j \mathcal{A} P_j\) is the diagonal part of \(\mathcal{A}\) and \(C_1 = 4(||f'||_{\infty} + ||g'||_{\infty})\).

(ii) Let \(\mathcal{Y}\) be a finite-dimensional subspace of \(\mathcal{D}(\mathcal{A})\) such that \(||g_M \Phi||^2 < (\dim \mathcal{Y})^{-1}\) for every normalized vector \(\Phi \in \mathcal{Y}\), then \(\dim(f_M \mathcal{Y}) = \dim \mathcal{Y}\).

The reader should really think of the discrete Laplacian \((\sigma = 1)\) in which case the inequality (54) is nothing but a discrete version of the IMS formula [16, Theorem 3.2]. The statement on the dimension of the localized space \(f_M \mathcal{Y}\) will be useful to control eigenvalues via the min-max formula. A proof of Proposition 22 can be found in Appendix B. In the following we have two applications of this result in our particular situation.

Our first application is a localization for \(\mathcal{H}\).

**Lemma 23** (Localization for \(\mathcal{H}\)). For every \(1 \leq M \leq N\) we have

\[
-\frac{C}{M^2}(\mathcal{H} + C) \leq \mathcal{H} - f_M \mathcal{H} f_M - g_M \mathcal{H} g_M \leq \frac{C}{M^2}(\mathcal{H} + C).
\]
Proof. We can apply Proposition 22 with \( A = \mathbb{H} - \lambda_1(\mathbb{H}) \) and \( \sigma = 2 \). Note that the diagonal part of \( \mathbb{H} \) is nothing but \( d\Gamma(h+K_1) \) which can be bounded from above by \( C(\mathbb{H} + C) \), due to (16).

Now we turn to a localization for \( \tilde{H}_N := U_N(H_N - Ne_{\mathbb{H}})U_N^* \).

Lemma 24 (Localization for \( \tilde{H}_N \)). For every \( 1 \leq M \leq N \) we have

\[
-\frac{C}{M^2} \left( C d\Gamma(h)_{\mathcal{F}_N} + C - \lambda_1(\tilde{H}_N) \right) \leq \tilde{H}_N - f_M \tilde{H}_N f_M - g_M \tilde{H}_N g_M \leq \frac{C}{M^2} \left( C d\Gamma(h)_{\mathcal{F}_N} + C - \lambda_1(\tilde{H}_N) \right).
\]

Proof. We apply Proposition 22 with \( A = \tilde{H}_N - \lambda_1(\tilde{H}_N) \) and \( \sigma = 2 \). From the inequality \( \tilde{H}_N \leq C(\mathbb{H} + C) \) due to Proposition 15, we see that the diagonal part of \( \tilde{H}_N \) can be bounded from above by \( C d\Gamma(h)_{\mathcal{F}_N} + C \).

Remark 9. The error term \( d\Gamma(h)_{\mathcal{F}_N} \) in Lemma 24 can be further replaced by \( C(\mathbb{H} + C) \) due to (16), or replaced by \( C(\tilde{H}_N + CN) \) due to the stability

\[
H_N \geq (1 - \alpha_1) \sum_{i=1}^N T_i - CN \geq \frac{1 - \alpha_1}{1 + \alpha_2} \sum_{i=1}^N h_i - CN \quad \text{on } \mathcal{F}_N^*,
\]

where \( \alpha_1 \) and \( \alpha_2 \) are given in Assumption (A1). The bound \( d\Gamma(h) \leq C(\tilde{H}_N + CN) \) on \( \mathcal{F}_N^* \) also implies that \( \lambda_1(\tilde{H}_N) \geq -CN \), although it is not optimal (we shall see that \( \lambda_1(\tilde{H}_N) \) is of order \( O(1) \)).

7. Proof of Main Theorems

We recall that we have introduced the notation \( \tilde{H}_N := U_N(H_N - Ne_{\mathbb{H}})U_N^* \).

7.1. Proof of Theorem 2. The first statement of Theorem 2 was already proved in Corollary 16 above. We now turn to the proof of the other statements, using the localization method.

Step 1. Convergence of min-max values.

Upper bound. By applying Lemma 23 and Proposition 15, we have for every normalized vector \( \Phi \in D(\mathbb{H}) \) and for every \( 1 \leq M \leq N \),

\[
\mathbb{H} \geq f_M \mathbb{H} f_M + g_M \mathbb{H} g_M - \frac{C}{M^2}(\mathbb{H} + C)
\]

\[
\geq f_M \left[ \left( 1 + C \sqrt{\frac{M}{N}} \right)^{-1} \tilde{H}_N - C \sqrt{\frac{M}{N}} \right] f_M + \lambda_1(\mathbb{H}) g_M^2 - \frac{C}{M^2}(\mathbb{H} + C).
\]

Now fix an arbitrary \( L \in \mathbb{N} \). For every \( \delta > 0 \) small, we can find an \( L \)-dimensional subspace \( Y \subset D(\mathbb{H}) \subset \mathcal{F}_+ \) such that

\[
\max_{\Phi \in Y, ||\Phi|| = 1} \langle \Phi, \mathbb{H} \Phi \rangle \leq \lambda_L(\mathbb{H}) + \delta.
\]

By using the inequality \( g_M^2 \leq 2\mathcal{N}_+/M \) and \( \mathcal{N}_+ \leq C(\mathbb{H} + C) \), which is due to (16), we get \( ||g_M \Phi||^2 \leq C_L/M \) for every normalized vector \( \Phi \in Y \). Here \( C_L \)
is a constant depending only on $\lambda_L(\mathbb{H}) - \lambda_1(\mathbb{H})$. Therefore, if $M > LC_L$, then $\dim(f_M Y) = L$ by Proposition 22 (ii). Consequently, by the min-max principle,

$$\max_{\Phi \in Y, ||\Phi||=1} \frac{\langle f_M \Phi, \tilde{H}_N f_M \Phi \rangle}{||f_M \Phi||^2} \geq \lambda_L(\tilde{H}_N).$$

Thus from (55) we obtain, for $M$ large enough,

$$\lambda_L(\mathbb{H}) \geq \left(1 - \frac{C_L}{M}\right) \left[1 + \sqrt{\frac{M}{N}}\right]^{-1} \lambda_L(\tilde{H}_N) - C\sqrt{\frac{M}{N}} - \frac{C_L}{M}.$$

By choosing $M = N^{1/3}$ we get the upper bound

$$\lambda_L(\mathbb{H}) - N e_H = \lambda_L(\tilde{H}_N) \leq \lambda_L(\mathbb{H}) + C_L N^{-1/3}. \quad (56)$$

Lower bound. By applying Lemma 24 and Proposition 15 for every $1 \leq M \leq N$ we have the operator inequalities on $F_{+}^{\leq N}$:

$$\tilde{H}_N \geq f_M \tilde{H}_N f_M + g_M \tilde{H}_N g_M - \frac{C}{M^2} \left(C \delta \Gamma(h)_{|_{F_{+}^{\leq N}}} + C - \lambda_1(\tilde{H}_N)\right)$$

$$\geq f_M \left[\left(1 - C\sqrt{\frac{M}{N}}\right)\mathbb{H} - C\sqrt{\frac{M}{N}}\right] f_M$$

$$+ \lambda_1(\tilde{H}_N) g_M^2 - \frac{C}{M^2} \left(C \Gamma(h)_{|_{F_{+}^{\leq N}}} + C - \lambda_1(\tilde{H}_N)\right). \quad (57)$$

We first show that $\lambda_1(\tilde{H}_N) \geq \lambda_1(\mathbb{H}) + o(1)$. For every $\delta > 0$ small, we can find a normalized vector $\Phi_N \in D(\tilde{H}_N) \subset F_{+}^{\leq N}$ such that

$$\langle \tilde{H}_N \Phi_N \rangle \leq \lambda_1(\tilde{H}_N) + \delta.$$

From Assumption (A3) we have

$$||g_M \Phi_N||^2 \leq \frac{2 \langle N \cdot \rangle \Phi_N}{M} \leq \frac{2 N e_R(N)}{M}$$

where $e_R$ is as in (A3). We can choose $R = 1$. In particular, if we choose $M \gg N e_R(N)$, then $||g_M \Phi_N||^2 \to 0$ as $N \to \infty$ independently of $\delta$ and the choice of $\Phi_N$. Thus from (57) and the simple bound $d \Gamma(h)_{|_{F_{+}^{\leq N}}} - \lambda_1(\tilde{H}_N) \leq C(\tilde{H}_N + CN)$ (see Remark 9 after Lemma 24) we can conclude that

$$\lambda_1(\tilde{H}_N) + \delta \geq ||f_M \Phi_N||^2 \left[\left(1 - C\sqrt{\frac{M}{N}}\right)\lambda_1(\mathbb{H}) - C\sqrt{\frac{M}{N}}\right]$$

$$+ \lambda_1(\tilde{H}_N) ||g_M \Phi_N||^2 - \frac{C N}{M^2}.$$

By choosing $M$ such that $\max\{N e_R(N), \sqrt{N}\} \ll M \ll N$, then taking $\delta \to 0$, we obtain the lower bound $\lambda_1(\tilde{H}_N) \geq \lambda_1(\mathbb{H}) + o(1)$.

By adapting the above argument, we can show that $\lambda_L(\tilde{H}_N) \geq \lambda_L(\mathbb{H}) + o(1)$ for an arbitrary $L \in \mathbb{N}$. In fact, for every $\delta > 0$ small, we can find an $L$-dimensional subspace $Y \subset D(\tilde{H}_N) \subset F_{+}^{\leq N}$ such that

$$\max_{\Phi \in Y, ||\Phi||=1} \langle \tilde{H}_N \Phi \rangle \leq \lambda_L(\tilde{H}_N) + \delta.$$
From Assumption (A3) and the upper bound \( \lambda_L(\tilde{H}_N) - \lambda_1(\tilde{H}_N) \leq \lambda_L(\mathbb{H}) - \lambda_1(\mathbb{H}) + o(1) \), we have
\[
\|g_M \Phi\|^2 \leq \frac{2 \langle N_+ \rangle \Phi}{M} \leq \frac{N \varepsilon R(N)}{M}
\]
for every normalized vector \( \Phi \in Y \), where \( \varepsilon_R \) is as in (A3). We can choose \( R = \lambda_L(\mathbb{H}) - \lambda_1(\mathbb{H}) + 1 \). In particular, if \( M \gg N \varepsilon_R(N) \), then \( \|g_M \Phi\|^2 \to 0 \) as \( N \to \infty \) independently of \( \varepsilon \) and the choice of \( \Phi \) in \( Y \). Consequently, when \( N \) is large enough we have \( \dim(f_M Y) = L \) by Proposition \( \text{22} \) (ii), and by the min-max principle, we get
\[
\max_{\Phi \in Y, \|\Phi\| = 1} \frac{\langle f_M \Phi, \mathbb{H} f_M \Phi \rangle}{\|f_M \Phi\|^2} \geq \lambda_L(\mathbb{H}).
\]
Thus from (57) and the simple bound \( d(\Gamma(h)|_{\mathcal{F}_+^N} - \lambda_1(\tilde{H}_N) \leq C(\tilde{H}_N + CN) \) (see Remark \( \text{9} \) after Lemma \( \text{24} \)) we get
\[
\lambda_L(\tilde{H}_N) \geq \left( 1 - C \sqrt{\frac{M}{N}} \right) \lambda_L(\mathbb{H}) - C \sqrt{\frac{M}{N}} - C_L \frac{N \varepsilon R(N)}{M} - C_L \frac{N}{M^2}. \tag{58}
\]
By choosing \( M \) such that \( \max\{N \varepsilon_R(N), \sqrt{N}\} \ll M \ll N \), we obtain \( \lambda_L(\tilde{H}_N) \geq \lambda_L(\mathbb{H}) + o(1) \).

**Remark on the convergence rate.** The error obtained in the lower bound \( \text{(58)} \) is not better than \( \sqrt{\varepsilon_R(N)} + N^{-1/5} \). However, it can be improved by the following bootstrap argument. First, from (57) with \( M = rN \) for some small fixed number \( r > 0 \), and the simple bound \( d(\Gamma(h)|_{\mathcal{F}_+^N} - \lambda_1(\tilde{H}_N) \leq C(\tilde{H}_N + CN) \) (see Remark \( \text{9} \) after Lemma \( \text{24} \)), we obtain
\[
f_{rN} \mathbb{H} f_{rN} \leq C(\tilde{H}_N + C). \tag{59}
\]
Next, by projecting the inequality (57), with \( 1 \ll M \ll N \), onto the subspace \( f_{rN} \mathcal{F}_+ \) and using the refined bound \( d(\Gamma(h)|_{\mathcal{F}_+^N} - \lambda_1(\tilde{H}_N) \leq C(\mathbb{H} + C) \) (see Remark \( \text{9} \)), we get
\[
f_{rN} \tilde{H}_N f_{rN} \geq f_M \left[ \left( 1 - C \sqrt{\frac{M}{N}} \right) \mathbb{H} - C \sqrt{\frac{M}{N}} \right] f_M + \lambda_1(\tilde{H}_N) g_M^2 f_{rN}^2 - \frac{C}{M^2} f_{rN}(\mathbb{H} + C) f_{rN} \tag{60}
\]
Here we have used the fact that \( f_M f_{rN} = f_M \) when \( M \leq rN/2 \). Finally, we can use Lemma \( \text{24} \) with \( M = rN \), then estimate \( f_{rN} \tilde{H}_N f_{rN} \) by (60), and employ the inequality \( g_M^2 \leq 2N_+/M \leq C(\mathbb{H} + C)/M \) and (59). We have
\[
\tilde{H}_N \geq f_M \left[ \left( 1 - C \sqrt{\frac{M}{N}} \right) \mathbb{H} - C \sqrt{\frac{M}{N}} \right] f_M - C \frac{N_+}{N} - \frac{C}{M}(\tilde{H}_N + C)
\]
when \( 1 \ll M \ll N \). Consequently,\[
\lambda_L(\tilde{H}_N) \geq \lambda_L(\mathbb{H}) - C_L \left( \sqrt{\frac{M}{N}} + \frac{1}{M} + \varepsilon_R(N) \right)
\]
In the latter bound, by choosing $M = N^{1/3}$, we get
\[ \lambda_L(\tilde{H}_N) \geq \lambda_L(\mathbb{H}) - C(\varepsilon_R(N) + N^{-1/3}). \]

**Spectral gap.** By (i) one has for every $L = 1, 2, \ldots$,
\[ \liminf_{N \to \infty} (\lambda_L(H_N) - \lambda_1(H_N)) = \lambda_L(\mathbb{H}) - \lambda_1(\mathbb{H}) \]
Taking the limit as $L \to \infty$ we obtain the spectral gap
\[ \liminf_{N \to \infty} (\inf \sigma_{\text{ess}}(H_N) - \lambda_1(H_N)) \geq \inf \sigma_{\text{ess}}(\mathbb{H}) - \lambda_1(\mathbb{H}). \]

**Step 2. Convergence of lower eigenvectors.** First we consider the convergence of ground states. If $\Psi$ is a ground state of $H_N$ then $\Phi_N := U_N \Psi$ is a ground state of $\tilde{H}_N := U_N(H_N - N\varepsilon_H)U_N^*$ on $\mathcal{F}_{\mathbb{H}}^{\leq N}$. From the proof in Step 1, if \( \max\{N \varepsilon_R(N), \sqrt{N}\} \ll M \ll N \), then we have \( ||g_M \Phi_N||^2 \to 0 \) and
\[ \lim_{N \to \infty} \langle f_M \Phi_N, \mathbb{H} f_M \Phi_N \rangle = \lambda_1(\mathbb{H}) = \langle \Phi^{(1)}, \mathbb{H} \Phi^{(1)} \rangle \]
where $\Phi^{(1)}$ is the unique ground state of $\mathbb{H}$ on $\mathcal{F}_+$. To prove $\Phi_N \to \Phi^{(1)}$, it suffices to show that $f_M \Phi_N \to \Phi^{(1)}$. Let us write
\[ f_M \Phi_N = a_N + b_N \]
where $a_N \in \text{Span}\{\Phi^{(1)}\}$ and $b_N \perp \Phi^{(1)}$. Then
\[ \langle f_M \Phi_N, \mathbb{H} f_M \Phi_N \rangle = \langle a_N, \mathbb{H} a_N \rangle + \langle b_N, \mathbb{H} b_N \rangle \geq \lambda_1(\mathbb{H}) ||a_N||^2 + \lambda_2(\mathbb{H}) ||b_N||^2 \]
\[ = ||f_M \Phi_N||^2 \lambda_1(\mathbb{H}) + (\lambda_2(\mathbb{H}) - \lambda_1(\mathbb{H})) ||b_N||^2. \]
Since \( \langle f_M \Phi_N, \mathbb{H} f_M \Phi_N \rangle_{\mathbb{H}_N} - ||f_M \Phi_N||^2 \lambda_1(\mathbb{H}) \to 0 \) and $\lambda_2(\mathbb{H}) > \lambda_1(\mathbb{H})$, we conclude that $b_N \to 0$ as $N \to \infty$. Therefore, $f_M \Phi_N \to \Phi^{(1)}$, and hence $\Phi_N \to \Phi^{(1)}$, as $N \to \infty$.

**Remark on the convergence in quadratic domain.** We can show that if (A3s) holds true, then we have the strong convergence $\Phi_N \to \Phi^{(1)}$ in the norm induced by the quadratic form of $\mathbb{H}$ on $\mathcal{F}_+$, namely $\langle \Phi_N, \mathbb{H} \Phi_N \rangle \to \langle \Phi^{(1)}, \mathbb{H} \Phi^{(1)} \rangle$. In fact, from the above proof we already had
\[ \langle f_M \Phi_N, \mathbb{H} f_M \Phi_N \rangle \to \langle \Phi^{(1)}, \mathbb{H} \Phi^{(1)} \rangle \quad \text{and} \quad \langle g_M \Phi_N, \tilde{H}_N g_M \Phi_N \rangle \to 0. \]

On the other hand, from (A3s) and (H), we get $\tilde{H}_N \geq c_0(\mathbb{H} + N \varepsilon_R(N)) + g(N)$ on $\mathcal{F}_{\mathbb{H}}^{\leq N}$, where $c_0 > 0$ and $g(N) \to 0$ as $N \to \infty$. By choosing $M$ such that \( \max\{g(N), N \varepsilon_R(N), \sqrt{N}\} \ll M \ll N \), we obtain
\[ g_M \tilde{H}_N g_M \geq c_0(\mathbb{H} + M) + g(N) \geq c_0 \mathbb{H}. \]
It implies that $\langle g_M \Phi_N, \mathbb{H} g_M \Phi_N \rangle \to 0$. By using the localization for $\mathbb{H}$ in Proposition 23 we can conclude that $\langle \Phi_N, \mathbb{H} \Phi_N \rangle \to \langle \Phi^{(1)}, \mathbb{H} \Phi^{(1)} \rangle$.

The convergence of excited states of $H_N$ can be proved by using the above argument and the following abstract result.

**Lemma 25** (Convergence of approximate eigenvectors). Assume that $\mathcal{A}$ is a self-adjoint operator, which is bounded from below, on a (separable) Hilbert space, with the min-max values $\lambda_1(\mathcal{A}) \leq \ldots \leq \lambda_L(\mathcal{A}) < \inf \sigma_{\text{ess}}(\mathcal{A})$. If the normalized vectors $\{x_n^{(j)}\}_{n \geq 1}$ satisfy, for all $i, j \in \{1, 2, \ldots, L\}$,
\[ \lim_{n \to \infty} \langle x_n^{(i)}, x_n^{(j)} \rangle = \delta_{ij} \quad \text{and} \quad \lim_{n \to \infty} \langle x_n^{(j)}, \mathcal{A} x_n^{(j)} \rangle = \lambda_j(\mathcal{A}), \]
then $x_n^{(j)} \to x^{(j)}$ in $\mathcal{F}_{\mathbb{H}}^{\leq N}$.
then there exists a subsequence \( \{x_{n_k}^{(L)}\}_{k \geq 1} \) which converges, in the norm induced by the quadratic form of \( A \), to an eigenvector of \( A \) with the eigenvalue \( \lambda_L(A) \).

The proof of Lemma 25 is elementary, using the same argument of proving the convergence of ground states, and an induction process. The proof of Theorem 2 is finished. □

7.2. Proof of Theorem 3

Step 1. Convergence of the free energy. We need to show that

\[
\lim_{N \to \infty} (F_{\beta}(N) - N e_{H}) = -\beta^{-1} \log \text{Tr}_{\mathcal{F}_+}[e^{-\beta H}].
\]

We can rewrite

\[
F_{\beta}(N) - N e_{H} = \inf_{\Gamma \geq 0, \text{Tr}_{\mathcal{F}_{\leq M}}(\Gamma) = 1} \{ \text{Tr}[\tilde{H}_N \Gamma] - \beta^{-1} S(\Gamma) \}
\]

where \( \tilde{H}_N := U_N(H_N - N e_{H}) U_N^* \), and

\[
-\beta^{-1} \log \text{Tr}_{\mathcal{F}_+}[e^{-\beta H}] = \text{Tr}[\mathbb{H} \Gamma] - \beta^{-1} S(\Gamma)
\]

where \( \mathbb{H} := Z^{-1} e^{-\beta H} \) with \( Z = \text{Tr}[e^{-\beta H}] \).

Upper bound. Let us write \( \Gamma = \sum_{i=1}^{\infty} t_i \ket{\Phi^{(i)}} \bra{\Phi^{(i)}} \) where \( \{\Phi^{(i)}\}_{i=1}^{\infty} \) is an orthonormal family in \( \mathcal{F}_+ \) and \( t_1 \geq t_2 \geq \ldots \geq 0 \), \( \sum t_i = 1 \). Then

\[
\text{Tr}_{\mathcal{F}_+}[\mathbb{H} \Gamma] - \beta^{-1} S(\Gamma) = \sum_{i=1}^{\infty} (t_i \braket{\Phi^{(i)}} + \beta^{-1} t_i \log t_i).
\]

(61)

Fix \( L \in \mathbb{N} \). By using Lemma 23 and the fact that \( \mathbb{H} \) is bounded from below, we can find for every \( M \geq 1 \) a family of normalized states \( \{\Phi^{(i)}_M\}_{i=1}^{L} \subset \mathcal{F}_{\leq M}^+ \) such that \( \lim_{M \to \infty} \langle \Phi^{(i)}_M, \Phi^{(j)}_M \rangle = \delta_{ij} \) and

\[
\lim_{M \to \infty} \sup_{\mathbb{H}} \langle \mathbb{H} \Phi^{(i)}_M \rangle \leq \langle \mathbb{H} \Phi^{(i)} \rangle
\]

(62)

for all \( i, j \in \{1, 2, \ldots, L\} \). Denote \( \theta_L = \sum_{i=1}^{L} t_i \) and

\[
\Gamma_{L,M} := \sum_{i=1}^{L} \frac{t_i}{\theta_L} \ket{\Phi^{(i)}_M} \bra{\Phi^{(i)}_M}.
\]

Then it is easy to see that \( \Gamma_{L,M} \geq 0 \) and \( \text{Tr}[\Gamma_{L,M}] = 1 \). Moreover, because \( \lim_{M \to \infty} \langle \Phi^{(i)}_M, \Phi^{(j)}_M \rangle = \delta_{ij} \) we get

\[
\lim_{M \to \infty} S(\Gamma_{L,M}) = -\sum_{i=1}^{L} \frac{t_i}{\theta_L} \log \left( \frac{t_i}{\theta_L} \right).
\]

(63)

Choosing \( M = N^{1/3} \) and applying Proposition 15 we obtain

\[
\text{Tr}_{\mathcal{F}_{\leq N}}[\tilde{H}_N \Gamma_{L,M}] - \text{Tr}_{\mathcal{F}_+}[\mathbb{H} \Gamma_{L,M}] \to 0
\]

(64)
when $N \to \infty$. From (62), (63) and (64), we find that
\[
\limsup_{N \to \infty} (F_\beta(N) - N e_H) \leq \limsup_{N \to \infty} \left( \text{Tr}_{F_+} \left[ \tilde{H}_N \Gamma_{L,M} \right] - \beta^{-1} S(\Gamma_{L,M}) \right)
\]
\[
\leq \sum_{i=1}^{L} \left( \frac{t_i}{\theta_L} (\mathbb{H})_{\Phi(i)} + \beta^{-1} \frac{t_i}{\theta_L} \log \left( \frac{t_i}{\theta_L} \right) \right).
\]

Finally, taking $L \to \infty$ and noting that $\theta_L \to 1$, we obtain from (61) that
\[
\limsup_{N \to \infty} (F_\beta(N) - N e_H) \leq -\beta^{-1} \log \text{Tr}_{F_+} \left[ e^{-\beta \mathbb{H}} \right].
\]

**Lower bound.** Let us denote $\Gamma_N := U_N \Gamma_{\beta,N} U_N^* = e^{-\beta \tilde{H}_N} / \text{Tr} \left[ e^{-\beta \tilde{H}_N} \right]$. Using $\text{Tr} [\tilde{H}_N \Gamma_N] - \beta^{-1} S(\Gamma_N) \leq 0$ and the stability
\[
\text{Tr} [\tilde{H}_N \Gamma_N] - \beta_0^{-1} S(\Gamma_N) \geq F_{\beta_0}(N) \geq -CN
\]
with $\beta_0^{-1} \geq \beta^{-1}$, we obtain $\text{Tr} [\tilde{H}_N \Gamma_N] \leq CN$. Therefore, by using Lemma 24, the simple bound $\mathbb{H} \leq C(\tilde{H}_N + CN)$, and Proposition 15 we find that
\[
\text{Tr} [\tilde{H}_N \Gamma_N] \geq \text{Tr} [\tilde{H}_N \Gamma_{N}^{\leq M_N}] + \text{Tr} [\tilde{H}_N \Gamma_{N}^{> M_N}] - \frac{CN}{M^2}
\]
\[
\geq \left( 1 - C \sqrt{\frac{M}{N}} \right) \text{Tr} [\mathbb{H} \Gamma_{N}^{\leq M_N}] + \text{Tr} [\tilde{H}_N \Gamma_{N}^{> M_N}] - \frac{CN}{M^2} - C \sqrt{\frac{M}{N}}
\]
with $\Gamma_{N}^{\leq M_N} := f_M \Gamma_N f_M$ and $\Gamma_{N}^{> M_N} := g_M \Gamma_N g_M$. On the other hand, using $f_M^2 + g_M = 1$ and the Brown-Kosaki inequality [10], we have
\[
S(\Gamma_N) \leq S(\Gamma_{N}^{\leq M_N}) + S(\Gamma_{N}^{> M_N}).
\]

If we choose $M = N^{3/5}$, then the above estimates imply that
\[
F_\beta(N) - N e_H = \left( \text{Tr} [\tilde{H}_N \Gamma_N] - \beta^{-1} S(\Gamma_N) \right)
\]
\[
\geq \left( 1 - CN^{-1/5} \right) \text{Tr} [\mathbb{H} \Gamma_{N}^{\leq M_N}] - \beta^{-1} S(\Gamma_{N}^{\leq M_N})
\]
\[
+ \text{Tr} [\tilde{H}_N \Gamma_{N}^{> M_N}] - \beta^{-1} S(\Gamma_{N}^{> M_N}) - CN^{-1/5}.
\]

By using
\[
\left( 1 - \frac{C}{N^{1/5}} \right) \text{Tr} \left[ \mathbb{H} \Gamma_{N}^{\leq M_N} / \text{Tr} \Gamma_{N}^{\leq M_N} \right] - \beta^{-1} S \left( \frac{\Gamma_{N}^{\leq M_N}}{\text{Tr} \Gamma_{N}^{\leq M_N}} \right)
\]
\[
\geq -\beta^{-1} \log \text{Tr} e^{-\beta(1-CN^{-1/5}) \mathbb{H}}
\]
and
\[
\text{Tr} \left[ \tilde{H}_N \frac{\Gamma_{N}^{> M_N}}{\text{Tr} \Gamma_{N}^{> M_N}} \right] - \beta^{-1} S \left( \frac{\Gamma_{N}^{> M_N}}{\text{Tr} \Gamma_{N}^{> M_N}} \right) \geq F_\beta(N) - N e_H,
\]
we can conclude that
\[
F_\beta(N) - N e_H + \frac{\varepsilon}{\text{Tr} \Gamma_{N}^{\leq M_N}} \geq -\beta^{-1} \log \text{Tr} e^{-\beta(1-CN^{-1/5}) \mathbb{H}}
\]
\[
+ \beta^{-1} \log (\text{Tr} \Gamma_{N}^{\leq M_N}) + \beta^{-1} \frac{\text{Tr} \Gamma_{N}^{> M_N}}{\text{Tr} \Gamma_{N}^{> M_N}} \log (\text{Tr} \Gamma_{N}^{> M_N}).
\]
Assumption (A3') implies that $\text{Tr} \Gamma_N > M \to 0$ and $\text{Tr} \Gamma_N \to 1$ as $N \to \infty$. Therefore,

$$\liminf_{N \to \infty} \left( F_{\beta}(N) - N \epsilon_H \right) \geq \liminf_{N \to \infty} \left( -\beta^{-1} \log \text{Tr} e^{-\beta(1-CN^{-1/5})H} \right)$$

$$= -\beta^{-1} \log \text{Tr} e^{-\beta \mathbb{I}}.$$ 

Here in the later equality we have employed the Dominated Convergence Theorem using $\text{Tr} e^{-\beta \mathbb{I}} < \infty$ for $\beta_0 < \beta$ in (A4).

Step 2. Convergence of Gibbs states. From the above proof, we have

$$\lim_{N \to \infty} \left( \text{Tr}[\mathbb{H} \tilde{\Gamma}_N] - \beta^{-1} S(\tilde{\Gamma}_N) \right) = \text{Tr}[\mathbb{H} \Gamma] - \beta^{-1} S(\Gamma)$$

where

$$\tilde{\Gamma}_N := \frac{f_M \Gamma_N f_M}{\text{Tr}[f_M \Gamma_N f_M]} \text{ with } M = N^{3/5}.$$ 

We have proved that $\text{Tr}_{\mathbb{F}_+} [U_N e^{-\beta(H_N - N\epsilon_H)} U_N^*] \to \text{Tr}_{\mathbb{F}_+} e^{-\beta \mathbb{I}}$ as $N \to \infty$, and we will now show that $\Gamma_N \to \tilde{\Gamma}$ in the Hilbert-Schmidt norm. It is well known that a sequence of non-negative operators $A_N$ with $\text{Tr}(A_N) = 1$, which converges weakly-$*$ to an operator $A$, converges in the trace norm if and only if $\text{Tr}(A) = 1$ (see, e.g., [17], [49, Cor. 1] and [54, Add. H]). Using this fact, we will get the result. Moreover, by using $\text{Tr}[(\tilde{\Gamma}_N - \Gamma_N)^2] \to 0$ due to the condensation (A3'), it remains to show that $\text{Tr}[(\tilde{\Gamma}_N - \Gamma)^2] \to 0$. The latter convergence follows from the equality

$$\text{Tr}[\mathbb{H} \tilde{\Gamma}_N] - \beta^{-1} S(\tilde{\Gamma}_N) - \left( \text{Tr}[\mathbb{H} \Gamma] - \beta^{-1} S(\Gamma) \right) = \beta^{-1} \text{Tr} \left[ \Gamma_N (\log \tilde{\Gamma}_N - \log \Gamma) \right]$$

and the following entropy estimate, which is inspired from [27, Theorem 1]. The proof of Theorem 3 is finished. □

Lemma 26 (Relative entropy inequality). If $A$ and $B$ are two trace class operators on a Hilbert space and $0 \leq A \leq 1$, $0 \leq B \leq 1 - \varepsilon$ for some $\varepsilon > 0$, then there exists $C_\varepsilon > 0$ such that

$$\text{Tr} [A(\log A - \log B)] \geq C_\varepsilon \text{Tr}[(A - B)^2] + \text{Tr}(A - B).$$

Proof. A straightforward computation shows that for all $x, y \in [0, 1],$

$$x(\log x - \log y) - (x - y) \geq g(y)(x - y)^2 \text{ with } g(y) := \frac{y - 1 - \log y}{(y - 1)^2}.$$ 

Since the function $y \mapsto g(y)$ is decreasing, we have $g(y) \geq g(1 - \varepsilon) > 0$ for all $y \in [0, 1 - \varepsilon]$. Therefore, By Klein’s inequality [63, p. 330], one has

$$\text{Tr} [A(\log A - \log B)] \geq g(1 - \varepsilon) \text{Tr}[(A - B)^2] + \text{Tr}(A - B).$$

The proof of Lemma 26 is finished. □
Remark on stability and condensation. We prove the remark that if (A3s) holds true for some $\varepsilon_0 \in (0, 1)$ and $\text{Tr}_{F_\lambda} \left[ e^{-(1-\varepsilon_0)\beta_0 H} \right] < \infty$ for some $\beta_0$, then (A3') and (A4) hold true.

In fact, using $H \leq d \Gamma(h + C) + C$ and $\text{Tr}_{F_\lambda} \left[ e^{-(1-\varepsilon_0)\beta_0 h} \right] < \infty$ we obtain that $\text{Tr}_{F_\lambda} \left[ e^{-(1-\varepsilon_0)\beta_0 d \Gamma(h+C)} \right] < \infty$. Note that for every positive operator $A$ in $F_\lambda$, we have $\text{Tr}_{F_\lambda} e^{-d \Gamma(A)} < \infty$ if and only if $\text{Tr}_{F_\lambda} e^{-A} < \infty$. Therefore, we can conclude that $\text{Tr} e^{-(1-\varepsilon_0)\beta_0 h} < \infty$ and $\text{Tr}_{F_\lambda} e^{-(1-\varepsilon_0)\beta_0 d \Gamma(h)} < \infty$.

From the latter bound and the inequality $\tilde{H}_N \geq (1 - \varepsilon_0) \sum_{i=1}^N h_i + o(N)$ in (A3s), the stability follows:

$$F_{\beta_0}(N) - N e_H = - \beta_0^{-1} \log \text{Tr}_{F_\lambda} \left[ e^{-\beta_0 \tilde{H}_N} \right]$$

$$\geq - \beta_0^{-1} \log \text{Tr}_{F_\lambda} \left[ e^{-(1-\varepsilon_0)\beta_0 \sum_{i=1}^N h_i} \right] + o(N)$$

$$\geq - \beta_0^{-1} \log \text{Tr}_{F_\lambda} \left[ e^{-(1-\varepsilon_0)\beta_0 d \Gamma(h)} \right] + o(N) \geq -C + o(N).$$

Next, using $\tilde{H}_N \geq c_0 N + o(N)$ on $F_\lambda^\leq N$ and the stability

$$\text{Tr}[\tilde{H}_N \tilde{\Gamma}_{\beta,N}] - \beta_0^{-1} S(\tilde{\Gamma}_{\beta,N}) \geq F_{\beta_0}(N) - N e_H \geq o(N)$$

with $\tilde{\Gamma}_{\beta,N} := U_N \Gamma_{\beta,N} U_N^* N$, we find that

$$0 \geq F_{\beta}(N) - N e_H = \text{Tr}[\tilde{H}_N \tilde{\Gamma}_{\beta,N}] - \beta^{-1} S(\tilde{\Gamma}_{\beta,N})$$

$$= \left(1 - \frac{\beta_0}{\beta}\right) \text{Tr}[\tilde{H}_N \tilde{\Gamma}_{\beta,N}] + \frac{\beta_0}{\beta} \left[ \text{Tr}[\tilde{H}_N \tilde{\Gamma}_{\beta,N}] - \beta_0^{-1} S(\tilde{\Gamma}_{\beta,N}) \right]$$

$$\geq \left(1 - \frac{\beta_0}{\beta}\right) c_0 \text{Tr}[N \tilde{\Gamma}_{\beta,N}] + o(N).$$

Therefore, $\text{Tr}[N \tilde{\Gamma}_{\beta,N}] = \text{Tr}[N \tilde{\Gamma}_{\beta,N}] = o(N)$.

**APPENDIX A. BOGOLIUBOV HAMILTONIAN**

In this appendix we prove some general properties of quadratic Hamiltonians in bosonic Fock spaces, which includes the results in Theorem 4. Most results of this section are well known 8. In some parts of the discussion we shall refer to [57, 45] for more details.

Let $\mathcal{H}$ be an arbitrary (separable) one-particle Hilbert space. We can identify $\mathcal{H}$ with its dual space $\mathcal{H}^*$ by the conjugate linear unitary operator $J : \mathcal{H} \to \mathcal{H}^*$ defined as $(Jf)(g) = (f, g)_\mathcal{H}$ for all $f, g \in \mathcal{H}$. If $\mathcal{H}$ is a subspace of $L^2(\Omega)$, then $J$ is simply the complex conjugate.

For any vector $f \in \mathcal{H}$, we may define the annihilation operator $a(f)$ and the creation operator $a^*(f)$ on the Fock space $\mathcal{F}(\mathcal{H}) = \bigoplus_{N=0}^{\infty} \bigotimes_{\text{sym}}^N \mathcal{H}$ as in [87] and [88] in Section 4. For any state $\Phi$ in the Fock space $\mathcal{F}(\mathcal{H})$, the one-body density matrices $\langle \gamma_{\Phi}, \alpha_{\Phi} \rangle$ are operators on $\mathcal{H}$ defined by

$$\langle f, \gamma_{\Phi} g \rangle = \langle a^*(f) a(f) \rangle_\Phi, \quad \langle f, \alpha_{\Phi} J g \rangle = \langle a(g) a(f) \rangle_\Phi$$

for all $f, g \in \mathcal{H}$.

We will be particularly interested in states $\Phi$'s with finite particle expectation, namely $\text{Tr} \gamma_{\Phi} < \infty$. In this case, $\langle \gamma_{\Phi}, \alpha_{\Phi} \rangle$ belongs to the set $G$, which
contains all pairs of operators \((\gamma, \alpha)\) on \(\mathcal{H}\) such that \(\gamma\) is trace class, \(\alpha\) is Hilbert-Schmidt, \(\alpha^T = \alpha\) and
\[
\begin{pmatrix}
\gamma & \alpha \\
\alpha^* & 1 + J\gamma J^*
\end{pmatrix} \geq 0 \text{ on } \mathcal{H} \oplus \mathcal{H}^*.
\]
Let us denote by \(G_0\) the set of all pairs \((\gamma, \alpha)\in G\) which satisfy
\[
\alpha\alpha^* = \gamma(1 + J\gamma J^*) \quad \text{and} \quad \gamma\alpha = \alpha J\gamma J^*.
\]
(65)
The significance of \(G_0\) is that for any \((\gamma, \alpha)\in G_0\), there exists a unique quasi-free pure state \(\Phi \in \mathcal{F}(\mathcal{H})\) such that
\[
(\gamma, \alpha) = (\gamma\Phi, \alpha\Phi).
\]
(66)
The one-body density matrices offer a simple way to define quadratic Hamiltonians. More precisely, let \(H\) be a self-adjoint operator on \(\mathcal{H}\) and let \(K\) be a Hilbert-Schmidt operator on \(\mathcal{H}\) such that \(K = K^T\) and such that the following inequality holds true
\[
A := \begin{pmatrix} H & K \\ K^* & JHJ^* \end{pmatrix} \geq \eta > 0 \text{ on } \mathcal{H} \oplus \mathcal{H}^*.
\]
(67)
We shall consider the quadratic Hamiltonian \(\mathbb{H}\) on \(\mathcal{F}(\mathcal{H})\) defined by
\[
\langle \mathbb{H}\Phi \rangle := q(\gamma\Phi, \alpha\Phi) = \text{Tr}[H\gamma\Phi] + \Re \text{Tr}[K\alpha\Phi]
\]
for every state \(\Phi\) living in the truncated Fock spaces and in the domain of \(H\):
\[
\bigcup_{M \geq 0} \bigoplus_{n=0}^{\infty} D(H).
\]
(68)
It can be verified that the so-defined operator \(\mathbb{H}\) is exactly the Bogoliubov Hamiltonian given in (12).

The main properties of the quadratic Hamiltonian \(\mathbb{H}\) are given in the following

**Theorem 27** (Bogoliubov Hamiltonian). Let \(\mathbb{H}\) be defined by (67) and assume that (66) holds true. Then we have the following statements.

(i) (Form domain). We have the quadratic-form inequalities
\[
C^{-1}d\Gamma(H) - C \leq \mathbb{H} \leq d\Gamma(H + C) + C
\]
(69)
As a consequence, the form domain of the Friedrichs extension of \(\mathbb{H}\) (still denoted by \(\mathbb{H}\)) is the same as that of \(d\Gamma(H)\) on \(\mathcal{F}_+\).

(ii) (Variational principle). For any \((\gamma, \alpha)\in \mathcal{G}\), we can find \((\gamma', \alpha')\in G_0\) such that \(q(\gamma', \alpha') \leq q(\gamma, \alpha)\) and the inequality is strict except when \((\gamma, \alpha)\in G_0\). As a consequence, the ground state energy of \(\mathbb{H}\) is
\[
\inf_{(\gamma, \alpha)\in \mathcal{G}} q(\gamma, \alpha) = \inf_{(\gamma, \alpha)\in G_0} q(\gamma, \alpha).
\]
(iii) (Ground state and ground state energy). The Hamiltonian \(\mathbb{H}\) has a unique ground state in \(\mathcal{F}(\mathcal{H})\), which is a pure quasi-free state. Moreover, we always have \(\inf_{(\gamma, \alpha)\in \mathcal{G}} q(\gamma, \alpha) > 0\) except when \(K = 0\) in which case \(\inf_{(\gamma, \alpha)\in G_0} q(\gamma, \alpha) = 0\) with the vacuum being the corresponding ground state.
(iv) (Spectrum). We have $\sigma_{\text{ess}}(\mathbb{H}) = \sigma(\mathbb{H}) + \sigma_{\text{ess}}(H)$ and

$$
\sigma(\mathbb{H}) = \inf \sigma(\mathbb{H}) + \left\{ \sum_{i \geq 1} n_i \lambda_i \mid \lambda_i \in \sigma(SA) \cap \mathbb{R}^+, n_i \in \{0\} \cup \mathbb{N} \text{ and } \sum n_i < \infty \right\}
$$

where

$$
S := \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
$$

(v) (Lower spectrum). If $JKJ = K$, $JHJ^* = H$ and $H$ has infinitely many eigenvalues below its essential spectrum, then $\mathbb{H}$ also has infinitely many eigenvalues below its essential spectrum.

On the other hand, if $JKJ = K \geq 0$, $JHJ^* = H$ and $H - K$ has only finitely many eigenvalues below its essential spectrum, then $\mathbb{H}$ also has finitely many eigenvalues below its essential spectrum.

Remark 10. Theorem 1 follows from Theorem 27, with $H = h + K_1$ and $K = K_2$. In particular, (12) follows from (63) because $C^{-1}(h + 1) \leq h + K_1 \leq C(h + 1)$. Moreover, by following the proof of (63) we also have $\mathbb{H} \geq d\Gamma(h - C) - C$; and if $K_1 = K_2 \geq 0$, then $\mathbb{H} \geq d\Gamma(h - \varepsilon) - C_\varepsilon$ for every $\varepsilon > 0$.

Proof. 1. The variational principle is well-known (see, e.g., [15, Theorem 1.7 p. 101] for a proof). If $K = 0$, then from and the inequality $H \geq \eta > 0$, we see that $\inf \sigma(\mathbb{H}) = 0$ and the vacuum is the unique ground state of $H$ (which corresponds to $\gamma \Phi = 0$ and $\alpha \Phi = 0$). On the other hand, if $K \neq 0$, then by taking a normalized vector $v \in \mathcal{H}$ such that $\langle Jv, Kv \rangle > 0$ and then choosing the trial operators

$$
\gamma \lambda := \lambda |v \rangle \langle v| \quad \alpha \lambda = -\sqrt{\lambda(1 + \lambda)} |v \rangle \langle Jv|
$$

with $\lambda > 0$ small, we can see that $\inf \sigma(\mathbb{H}) < 0$.

Now we show that $\mathbb{H}$ is bounded from below. If $(\gamma, \alpha) \in G_0$, then we can find an orthonormal family $\{u_n\}_{n \geq 1}$ for $\mathcal{H}$ such that

$$
\gamma(x, y) = \sum_{n \geq 1} \lambda_n u_n(x) \overline{u_n(y)}, \quad \alpha(x, y) = \sum_{n \geq 1} \sqrt{\lambda_n (1 + \lambda_n)} u_n(x) \overline{u_n(y)}
$$

where $\lambda_n \geq 0$ and $\sum_{n=1}^{\infty} \lambda_n = \text{Tr} \gamma < \infty$. Thus we can rewrite

$$
q(\gamma, \alpha) = \sum_{n=1}^{\infty} \left( \lambda_n \langle u_n, Hu_n \rangle + \sqrt{\lambda_n (1 + \lambda_n)} \Re \langle u_n, Ku_n \rangle \right).
$$
The inequality (60) implies that \( \langle u_n, H u_n \rangle \geq |\langle u_n, K u_n \rangle| + \eta \) for all \( n \geq 1 \). Therefore,

\[
q(\gamma, \alpha) \geq \eta \text{Tr} \gamma + \sum_{n=1}^{\infty} \left( \lambda_n - \sqrt{\lambda_n(1 + \lambda_n)} \right) |\langle u_n, K u_n \rangle| \\
\geq \eta \text{Tr} \gamma - \sum_{n=1}^{\infty} \sqrt{\lambda_n} |\langle u_n, K u_n \rangle| \\
\geq \eta \text{Tr} \gamma - \sqrt{\sum_{n=1}^{\infty} \lambda_n \sum_{n=1}^{\infty} |\langle u_n, K u_n \rangle|^2} \\
\geq \eta \text{Tr} \gamma - \sqrt{\text{HS norm of } \lambda_n} \geq -C.
\]

(70)

where \(||K||_{HS}\) is the Hilbert-Schmidt norm of \( K \). Thus \( \mathbb{H} \geq -C \).

2. Next, we show that \( C^{-1}d\Gamma(H) - C \leq \mathbb{H} \leq d\Gamma(H+C) + C \). In fact, from the above result, we see that the quadratic Hamiltonian with \( A \) replaced by

\[
\begin{pmatrix}
H - \eta/2 & K \\
K^* & -JHJ^* - \eta/2
\end{pmatrix} \geq \eta/2
\]

is also bounded from below. Therefore,

\[
\langle \mathbb{H} \rangle_\phi = (\eta/2) \text{Tr} [\gamma \phi] + \text{Tr} [(H - \eta/2)\gamma \phi] + \Re \text{Tr} [K \alpha \phi] \geq (\eta/2) \text{Tr} [\gamma \phi] - C.
\]

Similarly, for a constant \( C > 0 \) large enough, one has

\[
\text{Tr} [C_0 \gamma \phi] + \Re \text{Tr} [K \alpha \phi] \geq -C \quad \text{and} \quad \text{Tr} [C_0 \gamma \phi] - \Re \text{Tr} [K \alpha \phi] \geq -C.
\]

These estimates yield the desired inequalities.

3. Now we show that \( \mathbb{H} \) has a ground state. Let a sequence \( \{ (\gamma_n, \alpha_n) \}_{n=1}^{\infty} \subset \mathcal{G}_0 \) such that

\[
\lim_{n \to \infty} \inf q(\gamma_n, \alpha_n) = \inf \sigma(\mathbb{H}).
\]

The inequality (71) implies that \( \text{Tr} \gamma_n \) is bounded, and hence \( \text{Tr} (\alpha_n \alpha_n^* \gamma_n) \) is also bounded. Thus up to a subsequence, we may assume that there exists \( (\gamma_0, \alpha_0) \in \mathcal{G} \) such that \( \alpha_n \to \alpha_0 \) and \( \gamma_n \to \gamma_0 \) weakly in the Hilbert-Schmidt norm. Consequently, \( \lim_{n \to \infty} \text{Tr} [K \alpha_n] = \text{Tr} [K \alpha_0] \) and \( \lim_{n \to \infty} \text{Tr} [H \gamma_n] \geq \text{Tr} [H \gamma_0] \) by Fatou’s lemma since \( H \geq 0 \). Thus \( (\gamma_0, \alpha_0) \) is a minimizer of \( q(\gamma, \alpha) \) on \( \mathcal{G} \). Due to (i), this minimizer \( (\gamma_0, \alpha_0) \) belongs to \( \mathcal{G}_0 \).

4. To understand the structure of one-body densities matrices and the spectrum of the quadratic Hamiltonian, let us introduce Bogoliubov transformations. A Bogoliubov transformation \( \mathcal{V} \) is a linear bounded isomorphism on \( \mathcal{H} \oplus \mathcal{H}^* \) such that \( (\forall \mathcal{V}^* - 1) \) is trace class (Stinespring condition) and

\[
\mathcal{V} \begin{pmatrix} 0 & J^* \\ J & 0 \end{pmatrix} = \begin{pmatrix} 0 & J^* \\ J & 0 \end{pmatrix} \mathcal{V}, \quad \mathcal{V}^* \mathcal{S} \mathcal{V}^* = \mathcal{S} := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Since \( (\gamma_0, \alpha_0) \in \mathcal{G}_0 \), there exists a Bogoliubov transformation \( \mathcal{V}_0 \) on \( \mathcal{H} \oplus \mathcal{H}^* \) which diagonalizes the one-body density matrices \( (\gamma_0, \alpha_0) \), namely

\[
\mathcal{V}_0 \begin{pmatrix} \gamma_0 & \alpha_0 \\ \alpha_0^* & 1 + J \gamma_0 J^* \end{pmatrix} \mathcal{V}_0^* = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}
\]

(see, e.g., [57, 45]). Then by employing the fact that \( (\gamma_0, \alpha_0) \) is a minimizer for \( q(\gamma, \alpha) \) on \( \mathcal{G} \), we can show (see [45], Theorem 1.7 p. 101) for a
detailed proof) that the Bogoliubov transformation $V := SV_0 S$ diagonalizes $A$, namely

$$VAV^* = \begin{pmatrix} \xi & 0 \\ 0 & J\xi J^* \end{pmatrix}$$  \hspace{1cm} (71)$$

for some operator $\xi$ on $\mathcal{H}$. From (66) and (71), we deduce that $\xi \geq \eta > 0$.

Using the Bogoliubov transformation $V$, we can find a unitary transformation $U_V$ on the Fock space $F(\mathcal{H})$, called the Bogoliubov unitary (see e.g. [57, 45]), such that

$$U_V H U_V^* = \inf_{\sigma(H)} + d\Gamma(\xi) := \bigoplus_{N=0}^{\infty} \sum_{i=1}^{N} \xi_i.$$ 

This implies that $\mathbb{H}$ has a unique ground state and $\sigma(\mathbb{H}) = \inf \sigma(\mathbb{H}) + d\Gamma(\xi)$.

5. Next, from (71) and the assumption $VSV^* = S$, it follows that

$$S \begin{pmatrix} \xi & 0 \\ 0 & J\xi J^* \end{pmatrix} - \lambda = SVAV^* - \lambda = SVS(SA - \lambda)V^*.$$ 

Thus

$$\sigma(\xi) = \sigma \left( S \begin{pmatrix} \xi & 0 \\ 0 & J\xi J^* \end{pmatrix} \right) \cap \mathbb{R}^+ = \sigma(SA) \cap \mathbb{R}^+$$

because $V$ is an isomorphism on $\mathcal{H} \oplus \mathcal{H}^*$. Consequently,

$$\sigma(\mathbb{H}) = \inf \sigma(\mathbb{H}) + \left\{ \sum_{i \geq 1} n_i \lambda_i \mid \lambda_i \in \sigma(SA) \cap \mathbb{R}^+, n_i \in \{0\} \cup \mathbb{N} \text{ and } \sum n_i < \infty \right\}.$$ 

6. Now we prove that $\sigma_{\text{ess}}(\xi) = \sigma_{\text{ess}}(H)$. From (71), it follows that $\sigma(\xi) = \sigma(VAV^*)$. On the other hand, since $K$ is a compact operator on $\mathcal{H}$, one has $\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(H)$. On the other hand, by using the identity

$$VAV^* - \lambda = V(A - \lambda)V^* + \lambda(VV^* - 1)$$

and the fact that $(VV^* - 1)$ is compact (indeed it is trace class), we obtain $\sigma_{\text{ess}}(VAV^*) = \sigma_{\text{ess}}(A)$. Thus $\sigma_{\text{ess}}(\xi) = \sigma_{\text{ess}}(H)$. Consequently, from $\sigma(\mathbb{H}) = \inf \sigma(\mathbb{H}) + \sigma(d\Gamma(\xi))$ we obtain

$$\sigma_{\text{ess}}(\mathbb{H}) = \inf \sigma(\mathbb{H}) + \sigma_{\text{ess}}(d\Gamma(\xi)) = \sigma(\mathbb{H}) + \sigma_{\text{ess}}(H).$$

7. From now on, we assume that $JKJ = K$ and $JHJ^* = H$. In this case, (66) implies that $H + K \geq \eta > 0$ and $H - K \geq \eta > 0$. Before going further, let us give a simple characterization of the spectrum of $\mathbb{H}$. We only deal with eigenvalues for simplicity.

Assume that $t > 0$ is an eigenvalue of $\xi$. Then from the above proof, we see that $t$ is an eigenvalue of $SA$. Using the equation

$$0 = (SA - t) \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} H & K \\ -K & -JHJ^* \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} - \lambda \begin{pmatrix} u \\ v \end{pmatrix}$$

we find that

$$\begin{cases} (H + K)x = ty, \\ (H - K)y = tx, \end{cases}$$
where $x = u + v$ and $y = u - v$. Thus
\[
\left( H + K - \frac{t^2}{H - K} \right) x = 0.
\]
Note that $x \neq 0$ if $u \oplus v \neq 0$. Therefore, 0 is an eigenvalue of
\[
\mathcal{X}_t := H + K - \frac{t^2}{H - K}.
\]
In fact, using Weyl sequences and arguing similarly, we also obtain
\[
t \in \sigma(\xi) = \sigma(SA) \iff 0 \in \sigma(\mathcal{X}_t).
\]
(72)

8. We show that the number of eigenvalues (with multiplicity) of $\xi$ below $\mu := \inf \sigma_{\text{ess}}(\xi)$ is equal to the number of negative eigenvalues of $\mathcal{X}_\mu$.

Note that the mapping $t \mapsto \mathcal{X}_t$ is strictly decreasing. As a consequence, for every $j = 1, 2, \ldots$, the min-max value $\lambda_j(\mathcal{X}_t)$ is a continuous and decreasing function on $t \geq 0$. More precisely, if $0 \leq t_1 < t_2$, then $\lambda_j(\mathcal{X}_{t_1}) \geq \lambda_j(\mathcal{X}_{t_2})$ and the inequality is strict if $\lambda_j(\mathcal{X}_{t_1})$ is an eigenvalue of $\mathcal{X}_{t_1}$. Moreover,
\[
\inf \sigma(\mathcal{X}_0) = \inf \sigma(H + K) \geq \eta > 0 \quad \text{and, for every } t \in (0, \mu),
\]
\[
\inf \sigma_{\text{ess}}(\mathcal{X}_t) > \inf \sigma_{\text{ess}}(\mathcal{X}_\mu) = 0.
\]
Therefore, by using (72), we obtain a one-to-one correspondence
\[
\sigma(\xi) \cap (-\infty, \mu) \leftrightarrow \sigma(\mathcal{X}_\mu) \cap (-\infty, 0). \tag{73}
\]

9. From the inequality $\mu^2 (H - K)^{-1} + H - K \geq 2\mu$ we get
\[
\mathcal{X}_\mu = H + K - \frac{\mu^2}{H - K} \leq 2(H - \mu).
\]
Moreover, note that $\inf \sigma_{\text{ess}}(\mathcal{X}_\mu) = \inf \sigma_{\text{ess}}(H - \mu) = 0$. Therefore, the number of negative eigenvalues (with multiplicity) of $\mathcal{X}_\mu$ is not less than the number of negative eigenvalues (with multiplicity) of $(H - \mu)$.

In particular, if $(H - \mu)$ has infinitely many negative eigenvalues, then $\mathcal{X}_\mu$ has infinitely many negative eigenvalues. By (73), we see that $\xi$ has infinitely many eigenvalues below its essential spectrum. Consequently, $\mathbb{H}$ has infinitely many eigenvalues below its essential spectrum.

10. Now we assume furthermore that $K \geq 0$. Then we get the inequality
\[
\mathcal{X}_\mu = H + K - \frac{\mu^2}{H - K} \geq H - K - \frac{\mu^2}{H - K}.
\]
Moreover, note that
\[
\inf \sigma_{\text{ess}}(\mathcal{X}_\mu) = \inf \sigma_{\text{ess}}\left(H - K - \frac{\mu^2}{H - K}\right) = 0.
\]
Thus, if $H - K$ has finitely many eigenvalues below $\mu$, then $\mathcal{X}_t$ also has finitely many negative eigenvalues. By (73), $\xi$ has finitely many eigenvalues below its essential spectrum. Consequently, $\mathbb{H}$ has the same property. \qed
APPENDIX B. LOCALIZATION OF BAND OPERATORS ON $\mathcal{F}_+$

In this appendix we prove the localization in Proposition 22.

**Proof of Proposition 22.** Using the IMS-identity

\[ A = f_M A f_M + g_M A g_M + \frac{1}{2} ([f_M, [f_M, A]] + [g_M, [g_M, A]]) \]

we can write, with $\Phi = \oplus_{j=0}^{\infty} \Phi_j \in \oplus_{j=0}^{\infty} \delta^J_+$

\[ \langle \Phi, A \Phi \rangle = \langle f_M \Phi, A f_M \Phi \rangle + \langle g_M \Phi, A g_M \Phi \rangle \]

\[ + \sum_{1 \leq |i-j| \leq \sigma} \left( (f_M (i) - f_M (j))^2 + (g_M (i) - g_M (j))^2 \right) \langle \Phi_i, A \Phi_j \rangle. \]

Since $f$ and $g$ are smooth, we have

\[ (f_M (i) - f_M (j))^2 + (g_M (i) - g_M (j))^2 \leq (\|f'\|_\infty + \|g'\|_\infty) \frac{(i - j)^2}{M^2}. \]

Moreover, using the assumption that $A \geq 0$ we get

\[ \sum_{1 \leq |i-j| \leq \sigma} |\langle \Phi_i, A \Phi_j \rangle| \leq \sum_{1 \leq |i-j| \leq \sigma} (|\langle \Phi_i, A \Phi_i \rangle| + |\langle \Phi_j, A \Phi_j \rangle|) \]

\[ \leq 4\sigma \sum_i \langle \Phi_i, A \Phi_i \rangle = 4\sigma \langle \Phi, A_0 \Phi \rangle. \]

Therefore, we obtain the operator inequality \( \|A \| \leq 4\sigma \langle \Phi, A_0 \Phi \rangle. \)

Finally, let us show that if

\[ \delta := \sup\{|\|g_M \Phi\|^2 : \Phi \in Y, \|\Phi\| = 1\} < (\dim Y)^{-1}, \]

then $\dim(f_M Y) = \dim Y$. In fact, assume that $\dim Y = L$ and let an orthonormal basis $\{\Phi_i\}_{i=1}^{L}$ for $Y$. For all $\{\alpha_i\}_{i=1}^{L} \in \mathbb{C}^L \setminus \{0\}$, we have

\[ \left\| \sum_{i=1}^{L} \alpha_i f_M \Phi_i \right\|^2 \geq \sum_{i=1}^{L} |\alpha_i|^2 \left| f_M \Phi_i \right|^2 - 2 \sum_{1 \leq i < j \leq L} |\alpha_i \alpha_j| \cdot \left| \langle f_M \Phi_i, f_M \Phi_j \rangle \right| \]

\[ = \sum_{i=1}^{L} |\alpha_i|^2 \left( 1 - \|g_M \Phi_i\|^2 \right) - 2 \sum_{1 \leq i < j \leq L} |\alpha_i \alpha_j| \cdot \left| \langle g_M \Phi_i, g_M \Phi_j \rangle \right| \]

\[ \geq \sum_{i=1}^{L} |\alpha_i|^2 (1 - \delta) - \sum_{1 \leq i < j \leq L} (|\alpha_i|^2 + |\alpha_j|^2) \delta = (1 - L\delta) \sum_{i=1}^{L} |\alpha_i|^2 > 0. \]

Therefore, the subset $\{f_M \Phi_j\}_{j=1}^{L} \subset f_M Y$ is linearly independent, which implies that $\dim(f_M Y) \geq L = \dim Y$. On the other hand, $\dim(f_M Y) \leq \dim Y$ because $f_M$ is linear. Thus $\dim(f_M Y) = \dim Y$. \qed

APPENDIX C. LOGARITHMIC LIEB-OXFORD INEQUALITY

We provide a proof of Proposition 11. We follow ideas from [34, 38, 39].
Proof of Proposition 11. Let us write for simplicity $\rho := \rho_{\Psi}$. Note that for any $\mu_{x_i} \geq 0$ which is radially symmetric about $x_i$ and such that $\int \mu_{x_i} = 1$, we have

$$0 \leq \frac{1}{2} D \left( \rho - \sum_{i=1}^{N} \mu_{x_i}, \rho - \sum_{i=1}^{N} \mu_{x_i} \right)$$

$$= \frac{1}{2} D(\rho, \rho) + \sum_{1 \leq i < j \leq N} D(\mu_{x_i}, \mu_{x_j}) + \frac{1}{2} \sum_{i=1}^{N} D(\mu_{x_i}, \mu_{x_i}) - \sum_{i=1}^{N} D(\rho, \mu_{x_i}).$$

We have used here Proposition 8 together with the fact that $\int_{\mathbb{R}^2} \left( \rho - \sum_{i=1}^{N} \mu_{x_i} \right) = 0$. By Newton’s theorem, $(\mu_{x_i} * w)(x) \leq w(x)$ a.e., and therefore

$$D(\mu_{x_i}, \mu_{x_j}) \leq w(x_i - x_j)$$

for any $i \neq j$. We arrive at the following Onsager-type estimate [16]

$$\sum_{1 \leq i < j \leq N} w(x_i - x_j) \geq \frac{1}{2} D(\rho, \rho) + \sum_{i=1}^{N} D(\rho, \mu_{x_i}) - \frac{1}{2} \sum_{i=1}^{N} D(\mu_{x_i}, \mu_{x_i}). \quad (74)$$

Writing $D(\rho, \mu_{x_i}) = (\rho * w)(x_i) + D(\rho, \mu_{x_i} - \delta_{x_i})$ and taking the expectation value against $\Psi$, we get

$$\left\langle \sum_{1 \leq i < j \leq N} w(x_i - x_j) \right\rangle_{\Psi} \geq \frac{1}{2} D(\rho, \rho) + \int_{\mathbb{R}^2} \rho(x) D(\rho, \mu_{x} - \delta_{x}) \, dx$$

$$- \frac{1}{2} \int_{\mathbb{R}^2} \rho(x) D(\mu_{x}, \mu_{x}) \, dx.$$  

Now we choose

$$\mu_{x}(y) = R(x)^{-2} \mu \left( \frac{y - x}{R(x)} \right)$$

and

$$R(x) = \sqrt{\frac{\lambda(x)}{\rho(x)}},$$

where $\mu = \pi^{-1} \chi(|x| \leq 1)$ is the (normalized) characteristic function of the unit ball. We will choose the function $\lambda(x)$ at the very end.

We start by computing

$$D(\mu_{x}, \mu_{x}) = - \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \mu(y) \mu(z) \log \left( R(x) |y - z| \right) \, dy \, dz = \frac{1}{2} \log \frac{\rho(x)}{\rho(x)} + D(\mu, \mu)$$

which gives

$$- \frac{1}{2} \int_{\mathbb{R}^2} \rho(x) D(\mu_{x}, \mu_{x}) \, dx = - \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \rho - \frac{1}{2} D(\mu, \mu) \int_{\mathbb{R}^2} \rho + \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \lambda.$$  

Hence we have proved that

$$\left\langle \sum_{1 \leq i < j \leq N} w(x_i - x_j) \right\rangle_{\Psi} \geq \frac{1}{2} D(\rho, \rho) - \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \rho - \frac{1}{2} D(\mu, \mu) \int_{\mathbb{R}^2} \rho$$

$$+ \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \lambda + \int_{\mathbb{R}^2} \rho(x) D(\rho, \mu_{x} - \delta_{x}) \, dx$$

and it remains to bound the last term.
Let $\nu_R = (\pi R)^{-2} \chi(|x| \leq R)$ be the (normalized) characteristic function of the disk of radius $R$. We have

$$(\nu_R * w)(x) = w(x) - \frac{1}{2} \left(-\log \frac{|x|^2}{R^2} + \frac{|x|^2}{R^2} - 1\right) \chi(|x| \leq R)$$

and thus

$$(\nu_R * w)(x) - w(x) \geq \log \left(\frac{|x|}{R}\right) \chi(|x| \leq R).$$

By scaling we find that

$$D(\rho, \mu_x - \delta_x) = D(\rho(\cdot - x), \nu_{R(x)} - \delta_0) \geq \int_{|y| \leq R(x)} \rho(y - x) \log \left(\frac{|y|}{R(x)}\right) \, dy$$

and therefore

$$\int_{\mathbb{R}^2} \rho(x) D(\rho, \mu_x - \delta_x) \, dx \geq \int_{\mathbb{R}^2} dx \rho(x) \int_{|y| \leq R(x)} \, dy \rho(y - x) \log \left(\frac{|y|}{R(x)}\right).$$

The following is similar to [34, Lemma 2].

**Lemma 28.** Let $f \in L^1(\mathbb{R}^2, \mathbb{R}^+)$ and let

$$M_f := \sup_r \frac{1}{\pi r^2} \int_{|y| \leq r} f(y) \, dy.$$  

Then we have for any $R > 0$

$$\int_{|y| \leq R} \, dy f(y) \log \left(\frac{|y|}{R}\right) \leq \frac{\pi}{2} M_f R^2.$$  

**Proof of Lemma 28.** Let $\tilde{f}(r) := \int_0^{2\pi} f(r \cos(\theta), r \sin(\theta)) \, d\theta$ be the spherical average of $f$. Then we have

$$-\int_{|y| \leq R} \, dy f(y) \log \left(\frac{|y|}{R}\right) = -\int_0^R \, dr \tilde{f}(r) \log \left(\frac{r}{R}\right) \, dr$$

$$= \int_0^R \left(\int_0^r s \tilde{f}(s) \, ds\right) \frac{1}{r} \, dr$$

$$\leq \pi M_f \int_0^R \, dr = \frac{\pi}{2} M_f R^2.$$  

In the previous estimate we have first integrated by parts, and then used $\int_0^r s \tilde{f}(s) \, ds = \int_{|\theta| \leq r} f(\theta) \leq \pi r^2 M_f$. \hfill $\square$

Using the previous estimate (75) with $x \in \mathbb{R}^2$ fixed and recalling our choice $R(x) = \sqrt{\lambda(x)/\rho(x)}$, we get

$$\int_{|y| \leq R(x)} \, dy \rho(y - x) \log \left(\frac{|y|}{R(x)}\right) \geq -\frac{\pi}{2} M_\rho(x) R(x)^2 = -\frac{\pi \lambda(x)}{2 \rho(x)} M_\rho(x)$$

where

$$M_\rho(x) := \sup_r \frac{1}{\pi r^2} \int_{|y| \leq r} \rho(y - x) \, dy$$

is the Hardy-Littlewood maximal function of $\rho$. This gives the estimate

$$\int_{\mathbb{R}^2} \, dx \rho(x) \int_{|y| \leq R(x)} \, dy \rho(y - x) \log \left(\frac{|y|}{R(x)}\right) \geq -\frac{\pi}{2} \int_{\mathbb{R}^2} \lambda M_\rho$$
and our final bound is
\[
\left\langle \sum_{1 \leq i < j \leq N} w(x_i - x_j) \right\rangle_{\Psi} \geq \frac{1}{2} D(\rho, \rho) - \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \rho - \frac{1}{2} D(\mu, \mu) \int_{\mathbb{R}^2} \rho
\]
\[
+ \frac{1}{4} \int_{\mathbb{R}^2} \rho \log \lambda - \frac{\pi}{2} \int_{\mathbb{R}^2} \lambda M_\rho.
\]

Here the optimal choice is \( \lambda = \rho/(2\pi M_\rho) \) but the term \( \int_{\mathbb{R}^2} \rho \log M_\rho \) is then not easy to control. At least we can take \( \lambda = (\rho/\int \rho)^\varepsilon \) and we find an error term of the form
\[
-\frac{\varepsilon}{4} \int_{\mathbb{R}^2} \rho \log \rho - \frac{\pi}{2} \int_{\mathbb{R}^2} \left( \frac{\rho}{\int \rho} \right)^\varepsilon M_\rho
\]
which we can also write as
\[
\left( \int_{\mathbb{R}^2} \rho \right) \left\{ -\frac{\varepsilon}{4} \int_{\mathbb{R}^2} f \log f - \frac{\pi}{2} \int_{\mathbb{R}^2} f^\varepsilon M_f \right\}, \quad \text{where } f = \frac{\rho}{\int_{\mathbb{R}^2} \rho}.
\]

Now we use that \( \varepsilon f \log f \leq f(1 + f^\varepsilon) \) and that \( f \leq M_f \) to get an error of the form
\[
\left( \int_{\mathbb{R}^2} \rho \right) \left( -\frac{1}{4} \int_{\mathbb{R}^2} f + f^{1+\varepsilon} - \frac{\pi}{2} \int_{\mathbb{R}^2} M_f^{1+\varepsilon} \right).
\]

Using now [59]
\[
\frac{\pi}{2} \int_{\mathbb{R}^2} M_f^{1+\varepsilon} \leq C \int_{\mathbb{R}^2} f^{1+\varepsilon}
\]
we end up with a total error of the form
\[
- \left( \frac{1}{2} D(\mu, \mu) + \frac{1}{4} \right) \int_{\mathbb{R}^2} \rho - \frac{C}{\varepsilon} \left( \int_{\mathbb{R}^2} \rho \right) \int_{\mathbb{R}^2} \left( \frac{\rho}{\int_{\mathbb{R}^2} \rho} \right)^{1+\varepsilon}.
\]

\[\square\]
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