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Suspensions of active particles, such as motile microorganisms and artificial mi-
croswimmers, are known to undergo a transition to complex large-scale dynamics
at high enough concentrations. While a number of models have demonstrated that
hydrodynamic interactions can in some cases explain these dynamics, collective mo-
tion in experiments is typically observed at such high volume fractions that steric
interactions between nearby swimmers are significant and cannot be neglected. This
raises the question of the respective roles of steric vs hydrodynamic interactions
in these dense systems, which we address in this paper using a continuum theory
and numerical simulations. The model we propose is based on our previous kinetic
theory for dilute suspensions, in which a conservation equation for the distribution
function of particle configurations is coupled to the Stokes equations for the fluid
motion [D. Saintillan and M. J. Shelley, “Instabilities, pattern formation, and mixing
in active suspensions,” Phys. Fluids 20, 123304 (2008)]. At high volume fractions,
steric interactions are captured by extending classic models for concentrated suspen-
sions of rodlike polymers, in which contacts between nearby particles cause them
to align locally. In the absence of hydrodynamic interactions, this local alignment
results in a transition from an isotropic base state to a nematic base state when
volume fraction is increased. Using a linear stability analysis, we first investigate
the hydrodynamic stability of both states. Our analysis shows that suspensions of
pushers, or rear-actuated swimmers, typically become unstable in the isotropic state
before the transition occurs; suspensions of pullers, or head-actuated swimmers,
can also become unstable, though the emergence of unsteady flows in this case oc-
curs at a higher concentration, above the nematic transition. These results are also
confirmed using fully nonlinear numerical simulations in a periodic cubic domain,
where pusher and puller suspensions are indeed both found to exhibit instabilities at
sufficiently high volume fractions; these instabilities lead to unsteady chaotic states
characterized by large-scale correlated motions and strong density fluctuations. While
the dynamics in suspensions of pushers are similar to those previously reported in
the dilute regime, the instability of pullers is novel and typically characterized by
slower dynamics and weaker hydrodynamic velocities and active input power than
in pusher suspensions at the same volume fraction. C© 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4812822]

I. INTRODUCTION

Suspensions of motile microorganisms can show fascinating and complex large-scale dynamics
that have been aptly termed bacterial turbulence. The dynamics of such active suspensions are
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characterized by persistent unsteadiness,1 the creation and destruction of coherent flow structures,2

enhanced fluid mixing,3, 4 temporal and spatial fluctuations in swimmer concentration,2 and dynam-
ical transitions in the character of the system as system size3 and swimmer concentration5–7 are
varied; see Ishikawa,8 Ramaswamy,9 Koch and Subramanian,10 and Saintillan and Shelley11 for
recent reviews of some of these phenomena.

Theoretical investigations have used a variety of approaches to predict, understand, and interpret
these experiments. The active nematic theory of Simha and Ramaswamy12 was an important early
contribution. They posed a phenomenological continuum theory for the collective behavior of
swimmers based upon previous classic models for nematic liquid crystals that included a destabilizing
“active stress” generated by particle locomotion. This theory predicted, among other things, that in the
Stokesian regime of negligible fluid inertia suspensions of swimmers with long-range orientational
order would be unstable to hydrodynamic flows. There have since been other related theories.
Examples include Aranson et al.,13 who developed a kinetic theory for the dynamics of a motile
suspension in a thin fluid film where active fluid stresses as well as the alignment effects of pairwise
swimmer collisions are modeled. Wolgemuth14 developed a two-phase (fluid and swimmer) model
of a bacterial suspension driven by active stresses that incorporates nematic elasticity.

Another approach has been to model and directly simulate the hydrodynamic interactions
of many swimmers, as well as trying to capture within these simulations the effect of steric
interactions.15–20 These simulations have reproduced qualitative aspects of experiments, such as
the appearance of large-scale flows, and have shown that hydrodynamic interactions alone can be
sufficient for producing collective dynamics and coherent structures. Recent work by Saintillan and
Shelley18 that simulated large-scale suspensions of hydrodynamically interacting slender swimming
rods demonstrated this latter point, as well as highlighted the importance of the swimming mech-
anism to the appearance of large-scale flows. These simulations showed that transitions can occur
as a function of swimmer concentration and system size, and that unstable suspensions can exhibit
local flocking and concentration fluctuations not predicted by linear theories.18

In seeking to understand experiments and their simulations of motile suspensions, Saintillan and
Shelley21, 22 developed a simple kinetic model based on first principles that couples a Smoluchowski
equation for the distribution of particle configurations (positions and orientations) to the Stokes
equations forced by the active stresses generated by the locomotion of the swimmers through
the surrounding fluid (a similar model was also developed independently by Subramanian and
Koch23). This Smoluchowski/Stokes system of partial differential equations is very similar to that
developed by Doi and Edwards24 to describe passive Brownian rod suspensions, as the active stress
tensor resulting from locomotion shares the same tensorial form as the Brownian stress resulting
from thermal fluctuations in passive suspensions. (See Hatwalne et al.25 for a discussion of the
fundamental differences in origin and interpretation of active and passive nematogenic stresses,
which are particularly relevant for ordered phases.) One very important difference is that the stresslet
coefficient of the active stress is oppositely signed (negative) when the motile particles are pushers
(rear-actuated swimmers). Both passive and active systems have an energy-like quantity, the relative
conformational entropy, and for passive rods and (front-actuated) pullers this quantity decays to
zero, implying global stability of the state of uniform isotropy. This is not so in the case of pushers,
allowing the possibility of a continuous production of fluctuations from the swimmer motions and
fluid coupling.

Two steady-state swimmer distributions play an important role for the kinetic theory of slender
active particles. The first is the globally aligned “nematic” state, which requires neglect of rotational
diffusion in the dilute limit when steric interactions are neglected. A linear analysis by Saintillan
and Shelley22 showed its instability to hydrodynamic flow, in agreement with the earlier prediction
of Simha and Ramaswamy.12 The second state is uniform isotropy, and a linear analysis around
it showed stability for suspensions of pullers, and an orientational instability for pushers if the
system size or swimmer concentration is sufficiently high. For pullers, stability is global due to the
monotonic decay of the system’s conformational relative entropy.22 These predictions, which are in
qualitative agreement with experiments of bacterial suspensions within suspended films,26 were also
confirmed using continuum simulations,21, 22, 27 which for pushers showed the emergence, from near
uniform isotropy, of large-scale roiling flows that are characterized by concentration fluctuations
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and coherent structures. Puller suspensions showed relaxation to the uniform state. These dynamics
are also consistent, at least qualitatively, with results from direct particle simulations.17, 18

It is widely accepted that at high concentrations, steric interactions between swimmers be-
come important with the expectation that sterically induced nematic ordering will emerge. Certainly
such ordering has been observed in the dynamics of dense bacterial suspensions,7 as well as in
swarming flocks of motile bacteria,28–30 in which long-ranged fluid-mediated interactions may not
always be significant. Simulations of self-propelled hard rods interacting solely via contact interac-
tions in fact also show the emergence of coherent structures and correlated motions,31 raising the
question of the relative roles of steric vs hydrodynamic interactions in dense active suspensions.
In this paper, we attempt some understanding of the joint effects of both types of interactions by
studying a simple and classical extension of our previous kinetic theory for dilute suspensions
that accounts for local alignment as a result of steric interactions. In particular, we follow Doi
and Edwards24 in their modeling of steric interactions in dense rod suspensions, and use the lo-
cal tensor order parameter of the particle orientation distribution to generate an alignment torque
in the single particle fluxes. This torque is proportional to local rod concentration and stabilizes
the locally aligned state against rotational diffusion. As this torque devolves from a force poten-
tial, it also generates a contribution to the extra stress which must be accounted for in the overall
momentum balance.24 Baskaran and Marchetti32 developed and studied the linear stability prop-
erties of a kinetic theory, after a moment closure approximation, rather similar to the one studied
here. Forest et al.33 also recently developed a related, yet more elaborate theory that includes liq-
uid crystalline contributions, and which they have used to investigate pattern formation in two
dimensions.

We first investigate the linear stability of the full extended kinetic model to plane-wave perturba-
tions for both the isotropic and nematically ordered base states. We find that modes of instability are
restricted generically to the zeroth, first, and second azimuthal modes on the sphere of orientations,
and can be determined analytically in the long-wave limit for the isotropic base state. For pusher
suspensions, we find that both isotropic and nematic states are expected to become unstable beyond a
critical strength of steric coupling. For puller suspensions, hydrodynamic interactions are stabilizing
in the dilute regime. However, increasing the strength of steric interactions destabilizes the isotropic
base state, while the nematic state can likewise become unstable to hydrodynamic coupling. To
investigate the fully nonlinear regimes, we then perform spectral/finite-difference simulations of
the full kinetic equations in three dimensions. These simulations find some surprising behaviors,
such as unexpected two-dimensional dynamics at low volume concentrations for pushers, and very
different coherent structures in unstable pusher and puller suspensions. We investigate the degree
of ordering that emerges in these simulations and generally find that the suspensions show large
regions of nematic order that are nonetheless transitory and unsteady. This seems roughly consistent
with experimental observations on flocks of motile bacteria.7, 28–30 As in our previous dilute model,
we find that the power input by swimming is considerably larger for pushers than for pullers, even
in the unstable regimes, but find that, unlike our previous work, sterically mediated unstable puller
suspensions can now also increase the power input to the system.

II. KINETIC MODEL

A. Conservation equation

We consider a suspension of N active particles of length � and thickness b (aspect ratio r = �/b
� 1) in a volume V assumed to be a cube of linear dimension L = V 1/3. The mean number density
is defined as n = N/V , and we also introduce an effective volume fraction ν = nb�2, which is the
appropriate parameter to capture the isotropic-to-nematic transition in the case of passive rodlike
particles.24 The model we use to study the dynamics is an extension of our previous kinetic theory for
dilute suspensions of self-propelled particles21, 22 to account for local alignment as a result of steric
interactions. We describe the configuration of the suspension by means of a continuum distribution
function �(x, p, t) of center of mass x and director p (where p is a unit vector defining the orientation
and swimming direction of the particles) at time t. By conservation of particles, �(x, p, t) satisfies
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a Smoluchowski equation24

∂t� + ∇x · (ẋ�) + ∇p · (ṗ�) = 0, (1)

where ∇p denotes the gradient operator on the unit sphere of orientations � and is defined as

∇p = (I − pp) · ∂

∂p
, (2)

and the distribution function is normalized as

1

V

∫
V

∫
�

�(x, p, t) dp dx = n. (3)

With this normalization, the constant distribution function � = n/4π corresponds to the uniform
and isotropic state.

The flux velocities ẋ and ṗ in Eq. (1) describe the motion of the particles in the suspension and
are modeled as

ẋ = V0p + u(x) − D∇x ln �, (4)

ṗ = (I − pp) · ∇x u · p − ∇pU (x, p) − d∇p ln �. (5)

In Eq. (4), the center-of-mass velocity is expressed as the sum of three contributions: the particle
swimming velocity V0p (along the director p), the local mean-field fluid velocity u(x), whose
calculation is explained in Sec. II D, and translational diffusion with diffusivity D, assumed to be
isotropic. Similarly, Eq. (5) models the angular flux velocity as the sum of three terms. The first
term on the right-hand side uses Jeffery’s equation34, 35 to describe the rotation of a slender rodlike
particle in the mean-field flow with velocity gradient ∇x u. The second term, which will be discussed
in Sec. II B, models steric interactions due to concentration effects by means of a local alignment
torque deriving from a potential U (x, p, t) that depends on the local particle orientations. Finally,
Eq. (5) also captures rotational diffusion with angular diffusivity d.

From the distribution function, we also define the concentration field c(x, t), director field (or
polar order parameter) n(x, t), and nematic order parameter Q(x, t), as the zeroth, first, and second
moments of �(x, p, t) with respect to p, respectively,

c(x, t) =
∫

�

�(x, p, t) dp, (6)

n(x, t) = 1

c(x, t)

∫
�

�(x, p, t)p dp, (7)

Q(x, t) = 1

c(x, t)

∫
�

�(x, p, t)(pp − I/3) dp. (8)

We also introduce the following quantities, which will become useful in the subsequent analysis:

D(x, t) =
∫

�

�(x, p, t)(pp − I/3) dp = c(x, t)Q(x, t), (9)

S(x, t) =
∫

�

�(x, p, t)(pppp − Ipp/3) dp. (10)

B. Steric interactions

The emergence of collective motion in experiments on bacterial suspensions5–7 typically occurs
at such high volume fractions that steric interactions resulting from direct mechanical contacts be-
tween particles have a significant impact on particle dynamics. This was clearly noted recently by
Cisneros et al.,7 who observed a transition to local directional order in concentrated suspensions of
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swimming Bacillus subtilis. The aligning effect of collisions was also reported by Sokolov et al.5

who observed collisions between pairs of bacteria swimming in two-dimensional stabilized films
and found that colliding cells subsequently align and swim as a pair; similar dynamics have also
been reported in suspensions of swimming Paramecia.36 The importance of steric interactions is also
especially clear in swarming experiments with bacterial colonies growing on flat substrates,28–30 in
which case direct contacts likely even dominate the dynamics as long-ranged hydrodynamic inter-
actions are partially screened by boundaries. In such experiments, local alignment and directionally
correlated motion have also been reported to emerge.30

Nematic alignment is well known to arise in concentrated suspensions of Brownian rodlike
particles at thermal equilibrium as a result of steric interactions: in these systems, increasing concen-
tration results in a transition from an isotropic to a nematic state by an entropic effect, as the effective
volume occupied by a particle in the isotropic phase is larger than in the nematic phase.24, 37, 38 A
simple scaling for the critical number density for the transition can be obtained as n ∼ 1/b�2. This
effect is commonly modeled in liquid crystal theories by means of a phenomenological free energy
constructed based on symmetry arguments, such as the Landau-de-Gennes free energy39, 40 which
depends quadratically on the nematic order parameter tensor Q(x, t) defined in Eq. (8). This approach
has also previously been adapted to the case of active liquid crystals41, 42 and active suspensions,14

in spite of these systems being out of thermal equilibrium.
A few more sophisticated models for concentrated active suspensions have been posed that are

based on a microscopic description of collisions between self-propelled particles. Aranson et al.13

proposed a continuum model for two-dimensional bacterial suspensions, in which they described
steric effects based on a pairwise collision operator having the effect of aligning particles coming
into contact. This description, however, relies on the pair probability distribution function in the
suspension, which Aranson et al. approximated as the product of two singlet distributions. More
recently, Baskaran and Marchetti43, 44 also addressed the effect of collisions in two-dimensional
collections of self-propelled hard rods. Using non-equilibrium statistical mechanics, they derived
a kinetic theory in which expressions for the translational and orientational fluxes resulting from
pairwise collisions were obtained. In particular, they showed that collisions modify the orientational
flux by addition of an effective torque captured by the Onsager potential45 commonly used in passive
liquid crystalline suspensions, but also result in two additional contributions due to the coupling
between translational and rotational motions; these contributions have complex forms that depend
on the pair distribution function in the suspension and are not easily included in a mean-field model.

In this work, we adopt the classic mean-field treatment of steric interactions motivated by the
work of Doi and Edwards24, 37 on passive suspensions of Brownian rodlike particles, and model the
effects of concentration by means of the additional torque in Eq. (5), which is expressed in terms of
an interaction potential

U (x, p, t) =
∫

�

�(x, p′, t)K (p, p′) dp′, (11)

where the kernel K (p, p′) describes steric interactions between two slender particles with orientations
p and p′. In their kinetic theory, Baskaran and Marchetti44 showed that an appropriate form is given
by the classic Onsager potential:45

K (p, p′) = U0|p × p′|, (12)

which realizes its minimum when p and p′ are either parallel or anti-parallel. Here, we use the
common approximation known as the Maier-Saupe potential:46

K (p, p′) = −U0(p · p′)2, (13)

which has the same qualitative effect as the Onsager potential. Note that for Brownian particles, the
constant U0 has a clear thermodynamic origin and can be formally derived based on equilibrium
statistical mechanics. In the case of an active suspension where thermal fluctuations are negligible,
the parameter U0 no longer has a clear energetic interpretation but should rather be interpreted
as a phenomenological coefficient characterizing the effective magnitude of steric interactions. Its
precise value is not easily predicted theoretically but could potentially be obtained using direct
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particle simulations such as ours,17, 18 though these have not yet been applied to the concentrated
case of interest here owing to their high computational cost. Such simulations would also serve to
verify the expression posited in Eq. (11) for the effective interaction potential.

Substituting Eq. (13) into Eq. (11) immediately yields

U (x, p, t) = −U0 pp : D(x, t) − U0

3
c(x, t), (14)

where D(x, t) was defined in Sec. II A. Clearly, we see that the interaction potential U (x, p, t) at a
given location x reaches its minimum when p is aligned with the principal axis of D(x, t), which
is also the preferred direction of alignment for the swimmers. Using this expression for U (x, p, t),
Eq. (5) for the angular flux velocity takes on the simple form

ṗ = (I − pp) · [∇x u + 2U0D(x, t)] · p − d∇p ln �. (15)

C. Diffusion coefficients

As the analysis of Sec. III will uncover, the rotational and translational diffusions play a central
role in the system’s stability. Understanding their origins and their dependence on volume fraction and
local microstructure is therefore important. Several distinct phenomena can lead to particle diffusion.
First, thermal diffusion can be significant in suspensions of artificial microswimmers (such as self-
propelled nanorods), though it is typically negligible for biological swimmers. Biological swimmers,
however, are still subject to diffusion even in very dilute systems owing to shape imperfections or
noise in the swimming actuation.47, 48 In the absence of interactions, these two effects could be
described in terms of constant diffusion coefficients d0 and D0. Note that in the case of a swimming
particle, the coupling between rotational diffusion and swimming motion also leads to an additional
translational diffusion by an effect similar to generalized Taylor dispersion,49 resulting in a net
translational diffusivity given by17 D = D0 + V 2

0 /6d0. At high concentrations, these diffusivities
are likely to be affected by steric effects and to depend on the local structure of the suspension. In
the case of a passive suspension of rodlike polymers, Doi and Edwards24 suggest that the rotational
diffusion in the semi-dilute to concentrated regimes be modeled as

d = Cd0(n�3)−2

(
1 − 3

2
Q : Q

)−1

, (16)

and so d depends on the mean volume fraction n�3 and local nematic order parameter Q(x, t); this
particular dependence on volume fraction was recently verified in computer simulations of rigid
rods.50 Doi and Edwards also predict that the translational diffusivity will become anisotropic, with
stronger diffusion in the local direction of alignment (eigenvector of Q with largest eigenvalue) than
in perpendicular directions.

In addition to thermal noise (or noise due to the swimming actuation), semi-dilute and con-
centrated systems are also subject to hydrodynamic diffusion, which results from fluid-mediated
interactions between the particles and can in many cases be the dominant diffusion mechanism.
In fairly dilute systems (n�3 < 1), a theoretical argument by Subramanian and Koch23 suggests
that d ∝ n�3, from which D ∝ (n�3)−1 owing to the Taylor dispersion prediction, and these scalings
were indeed verified in our previous particle simulations17, 18 based on slender-body theory (and
which have no imposed stochasticity). The same simulation data, however, also suggest that this
dependence may break down at higher concentrations, with d reaching what appears to be a plateau
when n�3 ≈ 1. We are unaware of any numerical simulations of slender swimmers that include hy-
drodynamic interactions in the concentrated regime, so it is unclear what the dependence on volume
fraction becomes beyond this limit.

Because of this multitude of potential diffusion mechanisms, and of the ambiguity of the scaling
of the coefficients with volume fraction, we make in this paper the simplest assumption of constant
dimensional diffusivities d and D. A more detailed dependence on volume fraction is straightforward
to include in the theory, though we do not discuss it further.
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D. Mean-field fluid velocity

To close Eqs. (4) and (5) for the flux velocities, the fluid velocity u(x) generated by the active
particles is required. This velocity captures mean-field hydrodynamic interactions between particles,
and is driven by the force dipoles that the motile particles exert on the fluid as they propel themselves.
In the low-Reynolds-number regime characteristic of microscale swimmers, it can be obtained as a
solution of the momentum balance and continuity equation:

− η∇2
x u + ∇x q = ∇x · 	, ∇x · u = 0, (17)

where η is the dynamic viscosity of the suspending Newtonian fluid and q is the pressure. The
second-order tensor 	(x, t) denotes the particle extra stress in the suspension. This particle stress is
obtained as a configurational average of the force dipoles exerted by the particles on the fluid.51, 52 In
the case of motile particles,53 it can be decomposed as the sum of four contributions, arising from the
permanent dipole due to swimming, Brownian rotations (in the case of colloidal particles), resistance
to stretching and compression by the local flow field, and steric torques: 	 = 	s + 	b + 	 f + 	t .

The first contribution 	s due to swimming, corresponding to the active stress, can be modeled
as25 	s(x, t) = σsD(x, t). The stress magnitude or dipole strength σ s depends on the mechanism
for swimming and can be of either sign: σ s > 0 for head-actuated swimmers, or pullers (such as the
microalga Chlamydomonas reinhardtii54, 55), whereas σ s < 0 for rear-actuated swimmers, or pushers
(such as the bacteria Bacillus subtilis and Escherichia coli47). From dimensional analysis or from
a basic force balance,56 it is straightforward to show that σs ∝ ηV0�

2, where � is the characteristic
size of the particles.

The second contribution 	b only arises for particles subject to Brownian rotations, and is
expressed as57 	b(x, t) = 3kT D(x, t), where kT is the thermal energy of the solvent. Note that 	b

has the same tensorial form as 	s , and therefore Brownian rotations simply offset the swimming
dipole strength σ s by 3 kT. As most suspensions of motile particles are only weakly affected by
Brownian motion, we neglect the Brownian stress in the following discussion, though it can easily
be included by modifying the value of σ s.

The third contribution 	 f arises because of the assumed inextensibility of the particles, which
resist stretching (or compression) by the local fluid flow. This stress tensor was previously calculated
for passive particles,57, 58 and is expressed as 	 f (x, t) = σ f S(x, t) : E(x), where E(x) = [∇x u
+ ∇x uT ]/2 is the rate-of-strain tensor, and the constant σ f depends on the shape of the par-
ticle. For a slender particle of aspect ratio r, it can be obtained from slender-body theory as
σ f = πη�3/6ln (2r).

Finally, torques due to local steric interactions also result in a fourth stress contribution,
which can be evaluated for a rodlike particle using slender-body theory. We calculate this
stress tensor in the Appendix,59 where we show that it can be written in the form: 	t (x, t)
= −σt [D(x, t) · D(x, t) + c(x, t)D(x, t)/3 − S(x, t) : D(x, t)], where for a slender body the con-
stant σ t can be estimated as σ t = πη�3U0/3ln (2r). As discussed by Doi and Edwards,24 a similar
stress contribution arises in passive suspensions of rodlike particles at thermal equilibrium.

From the form of the various stress tensors, it is straightforward to see that, in dilute suspensions,
both 	s and 	b scale linearly with number density n, whereas 	 f and 	t scale with n2 in general.60

This explains why flow-induced stresses and steric stresses have been neglected in previous work
on dilute suspensions.22 However, they cannot be ignored in more concentrated systems such as
the ones of interest here. Still, it should be noted that the expressions for the various particle
stress tensors used herein remain inherently based on a low-volume-fraction assumption, as they
do not include contributions from near-field interactions. In concentrated systems, more complex
rheological laws have been derived for the flow-induced stress that account for higher order reflections
in the interactions between particles,61 though these laws are fairly complex and we are unaware of
any similar calculation for the steric stress tensor. We therefore focus in this study on the leading-
order corrections captured by the expressions derived above, with the caveat that they may not
quantitatively capture dependences on volume fraction in very dense systems.

Another assumption of our model, which should be kept in mind, is the one-fluid approximation
made when writing the momentum and continuity equations (17). In this model, we assume that
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the fluid and particle advection velocities can be described in terms of a single velocity field u.
This assumption, which is equivalent, from the point of view of hydrodynamics, to neglecting the
volume of the particles, is again adequate only if the volume fraction is not too high. At high volume
fractions, two-fluid models, which have been successfully developed for passive suspensions,62–64

would be more appropriate; a first attempt at describing active suspensions in this manner is due to
Wolgemuth,14 though more work remains to be done in this area.

E. Non-dimensionalization

We non-dimensionalize the governing equations using the following characteristic scales for
velocities, lengths and times:

uc = V0, lc = (n�2)−1 = b/ν, tc = lc/uc. (18)

We also scale the distribution function � with the mean number density n. Upon non-
dimensionalization, the conservation equation (1) remains unchanged, but the flux velocities become

ẋ = p + u(x) − νD∗∇x ln �, (19)

ṗ = (I − pp) · [∇x u + 2U ∗
0 D(x, t)] · p − d∗

ν
∇p ln �, (20)

where the dimensionless parameters D*, d*, and U ∗
0 are defined as

D∗ = D

bV0
, d∗ = db

V0
, U ∗

0 = U0

V0l2
. (21)

The momentum equation for the fluid velocity simplifies to −∇2
x u + ∇x p = ∇x · 	, and the dimen-

sionless particle stress tensor is now expressed as

	(x, t) = αD + βνS : E − 2U ∗
0 βν

(
D · D + c

3
D − S : D

)
, (22)

where the dimensionless coefficients α and β are given by

α = σs

ηV0�2
, β = πr

6 ln(2r )
. (23)

In the remainder of the paper, we exclusively use dimensionless variables, and omit asterisks on
dimensionless parameters.

III. STABILITY ANALYSES

A. Isotropic and nematic base states

The set of equations described in Sec. II forms a closed system that can be solved for the
evolution of the distribution function � in the suspension. Before we study the stability of this
system, we first seek steady spatially uniform solutions of the equations of the form �0(p), which
will serve as base states for the linear stability analyses. Such solutions are obtained by setting the
angular flux velocity ṗ to zero:

∇p ln �0 = ξ (I − pp) · D0 · p, (24)

where we have defined ξ = 2U0ν/d. This equation expresses a balance between angular diffusion
and alignment as a result of steric interactions.

An obvious solution of Eq. (24) is given by �0 = 1/4π , which corresponds to an isotropic
suspension. However, depending on the values of the parameter ξ , we show that this solution may
not be unique. We specifically seek orientation distributions that are axisymmetric around a unit
vector ẑ, which is indeterminate and sets the local preferred direction of alignment. We also define
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two additional unit vectors x̂ and ŷ to form an orthonormal basis. In spherical coordinates with polar
axis along ẑ, we have

p = cos φ sin θ x̂ + sin φ sin θ ŷ + cos θ ẑ, (25)

with θ ∈ [0, π ] and φ ∈ [0, 2π ). We seek axisymmetric distribution functions of the form �0(p)
= �0(θ ). For such functions, an easy calculation shows that

D0 = A[�0]

(
ẑẑ − I

3

)
, (26)

where the operator A[�0] is defined as

A[�0] = π

∫ π

0
�0(θ )(3 cos2 θ − 1) sin θ dθ. (27)

Using Eq. (26), the conservation equation (24) simplifies to

∂

∂θ
ln �0 = −ξ

2
sin 2θ A[�0]. (28)

This integrates to

�0(θ ) = C exp

(
ξ

4
cos 2θ A[�0]

)
, (29)

where the integration constant C is determined to normalize �0 according to Eq. (3). Note that the
value of A[�0] is still unknown. It can be obtained by applying the operator A to Eq. (29), which
yields an implicit nonlinear equation. After simplifications, and defining δ = A[�0]ξ /4, the solution
for the orientation distribution is expressed as

�0(θ ) = exp(δ cos 2θ )

2π
∫ π

0 exp(δ cos 2θ ′) sin θ ′ dθ ′ , (30)

where the parameter δ must be a zero of the following function g(δ):

g(δ) = δ − ξ

8

∫ π

0 sin θ (3 cos2 θ − 1) exp(δ cos 2θ ) dθ∫ π

0 sin θ exp(δ cos 2θ ) dθ
. (31)

A zero of g(δ) is clearly obtained when δ = 0 regardless of the value of ξ , and corresponds to
the isotropic orientation distribution �0 = 1/4π . However, this solution is not unique, and all the
zeroes of g(δ) are plotted in terms of ξ in Fig. 1(a). For low values of ξ (weak steric alignment
torque), the isotropic solution is unique (branch 1). However, above the critical value of ξ c

1 ≈ 13.46,
a bifurcation occurs and two additional solutions arise (branches 2 and 3). Both of these correspond
to nematic orientation distributions; δ increases with ξ along branch 2, whereas it decreases along
branch 3. This third branch even becomes negative when ξ ≥ ξ c

2 = 15, where it crosses branch 1.
Beyond this value, branch 3 corresponds to an orientation distribution in which the particles are
laying preferentially in the x-y plane. The orientation distributions for all three branches at ξ = 20
are illustrated in Fig. 1(c).

In a physical system, the relevant solution is expected to minimize the total interaction energy,
defined as

E =
∫

�

�0(p)U (p) dp = −U0

∫
�′

∫
�

�0(p)�0(p′)(p · p′)2 dp dp′, (32)

or, for an axisymmetric orientation distribution:

E = −2π2U0

∫ π

0

∫ π

0
�0(θ )�0(θ ′)

[
sin2 θ sin2 θ ′ + 2 cos2 θ cos2 θ ′] sin θ sin θ ′ dθ dθ ′. (33)

This energy was calculated along each branch and is plotted in Fig. 1(b). We find that when ξ ≥ ξ c
1

the energy minimum is always achieved on branch 2 with the largest value of δ, which corresponds
to the nematic orientation distribution with the strongest alignment. In summary, the base-state
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FIG. 1. (a) Solutions of the equation g(δ) = 0, where g is defined in Eq. (31), as functions of ξ = 2U0ν/d. Full lines show
the branches that, at a given value of ξ , minimize the steric interaction energy. (b) Steric interaction energy E(ξ ) along each
of the three branches found in (a). (c) Orientation distributions for ξ = 20 corresponding to the three solution branches.

orientation distribution is the isotropic one (�0 = 1/4π ) when ξ < ξ c
1 ≈ 13.46; above ξ c

1 , the base-
state orientation distribution is expected to become nematic and to be given by Eq. (30) where
the value for δ should be chosen on branch 2. Note that this discussion is based solely on energy
minimization, but does not necessarily reflect the hydrodynamic stability of the various branches,
as we describe in more detail below. This was previously noted by Doi and Edwards,24 who also
predicted a range of ξ over which both isotropic and nematic phases can exist.

B. Linearized equations and eigenvalue problem

We now proceed to analyze the linear stability of the base states obtained in Sec. III A. We
treat the case of an arbitrary base state �0, which can be either the isotropic state or a nematic state
defined by Eq. (30). We denote by D0 and S0 the base-state values of the two tensors D(x, t) and
S(x, t). Consider a small perturbation of the distribution function with respect to �0:

�(x, p, t) = �0(p) + ε�̃(x, p, t), (34)

where |ε| � 1 and |�̃| ∼ O(1), and similar perturbations are also assumed for the other flow
variables. After linearization of the governing equations, the following evolution equation can be
obtained for the perturbation:

∂t�̃ + p · ∇x�̃ − νD∇2
x �̃ − d

ν
∇2

p�̃ + ∇p�0 · (I − pp) · (∇x ũ + 2U0D̃) · p

−3�0pp : (Ẽ + 2U0D̃) + 2U0∇p�̃ · (I − pp) · D0 · p − 6U0�̃pp : D0 = 0. (35)
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The perturbation velocity ũ satisfies the same momentum equation as u, but forced by the linearized
stress tensor

	̃(x, t) = αD̃ + βνS0 : Ẽ − 2βU0ν

(
D0 · D̃ + D̃ · D0 + 1

3
D̃ + c̃

3
D0 − S0 : D̃ − S̃ : D0

)
. (36)

To make analytical progress, we assume that the perturbation can be written as a plane wave with
wave vector k of the form: �̃(x, p, t) = �̂(p) exp(ik · x + σ t), where σ denotes the complex growth
rate. In this case, Eq. (35) becomes

σ�̂ + i(p · k)�̂ + νDk2�̂ − d

ν
∇2

p�̂ + ∇p�0 · (I − pp) · (ikû + 2U0D̂) · p

−3�0pp : (ikû + 2U0D̂) · p + 2U0∇p�̂ · (I − pp) · D0 · p − 6U0�̂pp : D0 = 0. (37)

Next, we solve for the Fourier component û of the fluid velocity. Standard manipulations65 on
the continuity and momentum equations yield

û = i

k
(I − k̂k̂) · 	̂ · k̂, (38)

where k̂ = k/k denotes the wave direction. One must keep in mind, however, that the particle stress
tensor 	̂ itself depends on û through the flow-induced stress. Specifically, the linearized stress tensor
can be written in Fourier space as

	̂ = βν S0 : (ikû) + Ĉ, (39)

where the second-order tensor Ĉ includes contributions from the active and steric stresses and is
independent of û:

Ĉ = α D̂ − 2U0βν

(
D0 · D̂ + D̂ · D0 + 1

3
D̂ + ĉ

3
D0 − S0 : D̂ − Ŝ : D0

)
. (40)

In index notation, Eq. (38) can therefore be written

ûi = i

k
(δi j − k̂i k̂ j )(iβνS0

jklmkl ûm + Ĉ jk)k̂k, (41)

from which

[δim + βν(δi j − k̂i k̂ j )S0
jklm k̂l k̂k]ûm = i

k
(δi j − k̂i k̂ j )Ĉ jk k̂k . (42)

We define the second-order tensor H as

Him = δim + βν(δi j − k̂i k̂ j )S0
jklm k̂k k̂l . (43)

Inverting Eq. (42) for the velocity then yields the solution:

û = i

k
H−1 · (I − k̂k̂) · Ĉ · k̂ = i

k
G : Ĉ, (44)

where we have introduced a third-order tensor G = H−1 · (I − k̂k̂)k̂. Equation (44) can be substituted
into the linearized equation (37):

(σ + νDk2)�̂ + (ip · k − 6U0pp : D0)�̂ − d

ν
∇2

p�̂ + ∇p�0 · (I − pp) · (−k̂G : Ĉ + 2U0D̂) · p

−3�0pp : (−k̂G : Ĉ + 2U0D̂) + 2U0∇p�̂ · (I − pp) · D0 · p.

(45)

Noting that the only effect of the translational diffusivity D is simply to modify the growth rate by
an amount of −νDk2, we define a reduced growth rate λ = σ + νDk2, which allows us to write
Eq. (45) in the form of an eigenvalue problem with eigenvalue λ:

L [�̂] = λ�̂, (46)
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where L is a linear integro-differential operator on the unit sphere of orientations defined as

L [�̂] = −(ip · k − 6U0pp : D0)�̂ + d

ν
∇2

p�̂ − ∇p�0 · (I − pp) · (−k̂G : Ĉ + 2U0D̂) · p

+3�0pp : (−k̂G : Ĉ + 2U0D̂) − 2U0∇p�̂ · (I − pp) · D0 · p. (47)

Recalling that, for the base states derived in Sec. III A, we have

D0 = 4δ

ξ

(
ẑẑ − I

3

)
, ∇p�0 = ∂�0

∂θ
�̂ = −2δ sin 2θ�0�̂, (48)

where �̂ = cos θ cos φ x̂ + cos θ sin φ ŷ − sin θ ẑ is a unit vector in the θ direction, the expression
for L can be further simplified to

L [�̂] = −
[

ip · k − 12δ
d

ν

(
cos2 θ − 1

3

)]
�̂ + d

ν
∇2

p�̂

+�0(2δ sin 2θ�̂ + 3p) · (−k̂G : Ĉ + 2U0D̂) · p + 2δ
d

ν
sin 2θ

∂�̂

∂θ
. (49)

Based on the form of Eq. (49), we see that the stability is governed by several dimensionless
parameters. In the absence of steric interactions (U0 → 0), the only parameters are the dimensionless
rotational diffusivity d/ν (or, in terms of dimensional variables, d/nV0�

2), and the dimensionless
active stresslet α = σs/ηV0�

2, which enters the tensor Ĉ. When steric interactions are included,
additional dimensionless parameters are U0 (or, in terms of dimensional variables, U0/V0�

2) and ν

= nb�2, which together uniquely determine δ on any given branch of the base-state solution, and the
shape parameter β multiplying the flow-induced and steric stresses.

C. Stability of the isotropic base state

1. Eigenvalue problem

We first study the stability of the uniform isotropic base state, for which the distribution function
is given by �0 = 1/4π . This is the case that was considered in our previous study in the dilute
limit,21, 22 where we uncovered a long-wavelength linear instability in suspensions of pushers that
causes the particles to locally align as a result of hydrodynamic interactions. We expect the steric
alignment torque to reinforce this effect, and possibly lead to a similar instability in suspensions of
pullers. When �0 = 1/4π , the eigenvalue problem [Eq. (46)] simplifies greatly. We first note that
D0 = 0 and that S0 is given in index notation by

S0
i jkl = 1

15

[
δikδ jl + δilδ jk − 2

3
δi jδkl

]
. (50)

The tensor Ĉ defined in Eq. (40) can also be calculated as

Ĉi j = α D̂i j − 2U0βν

[
1

3
D̂i j − S0

i jkl D̂kl

]
=

(
α − 2

5
U0βν

)
D̂i j , (51)

where we have used the symmetry and tracelessness of D̂. The tensor H and its inverse can then be
obtained as

H =
(

1 + βν

15

)
I − βν

15
k̂k̂, H−1 =

(
1 + βν

15

)−1 (
I + βν

15
k̂k̂

)
, (52)

from which we easily find that

G : Ĉ = α − 2
5U0βν

1 + βν

15

(I − k̂k̂) · D̂ · k̂ ≡ α(ν)(I − k̂k̂) · D̂ · k̂. (53)
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We have introduced the notation α(ν) for the prefactor:

α(ν) = α − 2
5U0βν

1 + βν

15

, (54)

which has an easy physical interpretation. In the dilute limit ν → 0, it is simply given by α, which is
the dimensionless active dipole strength. Here, we find that interactions modify this dipole strength
in two ways. First, the steric stress decreases the value of α by −2U0βν/5, i.e., has a destabiliz-
ing effect since dilute suspensions are unstable for α < 0 (pushers). Second, the denominator in
Eq. (54) can be interpreted as the dimensionless viscosity in an isotropic suspension: 1 + βν/15
= 1 + πn�3/6ln (2r); flow-induced stresses are seen to result in a viscosity increase, which is linear
in volume fraction and stabilizes the system (in the case of pushers) by effectively decreasing the
magnitude of the active dipole strength.

Using Eq. (52), we simplify Eq. (47) for the operator L to

L [�̂] = −i(p · k)�̂ + d

ν
∇2

p�̂ − 3α(ν)

4π
(p · k)[p · (I − k̂k̂) · D̂ · k̂] + 6

4π
U0pp : D̂. (55)

The four terms in L [�̂] originate from transport by the swimming velocity, rotational diffusion,
alignment in the hydrodynamic flow driven by active and steric stresses, and alignment under the
steric torque, respectively.

2. Spherical harmonic expansion

We solve the eigenvalue problem of Eq. (46) spectrally using an expansion of the eigenfunction
�̂(p) on the basis of spherical harmonics. We choose a spherical coordinate system in which k is
aligned with the polar axis. Denoting by θ ∈ [0, π ] and φ ∈ [0, 2π ) the polar and azimuthal angles,
respectively, we have

k̂ = [0, 0, 1], and p = [sin θ cos φ, sin θ sin φ, cos φ]. (56)

In this coordinate system, the spherical harmonic of degree � and order m = −�, ..., � is defined as

Y m
� (θ, φ) =

√
2� + 1

4π

(� − m)!

(� + m)!
Pm

� (cos θ ) exp imφ (57)

in terms of the associated Legendre polynomial Pm
� (cos θ ). The spherical harmonics satisfy the

orthogonality condition:

〈Y m
� ,Y m ′

�′ 〉 =
∫ 2π

φ=0

∫ π

θ=0
Y m

� (θ, φ)Y m ′∗
�′ (θ, φ) sin θ dθdφ = δ�,�′δm,m ′ , (58)

where * denotes the complex conjugate. These functions form a complete basis on the unit sphere
�, on which we expand the mode shape �̂ as

�̂(θ, φ) =
∞∑

�=0

�∑
m=−�

ψm
� (k)Y m

� (θ, φ). (59)

After substituting Eq. (59) into Eq. (46) and applying orthogonality, the eigenvalue problem for the
mode shape becomes an algebraic eigenvalue problem for the harmonic amplitudes:

∞∑
�′=0

�′∑
m ′=−�′

L�′m ′
�m ψm ′

�′ = λψm
� , (60)
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where the coefficients L�′m ′
�m are defined as L�′m ′

�m = 〈L [Y m
� ],Y m ′

�′ 〉. These can be obtained analyti-
cally as

L�′m ′
�m = −ik[Am ′

�′ δ�,�′+1 + Bm ′
�′ δ�,�′−1]δm,m ′ − d

ν
�(� + 1)δ�,�′δm,m ′

+ [4U0/5 − α(ν)/5](δ�,2δ�,�′δm,−1δm,m ′ + δ�,2δ�,�′δm,1δm,m ′ )

+ [4U0/5](δ�,2δ�,�′δm,0δm,m ′ + δ�,2δ�,�′δm,−2δm,m ′ + δ�,2δ�,�′δm,2δm,m ′ ), (61)

where δ is the Kronecker delta and the constants Am
� and Bm

� are given by

Am
� =

√
(� − m + 1)(� + m + 1)

(2� + 1)(2� + 3)
, Bm

� =
√

(� − m)(� + m)

(2� − 1)(2� + 1)
. (62)

In particular, inspection of Eq. (61) reveals that spherical harmonics diagonalize the operator L ,
with the exception of the first term on the right-hand side of Eq. (55), which expresses transport
by the swimming velocity. We also observe that sets of equations corresponding to different values
of the order m are uncoupled and can therefore be solved separately. The only orders that can be
subject to instabilities are m = 0, 1, 2 (as well as m = −1, −2, which are identical to m = 1, 2);
other orders only undergo transport by the swimming velocity and damping by rotational diffusion.

In the long-wave limit of k → 0, analytical solutions for the growth rates corresponding to modes
of a given order m can be obtained. To each value of m is associated a discrete infinite spectrum with
countable eigenvalues:

m = 0 : λm
� = 4U0/5 δ�,2 − d

ν
�(� + 1), (63)

m = 1 : λm
� = [4U0/5 − α(ν)/5] δ�,2 − d

ν
�(� + 1), (64)

m = 2 : λm
� = 4U0/5 δ�,2 − d

ν
�(� + 1), (65)

m ≥ 3 : λm
� = − d

ν
�(� + 1), (66)

where the degree � ≥ m is a positive integer. In the limit of k = 0, the corresponding eigenfunctions
(or mode shapes) are simply the spherical harmonics, and therefore form a complete set. Note that
when k is strictly zero (spatially homogeneous suspension), the active term involving α in Eq. (64)
should technically be discarded as there is no hydrodynamic flow in this limit. We find that modes
m = 0 and 2 are unaffected by hydrodynamics, and become unstable for � = 2 provided that

4U0

5
− 6d

ν
> 0, i.e., ξ = 2U0ν

d
> ξ c

2 = 15. (67)

In Fig. 1(a), this corresponds to the intersection of branch 1 (isotropic base state), with branch 3,
where we expect an exchange of stability to take place. Above this value of ξ , the isotropic base
state is always unstable in the long-wave limit for both pushers and pullers, purely as a result of
steric interactions.

The stability of mode m = 1 is more complex as it is also affected by hydrodynamics. We find
that this mode becomes unstable for � = 2 if

ξ

15

(
1 + βν/10

1 + 1
15βν

)
− αν/30d

1 + 1
15βν

> 1. (68)

We see that steric interactions tend to destabilize this mode via the first term in Eq. (68), whereas
active stresses are stabilizing in the case of pullers (α > 0) and destabilizing in the case of pushers
(α < 0), in agreement with the dilute theory.21 Both effects are modulated by the effective volume
fraction ν, through both steric and flow-induced (viscous) stresses. The marginal stability curve in
the (ν, αν/30d) plane (in the limit of k → 0) is shown in Fig. 2 for various values of 2U0/d. In the
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FIG. 2. Marginal stability curve in the long-wave limit (k → 0) in terms of effective volume fraction ν and dimensionless
dipole strength αν/30d, for various values of 2U0/d [see Eq. (68)]. In this plot, β = 1.75, corresponding to a particle aspect
ratio of r ≈ 10.

dilute limit (ν → 0), all curves converge to αν/30d = −1, which corresponds to the critical dipole
strength below which dilute pusher suspensions are subject to instabilities as k → 0.26 If steric
interactions are neglected (2U0/d = 0), increasing ν results in a decrease of this critical strength as
a result of the increased effective viscosity of the suspension. However, when steric interactions are
present (2U0/d > 0), both the steric torque and steric stresses have a destabilizing effect and increase
the critical value of αν/30d, which even becomes positive at sufficiently large values of ν, i.e., both
pusher and puller suspensions can be subject to instabilities.

At finite wavenumber (arbitrary value of k > 0), the growth rates can no longer be obtained
analytically, but they can be calculated numerically by solving the algebraic eigenvalue problem
Eq. (60) for each value of m, after truncation of the infinite sum at a finite degree � chosen
large enough to ensure convergence of the dominant eigenvalues. Numerical solutions for the real
and imaginary parts of λ for modes m = 0, 1, 2 are shown in Fig. 3 for different values of
ξ = 2U0ν/d, where only the first few eigenvalues with the largest real parts (or growth rates)
are plotted. As ξ increases, some of these growth rates become positive as all three modes become
unstable above a critical value ξ c. The largest growth rates are always found to occur at k = 0 (infinite
wavelength), and finite-wavelength interactions between the spherical harmonics lead to damping at
high wavenumbers. In agreement with the long-wave analysis, modes m = 0 and 2 become unstable
above ξ c = ξ c

2 = 15; however, pullers (α > 0) tend to stabilize mode m = 1 (ξ c > ξ c
2 ), whereas

pushers (α < 0) further destabilize it (ξ c < ξ c
2 ) as shown in Fig. 3(b). Figure 4 also shows the range

of unstable wavenumbers as a function of ξ for all three modes. In all three cases, the unstable range
tends to a finite interval of the form [0, kc] as ξ → ∞, where kc is of order O(1) [or, in dimensional
units, O(n�2)], and where the largest growth rate always occurs for k = 0.

D. Stability of the nematic base states

We now turn our attention to the stability of the nematic base state of Eq. (30), for which
the coefficients L�′m ′

�m in the algebraic eigenvalue problem of Eq. (60) can no longer be calculated
analytically. Indeed, it can be seen that the operator L still only involves azimuthal modes m = −2,
−1, 0, 1, and 2, but now has a complex dependence on the polar angle θ through the anisotropic
base state. The coefficients L�′m ′

�m can, however, be calculated numerically, as can the corresponding
eigenvalues. A significant number of polar modes have to be included for convergence, and this
number is found to increase with ξ . For ξ � 30, we find that 20 polar modes are sufficient. Another
notable difference with the isotropic case is the dependence of the eigenvalue problem, and therefore
of the stability results, on the direction k̂ of the wave with respect to the base-state alignment
direction, which can be characterized by a single angle � = cos−1(k̂ · ẑ).
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FIG. 3. Numerical solutions of the dispersion relations Eqs. (60) and (61) for the complex growth rates λ0, λ1, and λ2 of
azimuthal modes m = 0, 1, 2 as functions of the wavenumber k. (a)–(c) show the real parts, while (d)–(f) show the imaginary
parts. In (b) and (e), we set β = 0 to isolate the leading-order effect of the steric torque, and α/4U0 = −0.2 (pushers).

In all the results described in this section, we set the rotational diffusivity d and the strength
of steric interactions U0 to the values: d = 0.002 and U0 = 0.1346, and focus on the influence of
varying the parameter ξ = 2U0ν/d, which is equivalent to varying the effective volume fraction ν.
With this choice of parameters, ν = 0.1 when ξ = ξ c

1 = 13.46. We also set the shape parameter β

appearing in the particle stress Eq. (22) to β = 1.75, which corresponds to a particle aspect ratio of r
≈ 10. These parameter values, which will also be used in the simulations of Sec. IV, were chosen so
as to keep the factor βν, which sets the magnitude of the flow-induced and steric stresses, relatively

FIG. 4. Unstable range of wavenumbers as a function of ξ = 2U0ν/d for azimuthal modes m = 0 (a), 1 (b), and 2 (c). For
mode 1, we set β = 0 to isolate the leading-order effect of the steric torque.
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FIG. 5. Dependence of the maximum reduced growth rate Re(λ) governing the stability of the nematic base states on the
dimensionless active stress magnitude α, for ξ = 20: (a) branch 2 and (b) branch 3. Results for two different wave orientations
� are shown. Insets show close-ups on the region near the origin.

small. This is motivated by the previous observation that the quadratic dependence of both stress
tensors on effective volume fraction is based on a low-volume fraction assumption, see Sec. II D.

We first focus on the long-wave limit of k → 0, in which case the convective term −i(p · k)�̂ in
the definition of L in Eq. (49) vanishes. Figure 5 show the dependence of the maximum real part of
the eigenvalue λ as a function of dimensionless active stress magnitude α on both nematic branches
for ξ = 20. Results for two wave orientations � are shown. On branch 2 and for this value of ξ

[Fig. 5(a)], both pushers and pullers are predicted to be unstable, though for different wave orien-
tations. Branch 3, as shown in Fig. 5(b), is also unstable for all values of α, though it is further
destabilized by activity in the case of pushers. We note an interesting dependence of the growth rate
on the wave direction �: for a given value of α, waves of different orientations have distinct stability
properties.

The precise dependence on the parameter ξ is shown in Fig. 6, where the stability of both
nematic branches is illustrated for two different wave directions. Figures 6(a) and 6(b) show the

FIG. 6. Dependence of the maximum reduced growth rate Re(λ) on the parameter ξ , along both nematic branches, for two
different wave directions �: (a) branch 2, � = 0; (b) branch 2, � = π /2; (c) branch 3, � = 0; and (d) branch 3, � = π /2.
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FIG. 7. Dependence of the maximum reduced growth rate Re(λ) on: (a) wave direction � (in the limit of k → 0), and (b)
wavenumber k (for a wave with orientation � = 0). Both plots were obtained on branch 2, with ξ = 20.

stability of branch 2, for � = 0 and π /2, respectively. On this branch, which is the most energetically
favorable base state according to the analysis of Sec. III A, we find that pushers (α = −1) are always
unstable for � = π /2, though some wave orientations such as � = 0 are observed to be stable at
high values of ξ . In the case of pullers (α = +1), activity has a stabilizing effect for low values of ξ

(precisely when ξ � 14.1 for the present choice of parameters), but an instability occurs above this
threshold for � = 0. The case of movers, which do not exert any active stress, is characterized by
a very low but positive growth rate, which is approximately two orders of magnitude smaller than
the characteristic growth rate of either pushers or pullers; this weak instability can be shown to be a
consequence of the steric stress rather than the active stress, and is observed to disappear when
β = 0. The stability of the other nematic branch (branch 3), which is the least energetically
favorable, is illustrated in Figs. 6(c) and 6(d); on this branch, we find that all types of particles
exhibit instabilities.

As noted in Figs. 5 and 6, different wave orientations � can have different stability character-
istics. This is described more precisely in Fig. 7(a), where we plot the maximum growth rate as a
function of � on branch 2 when ξ = 20. In agreement with Fig. 6, we observe a positive growth rate
in suspensions of pullers for low values of � (with � = 0 corresponding to a wave in the direction of
particle alignment), whereas pushers and movers are most unstable when � = π /2 (corresponding
to a wave in a direction perpendicular to that of the nematic base state). The precise range of unstable
wave directions for a given swimmer type is also observed to depend on the value of ξ .

As in the case of the isotropic branch discussed in Sec. III C, the stability of the nematic branches
has a non-trivial dependence on wavenumber k as a result of the convective term −i(p · k)�̂ (arising
from the swimming velocity) in the operator L . This dependence is illustrated in Fig. 7(b) in the case
of a wave with direction � = 0 at ξ = 20 on branch 2. While increasing k can initially destabilize
certain eigenmodes, all growth rates are found to decay and eventually become negative at large
enough values of k.

E. Summary of stability analyses and stability diagrams

The results of the stability analyses of the various isotropic and nematic base states are summa-
rized in the form of stability diagrams in Fig. 8 for all three types of swimmers:

� Movers: The case of movers, which do not drive active stresses but result in flow-induced and
steric stresses in addition to being subject to steric alignment torques, is shown in Fig. 8(a).
The isotropic base state is found to be stable when ξ < ξ c

2 = 15, and unstable for higher values
of ξ . The two nematic base states have distinct stability characteristics. Branch 3, which is the
least favorable energetically as discussed in Sec. III A, is always unstable. Branch 2, in the
long-wave limit, is subject of a weak instability with a very small growth rate. This instability
is due solely to the steric stress and vanishes when β = 0; as will be discussed in Sec. IV,
it is not observed in our simulations, where it is likely suppressed by the finite box size and
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FIG. 8. Stability diagrams for: (a) movers (α = 0), (b) pushers (α < 0), and (c) pullers (α > 0). A branch is labeled unstable
if there exists a positive growth rate Re(λ) > 0. In the case of movers, branch 2 is only weakly unstable, as the growth rates
on that branch are very low (two orders of magnitude lower than on other unstable branches).

translational diffusion. If the instability of branch 2 does not occur, we therefore find that
there exists a finite range ξ ∈ [ξ c

1 , ξ c
2 ] over which both isotropic and nematic base states are

hydrodynamically stable (even though the nematic state of branch 2 realizes a lower minimum
of the steric interaction energy). This was previously noted by Doi and Edwards,24 and suggests
the existence of a hysteresis loop with possible phase separation near the isotropic-to-nematic
transition.

� Pushers: The stability diagram for pushers, which also exert active stresses with α < 0, is
shown in Fig. 8(b). In this case, the isotropic case is found to become unstable above a critical
value ξ c that can be obtained from Eq. (64) as

ξ c = 15 + να(ν)

2d
= 15 + ν

2d

(
α − 2

5U0βν

1 + βν

15

)
. (69)

Because α < 0, it is clear that ξ c < ξ c
2 = 15, i.e., the isotropic base state becomes hydrody-

namically unstable before the isotropic-to-nematic transition. In the case where βν � 1 and U0

= 0 (dilute limit with no steric interactions), Eq. (69) reduces to the dilute marginal stability
condition on α in the presence of rotational diffusion. The existence of an instability in the
isotropic base state is not a surprising result in the light of our previous analysis of dilute
suspensions, which were found to be always unstable in the case of pushers in the long-wave
limit when diffusion was neglected.21, 22 Rotational diffusion, however, can stabilize pusher
suspensions at low values of ξ , which correspond to very low volume fractions or large val-
ues of d. This effect was previously noted by Subramanian and Koch23 and Hohenegger and
Shelley.26 In the nematic regime, both branches 2 and 3 are found to be always unstable, at least
over a certain range of the wave angle �. Pusher suspensions are therefore always expected to
undergo unsteady chaotic dynamics when ξ > ξ c; this is indeed confirmed by our simulations
in Sec. IV.
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� Pullers: In the case of pullers, active stresses also arise (with α > 0) but are known to have a
stabilizing effect in dilute suspensions.21, 22 As shown in Fig. 8(c), the isotropic case becomes
unstable when ξ reaches ξ c

2 = 15, as in the case of movers; the instability that occurs above
this value is solely due to steric effects, first through azimuthal modes m = 0, and 2, and finally
through mode m = 1, which is stabilized by activity up to a higher value of ξ (Sec. III C).
The nematic state of branch 3, as in the case of movers, is found to always be unstable. The
effect of activity is seen most clearly on the nematic base state of branch 2, which is stable
over a finite range of values of ξ just above ξ c

1 ≈ 13.46, but becomes unstable at larger values
of ξ . This differs fundamentally from the dilute case where isotropic puller suspensions are
always predicted to be stable; however, the observation that nematic suspensions of either
pullers or pushers are unstable at large values of ξ is perhaps unsurprising based on our
previous analysis of aligned suspensions, which had assumed perfect alignment and negligible
rotational diffusion,21, 22 and on our previous simulations of aligned suspensions, which were
found to always become unstable.17 As in the case of movers, there can exist a range of values
of ξ near the isotropic-to-nematic transition where both isotropic and nematic base states are
hydrodynamically stable, possibly leading to hysteresis and phase separation.

One should keep in mind that the stability results obtained above all pertain to the reduced growth rate
λ = σ + νDk2, and that translational diffusion D can therefore stabilize all branches, particularly
at high wavenumbers. Also recall that all branches that are unstable as k → 0 become stable at
sufficiently large values of k even in the absence of translational diffusion, as a result of convection
by the swimming velocity.

IV. NUMERICAL SIMULATIONS

A. Simulation method and parameter selection

We complement the linear stability analyses of Sec. III by performing fully nonlinear simulations
of the kinetic model of Sec. II in a periodic domain. The numerical method used is a direct extension
of the work of Alizadeh Pahlavan and Saintillan,27 and is based on a finite-difference solution of the
Smoluchowski equation (1) using second-order central finite differences in space and orientation
and a second-order Adams-Bashforth time-integration scheme. A spectral solution of the Stokes
equations is used, in which we use a three-point extrapolation scheme to evaluate the flow-induced
stresses (which depend on the velocity gradient) at the current time step in terms of the two previous
time steps. We use a total of 643 discretization points for the x, y, and z spatial coordinates, and
162 points for the θ and φ angular coordinates, which parameterize the orientation vector p as in
Eq. (56). Simulations were typically run using a 64-processor parallel computer.

All simulations shown were performed in a periodic cubic box with linear dimension
L/lc = 50. The particle translational and rotational diffusion coefficients are set to D = 2.0 and
d = 0.002, and the dimensionless strength of steric interactions is set to U0 = 0.1346, so that
ξ = ξ c

1 = 13.46 is reached when ν = 0.1; these values of d and U0 are identical to those used in
the stability analysis of the nematic base states in Sec. III D. Swimming particles are assumed to
have an aspect ratio of r = 10, from which the parameter β appearing in the magnitude of the
flow-induced and steric stress tensors is given by β = 1.75. Finally, we present results for two values
of the dimensionless active stress: α = −1 (pushers), and α = +1 (pullers). Simulations of movers
(α = 0) never evolved towards unsteady states and either converged to the isotropic or nematic base
states depending on the value of ξ . In particular, we were never able to observe the weak instability
of branch 2 predicted by the stability analysis; this discrepancy is likely a consequence of the finite
size of the domain in the simulations, and of translational diffusion. A few simulations of shakers,
which are particles that do not swim (V0 = 0) but exert an active stress (α = ±1) are also discussed.
Several values of the effective volume fraction ν are considered, so as to explore the various regimes
highlighted in the stability diagrams of Fig. 8. In all simulations, the initial condition is uniform and
isotropic with a weak random perturbation.
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FIG. 9. Simulation results for pushers and pullers. Panels (a)–(d) show the concentration fields c(x, t) at an arbitrary time
after the initial transient for the following cases: (a) pushers at ν = 0.05, (b) pushers at ν = 0.07, (c) pushers at ν = 0.2, and
(d) pullers at ν = 0.2. Panels (e)–(h) show the corresponding nematic parameter fields N (x, t) defined in Eq. (70), for the
same cases. Panels (i)–(l) show the nematic orientation fields in a two-dimensional slice, obtained by taking the eigenvector
of Q(x, t) with largest eigenvalue (enhanced online). [URL: http://dx.doi.org/10.1063/1.4812822.1]

B. Results and discussion

Figure 9 and accompanying video illustrate the dynamics in a number of simulations of pushers
and pullers. Typical concentration fields observed in suspensions of pushers (α = −1) are shown
in Figs. 9(a)–9(c) for the volume fractions ν = 0.05, 0.07, and 0.2. In the first two cases, only the
isotropic base state exists, as ξ < ξ c

1 . Based on the linear analysis of Sec. III C, the isotropic base
state should be stable, in the long-wave limit, for ξ < ξ c ≈ 0.039 [obtained from Eq. (68)] and always
unstable above this value. We indeed find that pusher suspensions are unstable for all three values of
ν shown in Fig. 9, but stable when ν = 0.02 (not shown). At the lowest unstable value of ν = 0.05
[Fig. 9(a)], we find, however, that the instability is very weak and takes the form of two-dimensional
concentration patterns; in the plane of the patterns, unsteady dynamics arise that are qualitatively very
similar to our previous two-dimensional simulations of dilute suspensions.21, 22 Further decreasing
ν eventually stabilizes the system completely. The emergence of two-dimensional patterns close
to the marginal stability condition is unexpected and not predicted by the linear analysis; it is
reminiscent, however, of previous observations made on the dynamics of active pusher suspensions
in shear flows,27 where stabilization by the flow was also shown to lead to a transition from three-
to two-dimensional instabilities. At the higher volume fraction of ν = 0.07, which is still below the
isotropic-to-nematic transition, three-dimensional unsteady concentration patterns arise, which are
qualitatively similar to those previously observed in dilute instabilities.27 These patterns continually
form and break up in time, leading to chaotic dynamics. At the higher concentration of ν = 0.2, which
is above the isotropic-to-nematic transition, the patterns still persist and do not look significantly
different; other statistics, however, such as the degree of particle alignment, will exhibit distinct
features.

In the case of pullers (α = +1), the linear stability results are also confirmed. We do find that
the isotropic base state is always stable when ξ < ξ c

2 , and that the nematic branch is also stable for
ξ � ξ c

1 , see Fig. 8(c). At high values of ν or ξ , an instability is observed as shown in Fig. 9(d) for
ν = 0.2, and also takes the form of three-dimensional unsteady patterns. These patterns, however,
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have a different morphology from those obtained in the case of pushers, and tend to have globular
shapes compared to the sheets that pushers tend to form. The existence of this instability is truly a
consequence of the combination of steric interactions and activity, as dilute suspensions of pullers
were found to be always stable in previous work,22, 27 and as concentrated suspensions of movers,
for which α = 0, are also observed to be stable in our simulations.

We characterize the local degree of nematic alignment of the particles by defining the following
nematic parameter N (x, t):

N (x, t) = 3

2

[
− min

p∈�

(
U (x, p, t)

U0c(x, t)

)
− 1

3

]
= 3

2
max
p∈�

[
pp : Q(x, t)

] = 3

2
eQ, (70)

where eQ is the largest eigenvalue of the nematic order parameter tensor Q(x, t). It is straightfor-
ward to see that N (x, t) = 0 for an isotropic orientation distribution, and 1 for a perfectly aligned
distribution. Also note that for the base-state distributions we have N = A[�0] = 4δ/ξ , with N
tending to 1 as ξ → ∞. The nematic parameter is illustrated in Figs. 9(e)–9(h), for the same cases
as for the concentration field. In the case of pushers, the value of N is very low near the marginal
stability limit (ν = 0.05), which is a consequence of the dominant effect of rotational diffusion
and explains the weak instability observed in this case. As ν increases, fluctuations in N become
stronger, as does the overall level of alignment. This is especially clear when ν = 0.2, where many
large domains of very strong nematic alignment are present in the suspensions [Fig. 9(g)]. In the
case of unstable puller suspensions [Fig. 9(h)], alignment is yet stronger, with N reaching values
above 0.6 almost everywhere in the flow. A careful observation of the initial transient in the case of
pullers, for instance in the video accompanying Fig. 9, reveals that the suspension, which is nearly
isotropic in the initial condition, first quickly evolves towards the nematic base state, which then
itself becomes destabilized; this interesting fact, which is not observed in the case of pushers, will
be further discussed below.

Figures 9(i)–9(l) also show the nematic alignment field, obtained by calculating the eigenvector
s(x, t) of the tensor Q(x, t) with eigenvalue eQ. In pusher suspensions, orientations are spatially
correlated over large length scales, although the strong fluctuations in the unstable regimes lead to
finite domains of correlation separated by what appears to be defects. In unstable puller suspensions,
we find that these defects become fewer, and the orientations are strongly correlated over the entire
scale of the system.

The qualitative differences between unstable pusher and puller suspensions at high values of ξ

can be interpreted based on the linear stability results. In the case of pushers, all steady base states are
unstable when ξ > ξ c ≈ 0.039. We do not expect any significant qualitative changes in the dynamics
when ν or ξ is further increased, as the nematic base state is never approached; the only clear
feature occurring at very high concentrations is an enhancement of the local degree of alignment,
as illustrated in Fig. 9(g). The case of pullers, however, is different: the isotropic state is stable up
to the nematic transition, and a stable nematic state can also be observed close to the transition
[Fig. 8(c)]; when increasing ξ further, this aligned configuration is also destabilized by activity (in
agreement with previous analyses of aligned suspensions12, 17, 21, 22), leading to fluctuations close
to the nematic equilibrium. This is precisely what is observed in Figs. 9(d) and 9(h), where the
isotropic initial condition first becomes unstable, briefly giving way to a nematically aligned state,
which subsequently also destabilizes and leads to fluctuations with a strong degree of alignment and
long-ranged spatial orientation correlations. The dynamics described here are seen most clearly in
Fig. 10, which shows the spatial average of the nematic parameter N as a function of time. Note that
the initial non-zero value of 〈N(t)〉 in this figure is due to the initial perturbation introduced in the
distribution function at t = 0, which is weakly anisotropic. In the case of pushers, we clearly see
that unsteady dynamics emerge directly from the initial isotropic configuration, and that increasing
ν really only modifies the mean degree of alignment at steady-state, with a stronger alignment
occurring at the highest concentrations. In the case of pullers, we observe that the whole suspension
first aligns nematically, with the mean degree of alignment quickly reaching a plateau at N ≈ 0.85,
which is very close to the theoretical value of 4δ/ξ ≈ 0.86 for the nematic base state of branch 2

Downloaded 19 Aug 2013 to 128.122.81.152. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://pof.aip.org/about/rights_and_permissions



070607-23 Ezhilan, Shelley, and Saintillan Phys. Fluids 25, 070607 (2013)

FIG. 10. Spatially averaged nematic parameter 〈N (x, t)〉, defined in Eq. (70), as a function of time in suspensions of pushers
(α = −1), pullers (α = +1), as well as shakers (V0 = 0, α = ±1) at various volume fractions.

when ξ = 26.92. After a short period, this nematic state subsequently destabilizes and the value N
decreases again to fluctuate around a mean of 0.6.

All the instabilities described in Sec. III lead to the growth of the local nematic alignment of the
particles, irrespective of their polar orientation. Indeed, all terms involving active stresses and steric
effects in the kinetic model only involve the nematic order parameter tensor Q(x, t) (as well as the
fourth moment S(x, t) through the steric and flow-induced stresses). However, our previous study
of dilute suspensions22 has shown that the polar order parameter n(x, t) also grows as a result of the
instability, because an initially weak polarity exists in the initial condition. As argued in our previous
work, this non-zero director field is precisely what leads to the growth of concentration fluctuations
in the nonlinear regime, via the nonlinear source term appearing in the governing equation for the
concentration field:

∂t c + u · ∇x c − D∇2
x c = −V0∇x · (cn). (71)

The same effect is observed in the present work, and results on the polar order parameter and
its relation to the hydrodynamic velocity are illustrated in Fig. 11. The spatially averaged norm
〈|n(x, t)|〉 of the polar order parameter is shown as a function of time in Fig. 11(a) for the same
simulations as in Fig. 9. In pusher suspensions, a clear net polarity is observed, which is weak close
to the marginal stability limit (ν = 0.05), but becomes quite strong at higher values of ν. Polarity also
emerges in unstable puller suspensions, though it only grows once the nematic state is destabilized,
and the steady-state value of 〈|n|〉 is found to be significantly less than in pusher suspensions at
the same volume fraction, even though both suspensions have nearly the same average value of the
nematic parameter as seen in Fig. 10. Figure 11(b) also shows the magnitude of the hydrodynamic
velocity averaged over space as a function of time. The fluid velocity shows similar trends as the
polar order parameter: it increases with ν for pushers, and is typically weaker in unstable puller
suspensions than in pusher suspensions at the same value of ξ . What is perhaps most unexpected is the
different nature of the interaction between u and n in pusher and puller suspensions, as illustrated in
Fig. 11(c) showing the spatial average of 〈|n + u|〉, which can be interpreted as an effective swimming
velocity in the presence of hydrodynamic interactions. In the case of pushers, the effects of polar
alignment and hydrodynamic flow are compounded, resulting in a net velocity that is of the order of
〈|n|〉 + 〈|u|〉. Such is not the case for pullers, where the mean swimming motions due to the polarity
impedes transport by the hydrodynamic flow.

These observations are easily explained by considering correlations between hydrodynamic
velocity u(x, t), polar order parameter n(x, t), and nematic direction of alignment s(x, t). Precisely,
we define the following quantities:

C1(t) = 1

V

∫
V

c(x, t)N (x, t)
|u(x, t) · s(x, t)|

|u(x, t)| dx, (72)
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FIG. 11. Time evolution of the spatial averages of (a) |n(x, t)|, (b) |u(x, t)|, and (c) |n(x, t) + u(x, t)|, in suspensions of
pushers at ν = 0.05, 0.07, and 0.2, and pullers at ν = 0.2.

C2(t) = 1

V

∫
V

c(x, t)N (x, t)
|n(x, t) · s(x, t)|

|u(x, t)| dx, (73)

C3(t) = 1

V

∫
V

c(x, t)
u(x, t) · n(x, t)

|u(x, t)| dx, (74)

which are plotted in Fig. 12 as functions of time. The function C1(t), which shows the correlation
between the orientations of the hydrodynamic velocity and the nematic alignment direction s(x, t)
is plotted in Fig. 12(a): a net correlation is observed in all simulations, regardless of swimmer type,
and becomes stronger at higher concentrations. This is not surprising, as the effect of the flow on
orientation is precisely to align particles with the flow via Jeffery’s equation in Eq. (5). More precisely,
Jeffery’s equation causes nematic alignment along the principal axis of maximum extension of the
velocity gradient. As shown in Fig. 12(b), the nematic alignment direction is also strongly correlated
with the direction of the polar order parameter n(x, t), which again could have been expected. The
difference between pushers and pullers is most clear in Fig. 12(c), which shows the function C3(t)
characterizing the correlation between polar order parameter and hydrodynamic velocity. In the case
of pushers, a positive correlation is found, corresponding to particles swimming preferentially in the
same direction as the flow velocity; this is in agreement with the results of Fig. 11(c), where we found
that the effects of u and n on the mean total swimmer velocity are compounded for pushers. The
situation is quite different for pullers, where C3(t) is typically negative, indicating that pullers swim
preferentially against the flow, resulting in an effective decrease in their total velocity as observed
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FIG. 12. Time evolution of the correlation defined in Eqs. (72)–(74): (a) C1(t), (b) C2(t), and (c) C3(t), in suspensions of
pushers at ν = 0.05, 0.07, and 0.2, and pullers at ν = 0.2.
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FIG. 13. Mean active power P(t) defined in Eq. (75) as a function of time, in suspensions of pushers at ν = 0.05, 0.07, and
0.2, and pullers at ν = 0.2. The plot also shows results for shakers (V0 = 0, α = ±1) at ν = 0.2.

in Fig. 11(c). While we do not yet have a complete explanation for this behavior, it is consistent
with our previous particle simulations in the dilute and semi-dilute regimes, where we found that
hydrodynamic interactions tend to enhance the mean swimming speed of pushers, but decrease that
of pullers.17, 18

The hydrodynamic flows arising in the simulations are driven by the active stress exerted by the
particles, which effectively injects mechanical energy into the system. The amount of active power
transferred by the swimmers to the mean-field flow can be estimated by a simple mechanical energy
balance on the momentum equation as follows:22

P(t) = −α

∫
V

∫
�

[pp : E(x, t)]�(x, p, t) dp dx = −α

∫
V

E(x, t) : D(x, t) dx, (75)

where we see that power is directly linked to the relation between the nematic order parameter in the
suspension and the local rate-of-strain tensor. In dilute systems,22 it was found that P(t) increases
in suspensions of pushers as a result of instabilities, but decreases to zero in suspensions of pullers,

FIG. 14. Simulation results for shakers (V0 = 0) at an effective volume fraction of ν = 0.2 (ξ = 26.92). Panels (a)–(c) are
for pushers (α = −1) and (d)–(f) for pullers (α = +1). (a) and (d) show the nematic parameter N (x, t) defined in Eq. (70);
(b) and (c) show the nematic orientation fields in a two-dimensional slice, obtained by taking the eigenvector of Q(x, t) with
largest eigenvalue; and (c) and (f) show the hydrodynamic velocity fields in a two-dimensional slice.
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FIG. 15. Standard deviation
√

(〈c〉 − 1)2 of the concentration field c(x, t) as a function of time, in suspensions of pushers
(α = −1), pullers (α = +1), and shakers (V0 = 0) of both types, at ν = 0.2.

which were always stable. Results for the present simulations are shown in Fig. 13. In agreement
with the dilute case, pusher suspensions have a net positive power, which increases with increasing ν

as the instabilities become stronger. In the case of unstable puller suspensions, a net positive power
is also observed, though its value is significantly less than for pushers at the same concentration.
Considering that the prefactor −α in Eq. (75) is of negative sign for pullers, this again hints at a
fundamentally different type of interaction between particle orientations and local self-induced flow
in puller suspensions, through the net negative sign of the product E(x, t) : D(x, t).

We finish the discussion of our simulations by presenting results on suspensions of shakers,
which are particles that drive active stresses (with α of either sign) but do not swim: V0 = 0. The
linear stability of shaker suspensions is the same as that of pusher or puller suspensions in the
long-wave limit, as we saw in Sec. III that letting k → 0 is equivalent to eliminating the convective
term due to swimming in the linearized eigenvalue problem. We verify indeed in our simulations
that instabilities arise in shaker suspensions (either pushers or pullers) according the same diagrams
as obtained in Fig. 8, and lead to the local alignment of the particles and to the emergence of
complex flows. Typical results for both types of shakers are shown in Fig. 14. We find that results
for the nematic parameter, nematic alignment field, and hydrodynamic velocity field are very similar
to what was obtained previously in the case of actual pushers and pullers. This is confirmed in
Figs. 10 and 13, where shakers are seen to align as strongly and exert as much power as their
swimming counterparts, if not more. One significant difference, however, is that shaker suspensions
of either type are never subject to concentration instabilities, even in the nonlinear regime: the
instability when V0 = 0 only pertains to the particle orientations, and there is no mechanism for
growth of concentration fluctuations. This is again easily understood by consideration of Eq. (71) for
the concentration field, where the nonlinear source term −V0∇x · (cn) vanishes when V0 = 0. The
evolution of the variance of the concentration field for pushers, pullers, and both types of shakers at
the same concentration of ν = 0.2 is illustrated in Fig. 15 and confirms this result. It is found that
the variance quickly decays to zero in suspensions of shakers, even though strong fluctuations of the
nematic parameter and velocity field are taking place. In suspensions of regular pushers and pullers,
the concentration variance increases as expected and in agreement with the dynamics shown in
Fig. 9.

V. CONCLUDING REMARKS

We have presented a continuum model for the dynamics in concentrated suspensions of hydro-
dynamically interacting active particles, such as swimming microorganisms or artificial microswim-
mers. The model is an extension of our previous theory for dilute suspensions,22 and is based on
a Smoluchowski equation for the distribution of particle positions and orientations, coupled to the
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Stokes equations for the fluid flow with an added stress arising from activity. In dense systems,
this model is modified by addition of a steric interaction torque in the equation for the angular flux
velocity, which causes neighboring particles to align. In addition, flow-induced stresses due to the
inextensibility of the particles in the flow, and steric stresses resulting from direct contact interactions
also have to be included in the concentrated regime. Based on this model, two types of uniform
base-state solutions are possible: the isotropic state (branch 1), which exists for all concentrations;
two nematic states (branches 2 and 3), which arise only above a critical value of ξ = 2U0ν/d.
The nematic base state with the strongest alignment (branch 2) always realizes the minimum steric
interaction energy for the system.

We first performed a linear stability analysis of these base states for pushers (α < 0), movers
(α = 0), and pullers (α < 0), as summarized in Fig. 8. Movers, which are particles that do not
exert an active stress but still swim, are stable in the isotropic state up to ξ = ξ c

2 = 15; the nematic
branch 2, which is subject to a weak instability as a result of the steric stress, is likely to be stable
in a number of situations in finite systems (as it was found to be in our simulations). In the case of
pushers, activity has a destabilizing effect: the isotropic state becomes unstable at a low value of ξ ,
and the nematic branches are always unstable. Pullers, however, are more stable than pushers: the
isotropic state has the same stability as movers, and the nematic branch 2 is first stable over a finite
range of values of ξ , but then becomes unstable at high ξ .

Numerical simulations of the kinetic equations confirmed all the results of the stability analysis.
In particular, unstable chaotic solutions were obtained in suspensions of pushers even before the
isotropic-to-nematic transition, whereas higher values of ν were required to observe an instability in
the case of pullers. While both types of swimmers are subject to instabilities at high concentrations,
the characteristics of the flows that emerge in the nonlinear regime differ qualitatively. While
the instability for pushers is only intensified by steric interactions which cause stronger particle
alignment, the dynamics in the unstable regime are relatively unaffected as ν increases above the
nematic transition; on the other hand, the instability in puller suspensions appears to occur from
the nematic state, and leads to fluctuations with very strong alignment but weaker hydrodynamic
fluctuations and active power than for pushers.

These results again highlight the fundamentally different nature of interactions between particles
and self-generated flows in suspensions of pushers and pullers, which has been reported previously
in many contexts. Jeffery’s equation, which governs the orientational dynamics of the swimmers in
the fluid flow, causes all types of particles to align with the principal axes of the rate-of-strain tensor;
however, pushers tend to drive extensional flows whereas pullers drive compressional flows. This
important difference is clear for instance when considering the product E(x, t) : D(x, t) appearing
in the definition of the active power in Eq. (75): in the case of pushers, E : D tends to be positive,
whereas it tends be negative in unstable puller suspensions.

A few limitations of the present model should be kept in mind. First, the expressions derived in
Sec. II D are based on a dilute approximation, as they only consider the interaction of a single particle
with a mean-field flow (in the case of the flow-induced stress) or with a mean-field orientation dis-
tribution (in the case of the steric stress). These expressions involve linear and quadratic corrections
to the Newtonian stress in terms of volume fraction, but are unlikely to be quantitatively accurate
in very dense systems, where more complex rheological laws would be needed. However, we do
not expect the effects of these stresses to change qualitatively at high volume fractions. A perhaps
greater limitation of the model is the one-fluid assumption in which particles have no volume, which
allowed us to describe fluid and particle motions in terms of the same hydrodynamic velocity field.
Nevertheless, we believe that the present model captures most salient features of interactions in
concentrated active suspensions, and casts new light on the subtle interaction of hydrodynamic and
steric effects in these systems.
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APPENDIX: STERIC STRESS TENSOR CALCULATION

In this appendix, we derive an expression for the stress tensor resulting from steric interactions,
in the case of a suspension of slender rodlike particles. As discussed in Sec. II B, steric interactions
result in an effective angular velocity given by Eq. (20):

ṗ = 2U0(I − pp) · D · p, (A1)

where the second-order tensor D is defined in Eq. (9). We model the particle dynamics using
leading-order slender-body theory,66 which for a stationary particle in a quiescent liquid simplifies
to

sṗ = ln(2r )

4πη
(I + pp) · f(s), (A2)

where s ∈ [ − �/2, �/2] is a linear coordinate along the axis of the particle, and f(s) denotes the linear
force distribution along the rod. This expression can be inverted for the force distribution:

f(s) = 4πη

ln(2r )

(
I − 1

2
pp

)
· sṗ = 8πηU0s

ln(2r )
(I − pp) · D · p. (A3)

Following Batchelor,51 the effective stress tensor in the suspension is then expressed as a configura-
tional average of the stresslets, or first force moments, on the particles:

	t (x, t) = −
〈∫ �/2

−�/2
f(s)ps ds

〉
= −πη�3U0

3 ln(2r )
〈(I − pp) · D · pp〉, (A4)

where 〈 · 〉 denotes an orientational average:

〈h〉 =
∫

�

h(p)�(x, p, t) dp. (A5)

In index notation, Eq. (A4) becomes

	t
i j = −πη�3U0

3 ln(2r )
〈(δik − pi pk)Dkl pl p j 〉 = −πη�3U0

3 ln(2r )
[Dil〈pl p j 〉 − 〈pi p j pk pl〉Dkl]. (A6)

Recalling that 〈plpj〉 = Dlj + (c/3)δlj, where c is the concentration, we obtain

	t
i j = −πη�3U0

3 ln(2r )

[
Dil (Dl j + c

3
δl j ) − 〈pi p j pk pl〉Dkl

]
. (A7)

After subtracting an isotropic tensor, which does not affect the velocity of the flow and only modifies
the pressure, we arrive at the final expression:

	t (x, t) = −σt

[
D(x, t) · D(x, t) + c(x, t)

3
D(x, t) − S(x, t) : D(x, t)

]
, (A8)

where σ t = πη�3U0/3ln (2r) and the fourth-order tensor S is defined in Eq. (10).
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