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1 Statements

In [Li] Linnik and later Selberg [Se] put forth far reaching conjectures con-
cerning cancellations due to signs of Kloosterman Sums. Both point to the
connection between this and the theory of modular forms. For example, the
generalization of their conjectures to sums over arithmetic progressions im-
ply the general Ramanujan Conjectures for GL2/Q. Selberg exploited this
connection to give a nontrivial bound towards his well known “λ1 ≥ 1

4”
conjecture. Later Kuznetzov [Ku] used his summation formula, which gives
an explicit relation between these sums and the spectrum of GL2/Q modu-
lar forms, to prove a partial result towards Linnik’s Conjecture. Given that
we now have rather strong bounds towards the Ramanaujan Conjectures for
GL2/Q [L-R-S], [Ki-Sh], [Ki-Sa] it seems timely to revisit the Linnik and
Selberg Conjectures.

The Kloosterman Sum S(m,n; c), for c ≥ 1, m ≥ 1 and n 6= 0, is defined
by

S(m,n; c) =
∑

xmod c
xx̄ ≡ 1(c)

e

(
mx + nx̄

c

)
(1)
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(here e(z) = e2πiz).

It follows from Weil’s bound [Wei] for S(m,n; p), p prime, and elementary
considerations that

|S(m,n; c) | ≤ τ(c) (m,n, c)1/2
√
c (2)

where τ(c) is the number of divisors of c. Linnik’s Conjecture asserts that for
ε > 0 and x ≥

√
|n|

∑
c ≤ x

S(1, n; c)
c

�
ε
xε . (3)

Note that from (2) we have that

∑
c ≤ x

|S(m,n; c)|
c

�
ε

√
x (x(m,n))ε . (4)

On the other hand for m,n fixed, Michel [Mi] shows that

∑
c ≤ x

|S(m,n; c)|
c

�
ε
x

1
2−ε , (5)

and hence if (3) is true it represents full “square-root” cancellation due to the
signs of the Kloosterman Sums.

Selberg puts forth the much stronger conjecture, which has been replicated
in many places and which reads;

For x ≥ (m,n)1/2,

∑
c ≤ x

S(m,n; c)
c

�
ε
xε . (6)
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As stated, this is false (see Section 2). It needs to be modified to incorporate an
“ε-safety valve” in all parameters and not only in x and (m,n). For example,
the following modification seems okay

∑
c ≤ x

S(m,n; c)
c

�
ε

(|mn|x)ε . (7)

We call the range x ≥
√
|mn| the Linnik range and x ≤

√
|mn| the

Selberg range. Obtaining nontrivial bounds (i.e., a power saving beyond (4))
for the sums (3) and (7) in the Selberg range is quite a bit more difficult.

By a smooth dyadic sum of the type (7) we mean

∑
c

S(m,n; c)
c

F
( c
x

)
(8)

where F ∈ C∞0 (R+) is of compact support and where the estimates for (8)
as x,m, n vary, are allowed to depend on F . Summation by parts shows that
an estimate for the left hand side of (7) will give a similar one for (8), but
not conversely. In particular, estimates for (7) imply bounds for non-dyadic

sums
∑

x≤ c≤ x+h

S(m,n; c)
c

with xβ ≤ h ≤ x and β < 1. We note that for

many applications understanding smooth dyadic sums is good enough and
in the Linnik range these smooth dyadic sums are directly connected to the
Ramanujan Conjectures, see Deshouilliers and Iwaniec [D-I] and Iwaniec and
Kowalski [I-K pp. 415-418].

Let π ∼= ⊗
v
πv be an automorphic cuspidal representation ofGL2(Q)\GL2(A)

with a unitary central character. Here v runs over all primes p and ∞. Let
µ1(πv), µ2(πv) denote the Satake parameters of πv at an unramified place v of
π. We normalize as in [Sa] and use the results described there. For 0 ≤ θ < 1

2
we denote by Hθ the hypothesis; If any π as above

|< (µj(πv)) | ≤ θ , j = 1, 2 . (9)

Thus H0 is the Ramanujan-Selberg Conjecture and Hθ is known for θ = 7
64

([Ki-Sa]).
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Concerning (7) the main result is still that of Kuznetzov [Ku] who using his
formula together with the elementary fact that λ1(SL2(Z)\H) ≥ 1

4 showed
(the barrier 1

6 is discussed at the end of this paper):

Theorem 1 (Kuznetzov) Fix m and n then

∑
c ≤ x

S(m,n; c)
c

�
m,n

x1/6(log x)1/3 .

One can ask for similar bounds when c varies over an arithmetic progression.
For this one applies the Kuznetzov formula for Γ = Γ0(q) in place of SL2(Z)
(see [D-I]) or one can use the softer method in [G-S]. What is needed is the
v = ∞ version of Hθ with θ ≤ 1

6 . This was first established in [Ki-Sh] and
leads to

Theorem 1′. Fix m,n, q, then

∑
c ≡ 0(q)
c ≤ x

S(m,n; c)
c

�
m,n,q

x
1
6 (log x)1/3 .

Consider now what happens if m and n are allowed to be large as asked
by Linnik and Selberg. We examine the case q = 1, the general case with q
also varying deserves a similar investigation. We also assume that mn > 0,
the mn < 0 case is similar except that some results such as Theorem 4 are
slightly weaker since when mn > 0 we can exploit H0 which is known for the
Fourier coefficients of holomorphic-cusp forms [De]. The analogue of Theorem
1 that we seek is

∑
c≤ x

S(m,n; c)
c

�
ε

(
x

1
6 + (mn)

1
6

)
(mnx)ε . (10)

As with Theorem 1 we show below that the exponent 1
6 in the mn aspect

constitutes a natural barrier. We will establish (10) assuming the general
Ramanujan Conjectures for GL2/Q (i.e assuming H0) and unconditionally
we come close to proving it.

Theorem 2 Assuming Hθ we have
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∑
c≤ x

S(m,n; c)
c

�
ε

(
x

1
6 + (mn)

1
6 + (m+ n)1/8(mn)θ/2

)
(xmn)ε .

Corollary 3 Assuming H 1
12

(and afortiori H0), (10) is true. Unconditionally
Theorem 2 is true with θ = 7/64 and in particular (10) is true if m and n are
close in the sense that n5/43 ≤ m ≤ n or m5/43 ≤ n ≤ m.

The proof of Theorem 2 uses Kuznetzov’s formula to study the dyadic
sums

∑
x≤ c≤ 2x

S(m,n; c)
c

,

see Section 2. The dyadic pieces with x = (mn)1/3 or smaller are estimated
trivially using (2) and give the (mn)1/6 term in (10). For x ≤ (mn)1/3

we don’t have any nontrivial bound for the sum even in smooth dyadic
form. Indeed applying the Kuznetzov formula to such smooth sums in range
x ≤ (mn)1/2−δ for some δ > 0, one finds that the main terms on the spectral
side localize in the transitional range for the Bessel functions of large order
and argument. The analysis becomes a delicate one with the Airy function.
In this mn > 0 case the main terms only involve Fourier coefficients of holo-
morphic modular forms. This indicates that one should be able to obtain the
result backwards using the Petersson formula [I-K] together with the smooth
k-averaging technique [I-L-S pp. 102]. Indeed this is so and we give the details
of both methods in Section 2. Another bonus that comes from this holomor-
phic localization is that we can appeal to Deligne’s Theorem, that is H0, for
these forms.

Theorem 4 Fix F ∈ C∞0 (0,∞) and δ > 0. For mn > 0 and x ≤ (mn)
1
2−δ

∑
c

S(m,n; c)
c

F
( c
x

)
�
F,δ

√
mn

x
.

The bound in Theorem 4 is nontrivial only in the range x ≥ (mn)1/3. To
extend this to smaller x requires establishing cancellations in short spectral
sums for Fourier coefficients of modular forms (see equation (34)) which is
an interesting challenge. In any case this analysis of the smooth dyadic sums
explains the (mn)1/6 barrier in (10).
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2 Proofs

As we remarked at the beginning, the “randomness” in the signs of the Kloost-
erman sums in the form (7) implies the general Ramanujan Conjectures for
GL2/Q. Since there seems to be no complete proof of this in the literature we
give one here. For the archimedian q-aspect, that is the λ1 ≥ 1/4 Conjecture,
this follows from Selberg [Se] since his ‘zeta function’ Z(m,n, s) has poles
with nonzero residues in <(s) > 1

2 if there are exceptional eigenvalues (i.e.
λ < 1/4). For the case of Fourier coefficients of holomorphic modular forms
the implication is derived in [Mu pp. 240-242]. So we focus on the Fourier
coefficients of Maass forms and restrict to level q = 1 (the case of general q
is similar). We apply Kuznetzov’s formula with m = n for Γ = SL2(Z), see
[I-K pp. 409] for the notation;

∞∑
j = 1

|ρj(n)|2 h(tj)
cosh(πtj)

+
1
4π

∞∫
−∞

|τ(n, t)|2 h(t)
cosh(πt)

dt

= g0 +
∞∑

c = 1

S(m,n; c)
c

g

(
4πn
c

)
. (11)

Here h is entire and decays faster than (1 + |t|)−2−δ, with δ > 0 as t→ ±∞,
and

g0 =
1
π2

∞∫
−∞

r h(r) tanh(πr) dr

and

g(x) =
2i
π

∞∫
−∞

J2ir (x)
r h(r)

cosh(πr)
dr .

We want to prove that for a fixed j = j0, we have

ρj0(n) = Oε (|n|ε) as |n| → ∞ . (12)

It is well known how to deduce the various forms of H0 for φj0 from (12). We
choose h with h(t) ≥ 0 for t ∈ R and h(tj0) ≥ 1 and so that g ∈ C∞(0,∞) is
rapidly decreasing at ∞ and g vanishes at x = 0 to order 1. Now let |n| → ∞
in (11). Since |τ(n, t)| = Oε(|n|ε) we have
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|ρj0(n)|2 � |n|ε +

∣∣∣∣∣
∞∑

c = 1

S(n, n; c)
c

g

(
4πn
c

)∣∣∣∣∣ .
If we assume (7) then we can estimate the sum on c by summing by parts and
we obtain the desired bound (12).

We turn next to (6) and show that as stated it is false. Let x be a large
integer. For each prime p in (x, 2x) there is an integer ap such that

S(1, ap; p)√
p

≥ 1
10

(13)

This follows from the easily verified identities

1
p

∑
a(p)

S(1, a; p)
√
p

= 0 ,

1
p

∑
a(p)

(
S(1, a; p)
√
p

)2

= 1− 1
p


. (14)

We note in passing that the asymptotics of any moment 1
p

∑
a

(
S(1,a;p)√

p

)m

,

in the limit as p→∞, have been determined by Katz [Ka]. The mth moment
being that of the Sato-Tate measure. Now let n be an integer satisfying n ≡ 0
(mod (x!)2) and n ≡ ap(mod p) for x < p < 2x. Such an n can be chosen since
(x!)2 and the p’s are all relatively prime to each other. For 0 < c ≤ x, n ≡ 0
(mod c) and hence S(1, n; c) = µ(c) the Mobius function. For x < c < 2x and
c not a prime, we have S(1, n; c) = S(1, n; c1c2) with 1 < c1, c2 < x. Hence
n ≡ 0(mod c) and S(1, n; c) = µ(c). It follows that
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c ≤ 2x

S(1, n; c)
c

=
∑
c ≤ x

µ(c)
c

+
∑

x < c ≤ 2x
c not prime

µ(c)
c

+
∑

x < p < 2x

S(1, ap; c)
c

≥ 1
10

∑
x < p < 2x

1
√
p

+ O(log x)

≥ x1/2

log x
+ O(log x) .

(15)
Hence (6) is false.

Of course the n constructed above is very large and the right hand side in
(12) is certainly Oε(nε) for any ε > 0. Thus with the nε in (7) this is no longer
a counter example.

We turn next to Theorem 4, that is the analysis of the smooth dyadic
sums in the Selberg range x ≤ (mn)1/3. We need Kuznetzov’s formula [I-K].
Let f ∈ C∞0 (R+) and

Mf (t) =
πi

sinh(2πt)

∞∫
0

(J2it(x) − J−2it (x)) f(x)
dx

x
(16)

and

Nf (k) =
4(k − 1)!
(4πi)k

∞∫
0

Jk−1 (x) f(x)
dx

x
. (17)

Let fj,k(z), j = 1, . . . , dim Sk(Γ ), be an orthonormal basis of Hecke eigen-
forms for the space of holomorphic cusp forms of weight k for Γ = SL2(Z).
Let ψj,k(n) denote the corresponding Fourier coefficients normalized by

fj,k(z) =
∞∑

k=1

ψj,k(m)m
k−1
2 e(mz) . (18)

Let τ(m, t) be the nth Fourier coefficient of the unitary Eisenstein series
E(z, 1

2 + it). Then for mn > 0
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c

S(m,n; c)
c

f

(
4π
√
mn

c

)
=

∑
j

Mf (tj) ρj(m) ρj(n) +
1
4π

∞∫
−∞

Mf (t) τ̄(m, t) τ(n, t) dt

+
∑

k≡0(2)

Nf (k)
∑

1≤ j≤ dim Sk(Γ )

ψj,k(m)ψj,k(n) . (19)

For (mn)δ ≤ Y ≤ (mn)1/2 we apply (19) with

fY (x) = f0

( x
Y

)
(20)

and f0 ∈ C∞0 (R > 0) fixed. The left hand side of the formula is

∑
c

S(m,n; c)
c

f0

(
4π
√
mn

cY

)
=
∑
c

S(m,n; c)
c

F0

( c
X

)

where F0(ξ) = f0(1/ξ) and X = 4π
√

mn
Y , which is what we are interested

in when Y is large. One can analyze NfY
(t) and MfY

(t) as Y −→ ∞ using
the known asymptotics of the Bessel functions Jit(x) and Jk−1(x) for x and t
large. Using repeated integrations by parts one can show that the main term
comes from the holomorphic forms only, with their contribution coming from
the transition range;

Jk(Y x) , with |Y x− k| � k1/3 . (21)

Using the approximations [Wa pp. 249] by the Airy function;

Jk(x) ∼ 1
π

(
2(k − x)

3x

)1/2

K 1
3

(
23/2(k − x)3/2

3x1/2

)
for k−k1/3 � x < k (22)

and
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Jk(x) ∼ 1
3

(
2(x− k)

x

)1/2 (
J1/3 + J−1/3

)(23/2(x− k)3/2

3x1/2

)
for k < x� k + k1/3 (23)

and keeping only the leading terms of all asymptotics one finds that

∑
c

S(m,n; c)
c

f0

(
4π
√
mn

cY

)

∼ 1
π

 ∞∫
−∞

Ai(ξ) dξ

∑
k

1
k
f0

(
k

Y

)
4(k − 1)!
(4πi)k

∑
1≤j≤ dim SΓ (Γ )

ψj,k (m)ψj,k(n) .

(24)

Here Ai(ξ) =

∞∫
−∞

cos (t3 + ξt) dt, is the Airy function.

The above derivation is tedious and complicated but once we see the form
of the answer and especially that it involves only holomorphic modular forms,
another approach suggests itself and fortunately it is simpler. We start with
the Peterson formula [I-K].

Γ (k − 1)
(4π)k−1

∑
j=1,...,dim Sk(Γ )

ψj(m)ψj(n)

= δ(m,n) + 2π ik
∞∑
c = 1

S(m,n; c)
c

Jk−1

(
4π
√
mn

c

)
.

Setting

ρf (n) =
(
Γ (k − 1)
(4π)k−1

)1/2

ψf (n) (25)

we have

∑
f∈Hk(Γ )

ρf (m) ρf (n) = δ(m,n) = 2πik
∞∑
c = 1

S(m,n; c)
c

Jk−1

(
4π
√
mn

c

)
(26)
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where Hk(Γ ) denotes any orthonormal basis of Sk(Γ ) and in particular the
Hecke basis which we choose.

In this case

ρf (m) = ρf (1)λf (m) (27)

where |λf (m)| ≤ τ(m), by Deligne’s proof of the holomorphic Ramanujan
Conjectures [De]. With this normalization (24) reads

∑
c

S(m,n; c)
c

f0

(
4π
√
mn

cY

)
∼ (const)

∑
k

f0

(
k

Y

) ∑
f∈Hk(Γ )

ρf (m) ρf (n) .

(28)

From (26) with m = n = 1 we have that for k large

∑
f∈Hk(Γ )

|ρf (1)|2 = 1 + small . (29)

We use the k-averaging formula in [I-L-S pp.102] which gives for K ≥ 1,
x > 0 and h ∈ C∞0 (R > 0) that

hk(x) :=
∑

k≡0(2)

h

(
k − 1
K

)
Jk−1(x) = −iK

∞∫
−∞

ĥ(tK) sin (x sin 2πt) dt .

(30)

From this it follows easily that if x ≥ K1+ε0 then for any fixed N ≥ 1,

∑
k≡ 0(2)

h

(
k − 1
K

)
Jk−1 (x)�

N
K−N . (31)

While for 0 ≤ x ≤ K1+ε0 and for any fixed N
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hk(x) = h0

( x
K

)
+

1
K2

h1

( x
K

)
· · · +

1
K2N

hN

( x
K

)
+ ON

(
K−2N−1

)
(32)

where h0(ξ) = h(ξ) and h1, . . . , hN involve derivatives of h(ξ) and are also in
C∞0 (R > 0). From (26) we have that

∑
k≡ 0(2)

ik h

(
k − 1
K

) ∑
f∈Hk(Γ )

ρf (m) ρf (n)

=
∑

k≡ 0(2)

(i)k h

(
k − 1
K

)
δ(m,n) − 2π

∞∑
c=1

S(m,n; c)
c

hK

(
4π
√
mn

c

)
. (33)

We assume that (mn)δ ≤ K ≤
√
mn with δ > 0 and fixed. Then for N large

enough (depending on δ) we have from (27) (28) and (29) that

N∑
j = 0

K−2j
∑
c

S(m,n; c)
c

hj

(
4π
√
mn

cK

)

=
∑

k≡ 0(2)

ik h

(
k − 1
K

) ∑
f∈Hk(Γ )

ρf (m) ρf (n) + O(1) . (34)

Thus the lead term j = 0 in (34) recovers the asymptotics (24) and in a much
more precise form. We can estimate the right hand side of (34) as being at
most

RHS ≤
∑
k

|h|
(
k − 1
K

) ∑
f∈Hk(Γ )

|λf (m)λf (n)| |ρf (1)|2 � K τ(m) τ(n) ,

(35)

by (27) and (29). It follows that

N∑
j = 0

K−2j
∑
c

S(m,n; c)
c

hj

(
4π
√
mn

cK

)
� K τ(m) τ(n) . (36)
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From this it follows by estimating the j ≥ 1 sums trivially that

∑
c

S(m,n; c)
c

h

(
4π
√
mn

cK

)
� K τ(m) τ(n) +

(mn)1/4

K5/2
(37)

Using this bound which is now valid for h1, . . . , hN we can feed it back into
(36) to get

∑
c

S(m,n; c)
c

h

(
4π
√
mn

Kc

)

� K τ(m) τ(n) +K−2

(
K τ(m) τ(n) +

(mn)1/4

K5/2

)
� K τ(m) τ(n) +

(mn)1/4

K5/2
.

(38)

Replicating this iteration a finite number of times yields that for (mn)δ ≤
K ≤

√
mn,

∑
c

S(m,n; c)
c

h

(
4π
√
mn

Kc

)
� K τ(m) τ(n) (39)

or what is the same thing

∑
c

S(m,n; c)
c

F
( c
x

)
�
ε

(mn)1/2 τ(m) τ(n)
x

, for x ≤ (mn)1/2−δ (40)

This completes the proof of Theorem 4. �

Finally we turn to the proof of Theorem 2. The dependence on mn in
Kuznetzov’s argument was examined briefly in Huxley [Hu]. In order for us
to bring in Hθ effectively we first examine the dyadic sums

∑
x≤ c≤ 2x

S(m,n;c)
c

for x in various ranges.

Proposition 5 Assume Hθ, then for ε > 0∑
x≤ c≤ 2x

S(m,n; c)
c

�
ε

(mnx)ε

(
x1/6 +

√
mn

x
+ (m + n)1/8(mn)θ/2

)
.
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Theorem 2 follows from this Proposition by breaking the sum 1 ≤ c ≤ x
into at most log x dyadic pieces y ≤ c ≤ 2y with (mn)1/3 ≤ y ≤ x and
estimating the initial segment 1 ≤ c ≤ min((mn)1/3, x) using (4). We conclude
by proving Proposition 5. In the formula (19) we choose the test function f
to be φ(t) depending on mn, x and a parameter x1/3 ≤ T ≤ x2/3 to be chosen
later. φ is smooth on (0,∞) taking values in [0, 1] and satisfying

(i) φ(t) = 1 for a
2x ≤ t ≤ a

x where a = 4π
√
mn.

(ii) φ(t) = 0 for t ≤ a
2x + 2T and t ≥ a

x−T .

(iii) φ′(t) �
(

a
x−T − a

x

)−1

(iv) φ and φ′ are piecewise monotone on a fixed number of intervals.

For φ chosen this way we have that∣∣∣∣∣∣
∞∑

c = 1

S(m,n; c)
c

φ

(
4π
√
mn

c

)
−

∑
x≤ c≤ 2x

S(m,n; , c)
c

∣∣∣∣∣∣
≤

∑
x−T ≤ c≤ x

2x≤ c≤ 2x + T

∣∣∣∣S(m,n; c)
c

∣∣∣∣
�
ε

(mn)ε

√
x

∑
x−T ≤ c≤ x

2x≤ c≤ 2x + T

τ(c) � (mn)ε T log x√
x

. (41)

where we have used (2) and the mean value bound for the divisor function.

We estimate
∞∑

c = 1

S(m,n;c)
c φ

(
4π
√

mn
c

)
using (19) and to this end, according to

(16) we first estimate φ̂(r) = cosh(πr)Mφ(r). We follow Kuznetzov keeping
track of the dependence on mn.

The following asymptotic expansion of the Bessel function is uniform see
[Du];

Jir(y) =
c eirw(y/r) + πr

2√
y2 + r2

(
1 +

a1√
r2 + y2

...

)

where c, a1 are constants and

w(s) =
√

1 + s2 + log

(
1
s
−
√

1
s2

+ 1

)
. (42)
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We analyze the leading term, the lower order terms are treated similarly and
their contribution is smaller. For |r| ≤ 1 we have

φ̂(r) � |r|−2 (43)

as is clear from the Taylor expansion for Jir when a
x ≤ 1 and from (42)

otherwise. So assume that r ≥ 1 (or ≤ −1) and making the substitution
y = rs we are reduced to bounding

r−1/2

∞∫
0

eirw(s)

(s2 + 1)1/4
φ(rs)

ds

s
(44)

= r−3/2

∞∫
0

(
eirw(s)rw′(s)

) φ(rs)
w′(s) s(s2 + 1)1/4

. (45)

Now w′(s) is bounded away from zero uniformly on (0,∞) and approaches
2 as s → ∞ and behaves like 1

s as s → 0. We may then apply the following
easily proven mean value estimate: If F and G are defined on [A,B] with G
monotonic and taking values in [0, 1] then

∣∣∣∣∣∣
B∫

A

F (x)G(x) dx

∣∣∣∣∣∣ ≤ 2 sup
A≤C≤B

∣∣∣∣∣∣
C∫

A

F (x)dx

∣∣∣∣∣∣ . (46)

This yields that the quantity in (45) is at most O(r−3/2) and hence that

φ̂(r) � r−3/2 for |r| ≥ 1 . (47)

For r large we seek a better bound which one gets by integration by parts
in (45). This gives

−r−3/2

∞∫
0

eirw(s) d

ds

(
φ(rs)
w′(s)s

)
ds

= O(r−5/2) + r−3/2

∞∫
0

eirw(s) θ′(s)
(s2 + 1)1/4sw′(s)

ds
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where the first term follows as in (47) and θ(s) = φ(rs). Applying the mean
value estimate to the last integral and using property (iii) of φ yields

φ̂(r) � x

T
r−5/2 . (48)

The bounds (47) and (48) are the same as those obtained by Kuznetzov
only now they are uniform in x and nm.

For the term involving τ(m, t) in (19) and our choice of test function we
have

∞∫
−∞

φ̂(r)
|ρ(1 + 2ir)|2

dr � 1 (49)

which follows immediately from (43).

The term in (19) involving the k-sum over Fourier coefficients of holomor-
phic forms is handled by using the Ramanujan Conjecture for these. We find
that this sum is bounded by

(mn)ε
∑

k≡ 0(2)
k > 2

4(k − 1) |Nφ(k)| . (50)

Now for x ≥
√
mn it is immediate from the decay of the Bessel function

at small argument that Nφ(k) � 1/k!. Hence the sum in (50) is Oε((mn)ε)
which is a lot smaller than the upper bounds that we derive for the right hand
side of (19).

For x ≤
√
mn we need to investigate the transition ranges for the Bessel

functions Jk(y). That is, the ranges y ≤ k− k1/3, k− k1/3 ≤ y ≤ k+ k1/3 and
y ≥ k+k1/3. We invoke the formula for the leading term asymptotic behavior
these in each region, see ([ Ol ] for uniform asymptotics which allows one
to connect the ranges). For our φ we break the integral (16) defining Nφ(k)
into the corresponding ranges. In the range (0, k−k1/3) the Bessel function is
exponentially small and so the contribution is negligible. On the transitional
range we use (22) and bound the integrand in absolute value. The contribution
from this part to (k − 1)Nφ(k) is O(1) and since there are O

(√
mn
x

)
values

of k for which the transitional range is present we conclude that:

The contribution to the sum (50) from the transitional range is

O

(√
mn

x
(mn)ε

)
. (51)
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We are left with the contribution to (50) from the range y ≥ k + k1/3 in
the integral defining Nφ(k). In this range we have

Jk(ks) ∼ eikW (s)

√
k(s2 − 1)1/4

(52)

where
W ((s) =

√
s2 − 1 − arctan

√
s2 − 1 . (53)

In particular

W ′(s) =
√
s2 − 1
s

. (54)

Changing variables for the integral in the range in question leads one to
considering

∞∫
1+k−2/3

φ(ks) eikW (s)

√
k s(s2 − 1)1/4

ds . (55)

We argue as with φ̂(r) and the elementary mean-value estimate. It is enough
to bound

c∫
1+k−2/3

eikW (s)

s
√
k(k2 − 1)1/4

ds (56)

independent of c.

Multiply and divide by kW ′(s) and integrate by parts. The boundary
terms are eikW (s)

/ (
k3/2(s2 − 13/4

)
evaluated at 1 + k2/3 and c. Hence they

are O(1/k). The resulting new integral is

−k−3/2

c∫
1+k−2/3

3s eikW (s)

2(s2 − 1)7/4
ds (57)

Now bound this trivially by estimating the integrand in absolute value. This
also gives a contribution of O(1/k). The number of k’s for which this range
intersects the support of φ is again O

(√
mn
x

)
. It follows that; the contribution

to the k sum from this range is
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O

(
(mn)ε

√
mn

x

)
. (58)

That is we have shown that∑
k≡ 0(2)

Nφ(k)
∑

1≤j≤dim Sk(Γ )

ψj,k(m)ψj,k(n) � (mn)ε

(
1 +

√
mn

x

)
. (59)

(49) and (59) give us the desired bounds for the last two terms in (19). In
order to complete the analysis we must estimate the first term on the right
hand side of (19). It is here that we invoke Hθ. Consider the dyadic sums

∑
A≤tj≤2A

ρj(n) ρj(m)
cosh πtj

φ̂(tj) (60)

One can treat these in two ways. Firstly we can use Hθ directly from which
it follows (for a Hecke basis of Maass forms)

|ρj(n)| ≤ τ(n)nθ|ρj(1)| . (61)

Hence

∑
A≤tj≤2A

∣∣∣∣∣ ρj(n) ρj(m)
cosh πtj

∣∣∣∣∣ ≤ τ(n) τ(m)(nm)θ
∑

A≤tj≤2A

|ρj(1)|2

cosh πtj
(62)

We recall Kuznetzov’s meal value estimate:

∑
tj≤y

|ρj(n)|2

cosh πtj
=

y2

π
+ Oε

(
y log y + ynε + n

1
2+ε
)

(63)

Applying (63) with n = 1 in (62) yields

∣∣∣∣∣∣
∑

A≤tj≤2A

ρj(n) ρj(m)
cosh πtj

∣∣∣∣∣∣ �ε (nm)θ+εA2 . (64)

Alternatively we can estimate (60) directly using (63) via Cauchy-Schwarz
and obtain
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∑
A≤tj≤2A

∣∣∣∣∣ρj(n) ρj(m)
cosh (πtj)

∣∣∣∣∣ ≤
(

2A∑
A

|ρj(n)|2

cosh πtj

)1/2 ( 2A∑
A

|ρj(m)|2

cosh πtj

)1/2

�
ε

(A + m1/4+ε) (A + n1/4+ε) . (65)

With these we have

∣∣∣∣∣∣
∑

j

φ̂(tj)
ρj(m) ρj(n)

cosh πtj

∣∣∣∣∣∣ ≤
∑

j

|φ̂(tj) ρj(n) ρj(m)|
cosh πtj

(66)

and breaking this into dyadic pieces applying (47), (48), (64) or (65) one
obtains

2A∑
A

∣∣∣∣∣φ̂(tj)
ρj(n) ρj(m)

cosh πtj

∣∣∣∣∣ � (mn)ε

min
(
1,

x

TA

)
min

(√
A(nm)θ,

√
A+

(
n

1
4 +m1/4

)
A−1/2 + (mn)

1
4 A−3/2

)
(67)

� (mn)ε min
(
1,

x

TA

) (√
A+

(
m1/8 + n1/8

)
(mn)θ/2

)
. (68)

Hence,

2A∑
A

∣∣∣∣∣φ̂(tj)
ρj(n)ρj(m)

coshπtj

∣∣∣∣∣� (mn)ε

((
m1/8 + n1/8

)
(mn)θ/2 + min

(√
A,

x

T
√
A

))
(69)

Combining the dyadic pieces yields

∑
j

φ̂(tj)
ρj(n) ρj(m)

cosh πtj
� (mn)ε

((
m1/8 + n1/8

)
(mn)θ/2 +

√
x

T

)
. (70)

Putting this together with (41) and (51) in (19) yields
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x≤c≤2x

S(m,n; c)
c

� (xmn)ε

(
T√
x

+
√
mn

x
+
(
m1/8 + n1/8

)
(nm)θ/2 +

√
x

T

)
.

Finally choosing T = x2/3 yields

∑
x≤c≤2x

S(m,n; c)
c

� (xmn)ε

(
x1/6 +

√
mn

x
+
(
m1/8 + n1/8

)
(mn)θ/2

)
.

(71)

This completes the proof of Proposition 5.

In Theorem 4 we explained the (mn)1/6 in Theorem 2. The x1/6 barrier
is similar, that is in the proof of Proposition 5 if we want to go beyond
the exponent 1/6 (ignoring the mn dependence) we would need to capture
cancellations in sums of the type

∑
tj ∼ x1/3

|ρj(1)|2

cosh πtj
xitj . (72)

This appears to be quite difficult. A similar feature appears with the expo-
nent of 1/3 in the remainder term in the hyperbolic circle problem which has
resisted improvements (see [L-P] and [Iw]).

Acknowledgement: We thank D. Hejhal for his comments on an earlier draft
of this paper.
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