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Adjoint of a Linear Transformation

» If V is an inner product space and L : V — V is a linear map,
then there is a linear map L* : V — V, called the adjoint of L,
that satisfies

(L(v),w) = (v, L*(w)) for any v,w € V
» If V=R", (-,-) is the standard dot product, and
L(v) = My,
where M is an n-by-n matrix, then
(w,L(v)) =w- Mv

= (e,-wi eij k>

—ZWJMJV = VK (ML wd)

» Therefore,
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Properties of Adjoint Map

> (ally + a°Ly)* = all} + &L}
» (Lyoly)* = L}olLj, because forany v,w € V,

((Lro Lo)(v), w) = (La(La(v)), w)
= (L2(v), L1(w))
= (v, L(Li(w)))
— (v, (L3 0 Ly)(w))

Ly
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Adjoint Map With Respect to Basis (Part 1)
» Let (e1,...,e) be a basis of V and let

Ajk = (&, ex)
» Let L: V — V be a linear map such that
L(e) = ex MK
> Ifv= ejaj and w = e b¥, then
(L(v), w) = (L( ), exb®) = (I L(e)), exb”)
= (aije;,ekbk) = (I\/Ija")<e,-, ex) b
= (Mj2)Aib* = (Ma) - Ab

=a-M!Ab =a- A(A"IMAb)
=a-AM*b) = (v, L*(w)),

where M* = A"'M*A and L*(ej) = ex(M*)F
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Adjoint Map With Respect to Basis

» The adjoint map is therefore given by
L*(exa¥) = ej(M*)J,.(ak,

where . .
(M*Y, = (AT YPMIA g

» If (e1,...,ep) is an orthonormal basis, then A=/ and

*\/J k k
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Orthogonal Transformation
» A map F:V — Vis orthogonal if for any v,w € V,

(F(v), F(w)) = (v, w)

» In other words, F preserves the inner product

» Consequences:

» Fis linear
> F is bijective, because if F is linear and F(v) =0, then

0= (F(v),F(v)) = (v, v)
» Therefore,
(v,w) = (F(v), F(w)) = (v, F*(F(w)))
» [t follows that F is orthogonal if and only if
FfoF =1
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An Orthogonal Map is Linear

» Let (eq,...,e,) be an orthonormal basis
» Foreach 1 < k < n, let fx = F(ex)
> Forany 1</, k<n,
(fi, ) = (F(&j), F(ex)) = (&), &) = djk
» Therefore (f1,...,f,) is also an orthonormal basis
> Foranyv:akek and 1 <j < n,
(F(v), f;) = (F(a"ex), F (&)
= (akek,ej>
= ak<ek,ej)
=4,
which implies that for all 1 < k < n,
F(a¥ey) = a*fi, = a*F(e)

» This implies that F is linear
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Orthogonal Matrix

> If V = R" and the inner product is the dot product, then a
linear map L(v) = Mv is orthogonal if and only if the matrix
M satisfies

MM = |

» Recall that if Cy,..., C, are the columns of M, then they are

the rows of M* and

(M*M)p = G - Cx

» Therefore, a matrix is orthogonal if and only if its columns are
an orthonormal basis of R”

» If M is orthogonal, then M~ = M* and therefore
MMt = MM~ = |

> |t follows that M is orthogonal if and only if its rows are an

orthonormal basis of R”
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2-Dimensional Orthogonal Matrices

» A matrix

is orthogonal if
a2+ b =c2+d>=1and ad + bc=0
» This holds if and only if
(c,d) = £(—b,a)
» Therefore, an orthogonal matrix is of the form

[cosﬁ —sine] [cos& sinO}

sin@ cosf sin@ —cosf
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Orthogonal Group

» Let O(n) be the set of all n-by-n orthogonal matrices
» It has the following properties:
> If A, B € O(n), then AB € O(n)
> | € O(n)
> If Ac O(n), then A= = O(n)
» More generally, a subset G C M, is called a matrix group
if the following properties hold:
> IfA,Bc G, then ABE G
> leG
> IfAc G, then A1 =G

» We therefore call O(n) the orthogonal group
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Special Orthogonal Group

» Observe that if A€ O(n), then
1 = det/ = det AA = (det A?)(det A) = (det A)?

» Therefore, det A = +1
» The special orthogonal group is defined to be

SO(n) ={A€ O(n) : detA=1}
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Transformation Group

» Given a vector space V, let GL(V) be the set of all invertible
linear transformations
» A subset G C GL(v) is a transformation group if it satisfies
the following properties
> [1,l, G = Liol,eG
> leG
> LeG = L'leG

» GL(V) itself is a transformation group

13/14



Group of Orthogonal Transformations

» If V is an inner product space, then the set O(v) of all
orthogonal transformations is a transformation group
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