MATH-UA 325 Analysis |
Fall 2023

Derivative of Inverse Function
Integration

Deane Yang
Updated November 30, 2023

Courant Institute of Mathematical Sciences
New York University



Example: Inverse of Linear Function

e Given a#0, f: R — R be given by

Vx € R, f(x) = ax + b,

e f is bijective
e lIts inverse function is




Example: Inverse of Quadratic Function

o Let g:(0,00) — (0,00) be given by
Vx € (0,00), g(x) = x?

e g is bijective
e |ts inverse is

gl y) =y
e The derivative of the inverse function is
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Inverse Function

Let /,JCR

Let f: | — J be a bijective function

There is a uniquely defined function g : J — [ that is bijective
and satisfies

Vy e d, f(g(y)) =y and Vx € I, g(f(x)) =x

g is called the inverse function of f and usually denoted f—1

If /,J are intervals and f : | — J is continuous, then f is
bijective if and only if f is strictly monotone



Derivative of an Inverse Function

e Let /,J C R be open
e lLet f: | — J be bijective and g : J — [ be its inverse

If f and g are differentiable, then

flgy)) =y,

By the chain rule, for all y € J,

Flle(y)e'(y) =1
This implies that for all x € /, f'(x) # 0 and
1

Vyed, gy)=

f'(g(v))’
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Inverse Function Theorem

Theorem
If f : (a,b) — R is a differentiable function such that

Vx € (a, b), f'(x) #0,
then
e f js strictly monotone and therefore has an inverse function
f~1:f((a, b)) = (a, b)

e 1 js differentiable and

1

vy € f((a, b)), (F1)(y) = ()



Linear Approximation of a Function

e Recall that if f : (a,b) — R is C! and xo,x1 € (a, b), then by
Taylor's theorem

f(x1) = f(x0) + f'(x0)(x — x0) + o(|x — x0|),

f(x1) — f(x0) = f'(x0)(x — x0) + o(|x — xol),

o If Yo = f(Xo) and
y1 = yo+ f'(x0)(x — ),

then y; is a linear approximation of f(x1)



Reconstruction of a Function From Its Derivative (Part 1)

e Goal: Approximate f(x) using only f(xp) and f’
o Key idea:
e Chop the interval [xg, x] into small subintervals

[x0, x1], [x1, x2], - - -, [Xn—1, Xn], where xy = x

e Use the linear approximation of f on each subinterval
e Given yo = f(xp) and the function f’, let
y1 = yo+ f'(x0)(x1 — x0)
y2 =y1+ f'(x1)(x2 — x1)

ynv = yn—1+ ' (xn)(xn — xn—1)

e Each yi is an approximation of f(x)
e yy is an approximation of f(x)



Example: Calculate Position Function from Velocity Function

e Let R represent a straight road going east-west, and 0 € R be
a staring point

e Each x € R represents a location on the road

e Suppose a car drives on the road (not always in the same
direction) for a period of T hours

e For each time t € [0, T], let p(t) € R be the position of the
car at time t

e The (instantaneous) velocity function of the car is v = p’

e At each time t, v(t) is known by the direction of travel and
the speedometer

e We want to figure out, for each time t, the position p(t) of
the car

e Idea: Estimate distance and direction traveled for a

consecutive sequence of small time intervals



Reconstruction of Function From Its Derivative (Part 2)

e The equations above can be written as:

v1—yo=f'(x0)(x1 — x0)
yo—y1="Ff(x1)(x2 — x1)

yn — yn—1 = ' (xn—1)(Xn — xn—1)

e Adding them all, we get

f(x) — f(xo) ~ Zf Xk—1)(Xk — Xk—1)
e To get an exact answer, take a limit, where N — oo and the
size of each interval converges to zero,
|Xk — kal‘ —0
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Integral of a Function

e Consider a function v : [0, T] = R

e Given N € N, chop [0, T] into equal sized subintervals:
o let ) = %
° T():O, T1 :(5, T2:25,...,TN:N5

e Foreach k € {1,2,..., N}, let

T
die = v(Tie1)(Ti = Tier) = v(Tiea) g
o Let
N N
SN:le'_'”—i_dNZZ (Tk 1)(Tk_Tk1 Nz Tk 1)
k=1 k=1

e The integral of v over the interval [0, T] is defined to be

/t:Tv(t)dt: Jim Sy = lim NZ < >
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